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1 Introduction

The aim of this paper is to present some results of low simulations in microflu-
idics. Microfluidics is characterized by the manipulation of very small volumes
of fluids of the order of the nanoliter. The spacial scales are below the millime-
ter and typically the sections of the microchannels are 100um x 100um and
are 5cm long. It is possible to handle very stable flows (co-flows, droplets...).
From the modeling point of view, the velocity are around 1 cm per second and
the Reynolds number is quite small (smaller than 1) in general. Inertial effects
can usually be neglected. However, surface tension phenomena are predomi-
nant and from the numerical point of view, it is required to have very precise
computations in the case of multifluid flows in order to have predictive results.

In this context, numerical simulations are used in order to understand
the structure of the flows but also to get quantitative informations starting
from experiments. An example is given in the next section, concerning a
viscosimeter.

The models used in this paper are the following.

Navier-Stokes equations are used for the hydrodynamic. The interface is
transported by the velocity field and the surface tension effects are added.
The no-slip boundary conditions are set on the rigid walls. This condition is
obviously not valid and one has to use more subtle conditions in order to take
into account the movement of the contact line (see [2]) for example. However in
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this work, the investigations are restricted to homogeneous Dirichlet boundary
conditions or to Fourier-type boundary conditions. Fluid i (for i=1or 2) has
viscosity 7;, density p;, pressure p; and velocity U; in Q;(¢). The steady Navier-
Stokes equations read

plUl-VUl—mAUl—l—Vpl :0andV-U1:O (11)

pQUQ . VUQ — ngAUQ + Vpg =0and V- U2 =0 (12)

The equation for U; is valid in the spacial domain €2;(¢) that depends on
time t. Let us denote by I(¢) the interface at time t. We have to add trans-
mission conditions at the interface. These conditions are:

i) Continuity of the velocity field on I(t): U; = Us.
ii) Jump of the normal part of the stress tensor:
. L T
al-nzag-n—i-}—%n (13)
where o; is the stress tensor of the fluid ¢ given by

with T is the identity matrix, D(U;) the deformation rates tensor D(U;) =
VU, + VU! . . :
————* . and 77 the normal vector to the interface, R is the mean curvature

and T' is the surface tension coefficient.
We describe the displacement of the interface by imposing that the velocity of
the interface is equal to that of the fluid.
With a level-set description, we consider the function (¢, x,y, z) such that at
t=20

©(0,z,y,2) <0 in fluid 1

©(0,z,y,2) > 0 in fluid 2
The velocity field U is defined by U = U; in fluid 1 and U = U, in fluid 2 and
the motion of the level-set function is given by
and therefore
o(t,z,y,2) <0 in fluid 1
and o(t, z,y,z) > 0 fin luid 2

and the interface is the level set ¢ = 0.
The Navier-Stokes equations can be rewritten

T
pU -VU =2V - (nD(U)) + Vp — Eé[ﬁ,

V.U =0,
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where d; is the Dirac mass on the interface I(t).

We consider typically two kinds of geometries. The first one is a ”T"-
junction as show in fig. 1 for which the fluids are injected in the small branches
of the "T”.

The second configuration is the flow of a jet in a cylindrical channel as in
fig. 2 for which there is a internal fluid and an external one.

The content of this paper is the following : in the next section we present
the principle of the viscosimeter. In section 3, we present the analysis of the
stability of a jet in a microchannel. And in section 4, we present 3D numerical
simulations for the formation of droplets.

2 Viscosimeter

As recalled in the introduction, the order of magnitude of the velocities is
the cm/s, while the characteristic length are around 100um. The Reynolds
numbers are therefore of the order of unity and one can have very stable
flows. An example of such flows is given in the photo of fig. 3. Two non-
miscible fluids are injected in the channel via the ”"T”-junction. We use the
geometry indicated in fig. 1 and the idea is to use this geometry to obtain
some informations concerning the fluids. The fluids are injected by the small
branches of the "T” and the coflow becomes steady in the long branch of
the ”T”. So, knowing the position of the interface, the flow rates of each
fluids and the viscosity of one fluid, is it possible to compute the viscosity
of the other fluid? Assuming that both fluids are Newtonian, we give two
viscosities, compute the velocity fields, then the flow rates. One then iterates
the procedure with different sets of viscosity in order to obtain the right value
of the flow rates.

On a cartesian mesh, we consider the flow in an infinite channel where z
denotes the coordinate along the channel while X = (z,y) denotes the trans-
verse coordinates. We assume that we have a steady-state flow that is invariant
under the action of translations parallel to the direction of the channel. It im-
plies that the following properties are satisfied:
eThe pressure is constant in the transverse plane, the gradient of pressure is
in the direction of the channel and is constant,
eThe velocity field is longitudinal and depends only on the transverse variable,
eThe interface is an arc of a circle,

The fluid 1 has viscosity 7, velocity (0,0,u;) and occupies the spacial
domain R x €y while the fluid 2 has viscosity 72, velocity (0,0, u3) in domain
R x €.

In this case, the Navier-Stokes equations (1.1)-(1.2) reduce to the following set
of elliptic equations:
—niAuy = dp in 2y,

—n2Auy = dp in {2y,



where dp denotes the gradient of the pressure in the longitudinal direction.

We need to write the interface conditions in order to get some transmission
conditions. The jump conditions on the normal part of the stress tensor leads
in this context to:

up = ug and 110, u; = 120, us on the interface.

One can therefore obtain a global formulation for this set of equations. Let
u = u; and n = 7; in fluid 7. The system reads

—div(nD(U)) = dp

in the domain and we impose the non-slip boundary condition u = 0.
Exemple of profile for a jet and a coflow are given in fig. 4 and 5. The results
are compared to experiments and show a good agreement in [1].

One of the key issue from the practical point of view is to understand the
formation of the jet and/or the co-flow, that means to be concerned with stabil-
ity issues. From the numerical point of view, two approaches are possible. The
first one is to perform a linear stability analysis (using the numerics at the end
of the procedure in order to compute eigenvalues) or direct numerical simula-
tions. The first approach as the advantage to be rapid but the main drawback
is that nonlinear phenomena are not taken into account. The direct simulation
is of course more precise but it is expensive in terms of computational times,
specially for 3D cases. In the next section we present two examples of these
approaches.

3 Stability of a jet.

The aim of this section is to present a linear analysis of the stability of a jet
in the cylindrical geometry of fig. 2 and to recover phase diagrams of the kind
of fig. 6 where the shape of the flow is indicated in terms of the internal (Q);)
and external (Q.) flow rates. The breaking of a jet is known as the Rayleigh-
Plateau instability.

The configuration is that of fig. 7. The radius of the cylinder is Re while
that of the jet is Ri and the flow rate of the internal (resp. external) fluid is
denoted by Q; (resp. @Q.). We assume that the flow is axi-symmetrical. The
velocity profile of the steady-state flow is indicated on fig. 7 and is of the form
(0,v(r)) in cylindrical coordinates. We want to determine the stability of this
flow and therefore we consider a perturbation £ of the interface as indicated
on fig.7.

We perform the linearization of the system (1.1)-(1.2) around the stationary
solution (0, v(r)) and take the perturbation under the form e=™*=(u,(¢,7), u.(t,r)).

One gets the following equation on the auxilliary variable Z;(¢,r) = u, +
i@ruz (j=1lfor0<r < R;and j=2for R; <r < R,):

O2Z;(t,r) + %&Zj (t,r) — (—ik%v(r} + % + kZ) Z;(t,r) =0. (3.4)
J
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The incompressibility gives:
Oy, — tku, = 0.

And therefore (3.4) leads to a fourth order equation on the radial velocity u,..
The linearized equation for the position of the interface is

0i& — ikv(R;)E = ur(Ry). (3.5)

The jump conditions (1.3) give four linear matching conditions on w,, 0,u,,

O?u,, O3u, at r = R; involving £ and the following straightforward result
follows:

Proposition 3.1 There exists a(k) € C such that u.(R;) = a(k)E.
Therefore, equation (3.5) reads
0i& —ikv(R;)E = a(k)E,

and the sign of Re(a) gives the stability.
But the situation is a little more subtile. We first define some critical length:

ap = max «a(k) and L, =
a(k)>0 Q)

where Viyiq is the maximum velocity of the fluid for the stationary flow. L, is
the length that is needed by the instability to grow. Therefore if the length L
of the channel is larger that L. the jet will be unstable; but if L < L. the jet
will be stable even if the real part of aq is positive. The results are plotted in
fig. 8. We have recalled the phase diagram obtained by P. Guillot et al. [4] and
we have performed 3 simulations corresponding to 3 different surface tension
coefficients. The physical one is represented by the +, the smallest one with
triangle and the medium with the square. We have drawn the critical length,
the frequency (that it the value real(agp)) and the more unstable wave-length
(that is 1/ko where a(kg) = ). The external flow rate is fixed and we let
vary the internal one. We see that the numerical results are coherent with
the experiments, that when surface tension decreases, stability increases. One
also remarks that the most unstable wave-length does not depend on surface
tension.

On fig. 9, we fix the internal flow-rate and let vary the external one. Again,
the physical case is drawn with + and the circle represent a smaller surface
tension. We see that the curve of the critical length is not monotone. This is
coherent with the phase diagram.

4 Droplets formation.

When the jet is not stable, one can observe the formation of droplets. This is an
highly nonlinear phenomena that can not be described by the approach of the
previous section. The only solution is to perform direct numerical simulations.
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We implement numerically the level-set method. Let ¢ be the function
defining the interface [5, 6, 7], the incompressible Stokes equations reads:

—div(2nD(U)) + VP = gké(p)n,

V.U =0,

where k is the curvature given by k =V -n and n = %. The equations

are discretized by a finite volume scheme using a staggered mesh as shown in
fig. 10.
One still have to solve a transport equation for ¢:

and the weno 5 scheme [8] is used for the discretization.
In fig. 11 one can compare the experimental data with the numerical ones.
Depending on the flow rate, one can observe different shapes of droplets,
for example plugs in fig.12.
The code is able to describe the formation of droplets, as shown in fig. 13.

5 Conclusion

We are able to predict numerically by a simple linear analysis the stability
of a jet. The direct numerical simulations give us the main feature of the
flows. We now have to make quantitative comparisons with experiments in a
3D geometry. For that purpose, we need to implement more reliable boundary
conditions for the contact line problem.
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Figure 1: A ”T” junction geometry

Figure 2: A cylindrical geometry

Figure 3: A coflow in a ”T”-junction.
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Figure 6: Phase diagram in the cylindrical geometry
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Figure 7: Configuration of the flow in the cylindrical geometry
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Figure 8: Numerical results at fixed external flow rate.
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Figure 9: Numerical results at fixed internal flow rate.
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Figure 10: A staggered mesh. U and W denote respectively the first and third
component of the velocity, 7, and 7, the values of the viscosity that are used

in the finite volume scheme.
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Figure 11: Numerical shape of a droplet and velocity field. An experimental
picture with similar values.

Figure 12: Numerical simulation of a plug.
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Figure 13: Numerical simulation of the formation of a droplet.
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