
Chapter 9

Hyperbolic Mixed Problems

In this chapter, we discuss the classical theory of mixed Cauchy boundary
value problem for symmetric hyperbolic systems see [Fr1], [Fr2], [?] and
also [?], [?]. We follow closely the presentation in [?]. For simplicity, we
consider here only constant coefficients equations, and flat boundaries, but
all the technics can be adapted to variable coefficients and general smooth
domains.

9.1 The equations

Consider a N ×N system

(9.1.1) Lu := ∂tu+
d�

j=1

Aj∂ju = F (u) + f

For simplicity, we assume that the coefficients Aj are constant. F is a C∞

mapping from R
N to RN . The variables are t ∈ R, y = (y1, . . . , yd−1) ∈ R

d−1

and x ∈ R. The derivations are ∂j = ∂yj for j ∈ {1, . . . , d− 1} and ∂d = ∂x.
For simplicity, we work in the class of symmetric hyperbolic operators:

Assumption 9.1.1.

(H1) There is a positive definite symmetric matrix S = tS � 0 such that
for all j, SAj is symmetric.

(H2) detAd �= 0

The matrix S is called a symmetrizer for L. The assumption (H2) means
that the boundary is not characteristic for L. The eigenvalues of Ad are real
and different from zero. We denote by N+ [resp. N−] the number of positive
[resp. negative] eigenvalues of Ad. Then N = N+ +N−.
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Lemma 9.1.2. The matrix SAd has only real eigenvalues. Counted with
their multiplicities, N+ are positive and N− are negative.

Proof. Dropping the subscript d, SA = S1/2
�
S1/2AS1/2

�
S−1/2 is conjugated

to the symmetric matrix A� := S1/2AS1/2. Therefore the eigenvalues of
SA are those of A�, thus are real. In addition, A� has the same signature
(N+, N−) as A.

We consider the equations (9.1.1) on the half space {x ≥ 0} together
with boundary conditions:

(9.1.2) Mu|x=0 = Mg .

where M is a N � ×N matrix.
In the theory of hyperbolic boundary problems, the simplest case occurs

when the boundary conditions are maximal dissipative:

Definition 9.1.3. The boundary condition (9.1.2) is maximal dissipative for
L if and only if dim kerM = N− and the symmetric matrix SAd is definite
negative on kerM .

In this Chapter we study the well-posedness of the hyperbolic boundary
value problem (9.1.1) (9.1.2). We always assume that Assumption 9.1.1
holds and that the boundary condition is maximal dissipative. Restricting
attention to the image of M , there is no loss of generality in assuming that
N � = N+, so that M is a N+ ×N matrix.

Remark 9.1.4. The number of boundary conditions is N � = N+, and
there is an easy way to see that this is the correct number of conditions.
In space dimension one, consider a diagonal system ∂t + A∂x with A =
diag(a1, . . . , aN ). The diagonal entries are real and do not vanish by As-
sumption (H2). By definition, among them N+ are positive and N− are
negative. We have seen in the first chapter, that a boundary condition is
needed for ∂t + aj∂x if and only aj is positive. So, the total number of
boundary conditions must be N+.

Remark 9.1.5. The dissipativity condition is satisfied in many physical ex-
amples (wave equations with Dirichlet boundary conditions, Maxwell equa-
tions with usual boundary conditions, etc). However, it is far from being
necessary (see the discussion in Chapter 6 for an approach to necessary
conditions and elementary examples in [?]). In the analysis below, the dis-
sipativity assumption appears as a trick to warranty the validity of good
energy estimates: in applications these computations mean dissipation of a
physical energy.
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9.2 Hyperbolic boundary value problems

In this section we consider the problem

(9.2.1)

�
Lu = f on R× R

d

+

Mu|x=0 = g on R× R
d−1

We use the notation R
d
+ = {(y, x) ∈ R

d : x > 0}. We assume that the
Assumptions (H1) and (H2) are satisfied, that M is a N+ ×N matrix and
that the boundary condition is maximal dissipative.

We first solve this equation in weighted spaces: we look for solutions
u = eγt�u, assuming that f = eγt �f and g = eγt�g, with �u, �f and �g at least in
L2. This yields the equations

(9.2.2)

�
(L+ γ)�u = �f on R× R

d

+

M�u|x=0 = �g on R× R
d−1 .

The choice γ > 0 corresponds to the idea that the functions u, f and g
vanish at t = −∞ and thus to an orientation of time.

We first study (9.2.2), dropping the tildes. We denote by Hs the usual
Sobolev spaces. We also use the notation R

1+d

+ = R× R
d
+.

9.2.1 The adjoint problem

The adjoint of L (in the sense of distributions) is L∗ := −∂t−
�

A∗
j
∂j . Thus

−L∗ has the same form as L.

Lemma 9.2.1. S−1 is a symmetrizer for −L∗.

Proof. Since S is symmetric definite positive, S−1 is also definite positive.
Moreover, S−1A∗

j
= S−1A∗

j
SS−1 = S−1SAjS−1 = AjS−1 is symmetric.

For C1 functions with compact support in R
1+d

+ , one has

(9.2.3)
�
Lu, v

�
L2 =

�
u, L∗v)L2 −

�
Adu|x=0, v|x=0

�
L2

where (·, ·)L2 denotes the scalar product in L2. Consider a space of dimension
N+ on which SAd is definite positive. There is a N− ×N matrix M1 such
that this space is kerM1. Since M is maximal dissipative, SAd is definite
negative on kerM and therefore

(9.2.4) R
N = kerM ⊕ kerM1
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Lemma 9.2.2. There are matrices R and R1 of size N− ×N and N+ ×N
respectively, such that for all vectors u and v in R

N :

(9.2.5)
�
Adu, v) = (Mu,R1v) + (M1u,Rv) .

Moreover, kerR = (Ad kerM)⊥ has dimension N+ and S−1A∗
d
is definite

positive on kerR.

Proof. The identity (9.2.5) is equivalent to

(Adu, v) = (Mu,R1v), ∀u ∈ kerM1

(Adu, v) = (M1u,Rv), ∀u ∈ kerM .

Since M is an isomorphism from kerM1 to R
N+ , the first equation deter-

mines R1v ∈ R
N+ . Similarly, the second equation determines Rv ∈ R

N− .
The identity (9.2.5) implies that (Adu, v) = 0 when u ∈ kerM and

v ∈ kerR, thus kerR ⊂ (Ad kerM)⊥. Because the two spaces have the same
dimension, they are equal.

Suppose that (S−1A∗
d
v, v) ≤ 0 for some v ∈ kerR. Then for all u ∈

kerM , (SAdu, S−1v) = 0 by (9.2.5) and for all α ∈ R

�
SAd(u+ αS−1v), u+ αS−1v

�
= (SAdu, u) + α2(AdS

−1v, v) ≤ 0 .

Since kerM has maximal dimension among spaces on which SAd is non
positive, this implies that S−1v ∈ kerM . Because kerR and Ad kerM are
orthogonal, one has (AdS−1v, v) = (SAdS−1v, S−1v) = 0. Since SAd is
definite negative on kerM , this shows that S−1v = 0, hence v = 0.

Definition 9.2.3. The system L∗ with boundary condition R is the adjoint
problem of (L,M).

Note that R is not unique, but the key object kerR = (Ad kerM)⊥ is
uniquely determined from L and M .

With (9.2.3), the lemma implies that for all u and v in C1
0 (R

1+d

+ )
�
(L+ γ)u, v

�
L2 =

�
u, (L∗ + γ)v)L2 −

�
Mu|x=0, R1v|x=0

�
L2

−
�
M1u|x=0, Rv|x=0

�
L2 .

In particular, if u is a solution of (9.2.2) and Rv = 0 on {x = 0}, one has
�
f, v

�
L2 =

�
u, (L∗ + γ)v)L2 −

�
g,R1v|x=0

�
L2

This motivates the following definition of weak solutions.
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Definition 9.2.4. Given f ∈ L2(R1+d

+ ) and g ∈ L2(Rd), u ∈ L2(R1+d

+ ) is

a weak solution of (9.2.2), if and only if for all Φ ∈ C∞
0 (R

1+d

+ ) such that
RΦ|x=0 = 0 one has

(9.2.6)
�
u, (L∗ + γ)Φ

�
L2 =

�
f,Φ

�
L2 +

�
g,R1Φ|x=0

�
L2 .

We now discuss in which sense weak solutions are indeed solutions of
(9.2.2). Introduce the spaces H0,s(R1+d) of temperate distributions such
that their Fourier transform satisfy

(9.2.7)

� �
1 + τ2 + |η|2

�s
|û(τ, η, ξ)|2dτdηdξ < +∞ .

For s ∈ N, this is the space of functions u ∈ L2 such that their tangential
derivatives Dα

t,yu of order |α| ≤ s belong to L2. When s is a negative integer,
this is the space of

u =
�

|α|≤−s

∂α

t,yuα , uα ∈ L2 .

The space H0,s(R1+d

+ ) is the set of restrictions to {x > 0} of functions in
H0,s(R1+d). When s is a positive or negative integer, there are equivalent
definitions analogous to those given on the whole space.

Lemma 9.2.5. For all s ∈ R:
i) the space C∞

0 (R
1+d

+ ) is dense in the space H1,s(R1+d

+ ) of functions

u ∈ H0,s+1(R1+d

+ ) such that Dxu ∈ H0,s(R1+d

+ );

ii) the mapping u �→ u|x=0 extends continuously from H1,s(R1+d

+ ) to

Hs+ 1
2 (Rd).

Proof. The first part is proved by usual smoothing arguments. The details
are left as an exercise.

Consider next u ∈ C∞
0 (R

1+d

+ ) and denote by û(τ, η, x) its partial Fourier
transform with respect to the tangential variables (t, y). Integrating ∂x|û|2

on R+, yields

|û(τ, η, 0)|2 ≤ 2

� ∞

0
|∂xû(τ, η, x)||û(τ, η, x|dx,

Thus, with Λ = (1 + τ2 + |η|2)1/2,

Λ2s+1
|û(·, 0)|2 ≤ Λ2s

� ∞

0
|∂xû(·, x)|

2dx+ Λ2s+2
� ∞

0
|û(·, x)|2dx
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Integrating in (τ, η) implies

�u(·, 0)�2
Hs+1/2(Rd) ≤ �∂xu�

2
H0,s(R1+d

+ )
+ �u�2

H0,s+1(R1+d
+ )

= �u�2
H1,s(R1+d

+ )
.

Thus the mapping u �→ u|x=0 extends by density and continuity toH1,s(R1+d

+ )

with values in Hs+1/2(Rd).

We apply this lemma to functions in the the space

(9.2.8) D(L) =
�
u ∈ L2(R1+d

+ ) : Lu ∈ L2(R1+d

+ )
�
.

Here Lu is computed in the sense of distributions on {x > 0}. This space
is equipped with the norm �u�L2 + �Lu�L2 . Because Ad is invertible, for
u ∈ D(L) one has

(9.2.9) ∂xu = A−1
d

Lu−A−1
d

∂tu−

d−1�

j=1

A−1
d

Aj∂yju

and therefore D(L) ⊂ H1,−1(R1+d

+ ). This shows that all u ∈ D(L) has a

trace in H− 1
2 .

Proposition 9.2.6. i) C∞
0 (R

1+d

+ ) is dense in D(L)

ii) For all u ∈ D(L) and v ∈ H1(R1+d

+ ), there holds

(9.2.10)
�
Lu, v

�
L2 =

�
u, L∗v)L2 −

�
Adu|x=0, v|x=0

�
H−1/2×H1/2

Proof. Consider a tangential mollifier  ∈ C∞
0 (R × R

d−1), with  ≥ 0 and
such that

�
(t, y)dtdy = 1. For ε > 0, let

(9.2.11) ε(t, y) =
1

εd
(
t

ε
,
y

ε
) , t ∈ R , y ∈ R

d−1 .

Denote by Jε the convolution operator ε∗.
If u ∈ D(L) and Φ ∈ C∞

0 (R1+d) then JεΦ ∈ C∞
0 (R1+d) and in the sense

of distributions �
u, L∗JεΦ

�
L2 =

�
Lu, JεΦ

�
L2 .

Note that we assume here that the support of Φ is contained in the open
half space {x > 0}. Because Jε commutes with differentiation and with
multiplication by constants, L∗JεΦ = JεL∗Φ. Moreover, for all u and v in
L2(R1+d

+ ), one has �
u, Jεv

�
L2 =

�
Jεu, v

�
L2
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Thus, there holds in the sense of distributions on {x > 0}:

LJεu = JεLu .

In particular uε = Jεu ∈ D(L). Moreover, for all v in L2(R1+d

+ ), Jεv con-
verges to v in L2 when ε tends to zero. Thus, for u ∈ D(L), uε converges to
u in D(L).

Next we note that for all v in L2, Jεv ∈ H0,s for all s ∈ N, since for all
α ∈ N

d, ∂α
t,y(Jεv) = (∂α

t,yε)∗v ∈ L2. Thus, uε ∈ H0,s for all s. Using (9.2.9)

we see that uε ∈ H1,s for all s. In particular, uε ∈ H1(R1+d

+ ) and this shows

that H1(R1+d

+ ) is dense in D(L). Since C∞
0 (R

1+d

+ ) is dense in H1(R1+d

+ ) this
implies i).

By (9.2.9), we see that D(L) ⊂ H1,−1 and

�u�H1,−1 � �u�L2 + �Lu�L2 .

Thus by the trace lemma, the trace u|x=0 is well defined on D(L) and

�u|x=0�H−1/2 � �u�L2 + �Lu�L2 .

The identity (9.2.10) holds when u and v belong to C∞
0 (R

1+d

+ ). Both side
are continuous for the norms of u in D(L) and v in H1. Thus, the identity
extends by density to D(L)×H1.

Corollary 9.2.7. Given f ∈ L2(R1+d

+ ) and g ∈ L2(Rd), u ∈ L2(R1+d

+ ) is a
weak solution of (9.2.2) if and only if

i) u ∈ D(L) and Lu = f − γu in the sense of distributions on {x > 0},
ii) the trace u|x=0 which is defined in H−1/2 by i) satisfies Mu|x=0 = g.

Proof. If u is a weak solution, taking Φ with compact support in the open
half space implies that Lu + γu = f in the sense of distributions. Thus
u ∈ D(L).

Comparing (9.2.10) and (9.2.6) we see that for all Φ ∈ C∞
0 (R

1+d

+ ) such
that RΦ = 0 on the boundary, there holds

�
g,R1Φ|x=0

�
L2 =

�
Adu|x=0,Φ|x=0

�
H−1/2×H1/2

Next we use Lemma 9.2.2, which means that Ad = (R1)∗M + R∗M1 to see
that the right hand side is equal to

�
Mu|x=0, R1Φ|x=0

�
H−1/2×H1/2 .
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For all φ ∈ C∞
0 (Rd) there is Φ ∈ C∞

0 (R
1+d

+ ) such that Φ|x=0 = φ. Thus, for

all φ ∈ C∞
0 (Rd) such that Rφ = 0,

�
g,R1φ

�
0
=

�
Mu|x=0, R1φ

�
H−1/2×H1/2 .

Similar to (9.2.4), there is a splitting

R
N = kerR⊕ kerR1

Therefore, for all ϕ ∈ C∞
0 (Rd) with values in R

N+ , there is φ ∈ C∞
0 (Rd)

such that Rφ = 0 and R1φ = ϕ. Thus for all ϕ ∈ C∞
0 (Rd):

�
g, ϕ

�
0
=

�
Mu|x=0, ϕ

�
H−1/2×H1/2 .

This means that Mu|x=0 = g.
Conversely, if u ∈ D(L) and Lu + γu = f , for all test function Φ, one

has �
u, (L∗ + γ)Φ

�
0
−

�
f,Φ

�
0
=
�
Mu|x=0, R1φ

�
H−1/2×H1/2

+
�
M1u|x=0, Rφ

�
H−1/2×H1/2 .

with φ = Φ|x=0. Taking Φ such that Rφ = 0, we see that if Mu|x=0 = g
then u is a weak solution of (9.2.2).

9.2.2 Energy estimates. Existence of weak solutions

Lemma 9.2.8. The symmetric matrix SAd is definite negative on kerM if
and only if there are constants c > 0 and C such that for all vector h ∈ C

N :

−(SAdh, h) ≥ c|h|2 − C|Mh|2 .

Proof. Since SAd is definite negative on kerM , there is c > 0 such that

∀h ∈ kerM : −(SAdh, h) ≥ c|h|2 .

Since SAd is invertible, dim(SAd kerM) = dimkerM = N−, thus K =
(SAd kerM)⊥ has dimension N − N− = N+. In addition since SAd is
definite negative on kerM , K ∩ kerM = {0} and R

N = K ⊕ kerM . In
particular, there is C0 such that for all v ∈ K, |v| ≤ C0|Mv|. By definition
of K, if h = v + w with v ∈ K and w ∈ kerM , there holds

−(SAdh, h) = −(SAdv, v)−(SAdw,w) ≥ c|w|2 − C|v|2

≥ c(|w|2 + |v|2)− (C + c)C2
0 |Mv|2 .

≥
c

2
|h|2 − (C + c)C2

0 |Mh|2 .

The converse statement is clear.
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Proposition 9.2.9 (Energy estimates). There is C such that for all γ > 0
and all test function u ∈ H1(R× R

d
+), one has

(9.2.12) γ�u�2
L2 + �u|x=0�

2
L2 ≤ C

�1
γ
�(L+ γ)u�2

L2 + �Mu|x=0�
2
L2

�

(9.2.13) γ�v�2
L2 + �v|x=0�

2
L2 ≤ C

�1
γ
�(L∗ + γ)v�2

L2 + �Ru|x=0�
2
L2

�

Proof. Both side of the estimates are continuous for the H1 norm. Since

C∞
0 (R

1+d

+ ) is dense in H1(R1+d

+ ) it is sufficient to make the proof when
u ∈ C∞

0 . Then, using that the SAj are self adjoint and integrating by parts
yields

2Re
�
S(L+ γ)u, u

�
L2 = γ

�
Su, u

�
L2 −

�
SAdu|x=0, u|x=0

�
L2

By Lemma 9.2.8, there are c > 0 and C ≥ 0 such that

−
�
SAdu|x=0, u|x=0

�
L2 ≥ c�u|x=0�

2
L2 − C�Mu|x=0�

2
L2 .

Because S is definite positive, there is c1 > 0 such that
�
Su, u

�
L2 ≥ c1�u�

2
L2 .

Therefore

c1γ�u�
2
L2 + c�u|x=0�

2
L2 ≤ 2|S|�(L+ γ)u�L2�u�L2 + C�Mu|x=0�

2
L2 .

This implies (9.2.12). The proof of (9.2.13) is similar.

Proposition 9.2.10. For all γ > 0, f and g in L2, the problem (9.2.2) has
a weak solution in L2.

Proof. Consider the space H of Φ ∈ H1(R×R
d
+) such that RΦ|x=0 = 0. Let

H1 = (L∗ + γ)H ⊂ L2. By (9.2.13), the mapping L∗ + γ is one to one from
H to H1 and the reciprocal mapping F satisfies

γ�Fϕ�L2 +
√
γ�R1Fϕ|x=0�L2 ≤ C�ϕ�L2 .

Thus the linear form

ϕ �→ �(ϕ) :=
�
f,Fϕ

�
L2 +

�
g,R1Fϕ|x=0

�
L2

is continuous on H1 equipped with the norm � · �L2 . Therefore it extends as
a continuous linear form on L2 and there is u ∈ L2 such that �(ϕ) = (u, ϕ)0.
The definition of � implies that u is a weak solution.
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9.2.3 Strong solutions

Definition 9.2.11. Given f and g in L2, u ∈ L2 is a strong solution of
(9.2.2) if there exist sequences (un, fn) in H1(R1+d

+ ), and gn in H1(Rd) so-

lutions of (9.2.2) and converging to (u, f) in L2(R1+d

+ ) and to g in L2(Rd)
respectively.

By the density of C∞
0 (R

1+d

+ ) in H1(R1+d

+ ) and continuity from H1 to
L2 of L and the traces, one obtains an equivalent definition if one requires

that there is a sequence (un, fn, gn) in C∞
0 (R

1+d

+ ) solutions of (9.2.2) and
converging to (u, f, g) in L2.

Proposition 9.2.12 (Weak= strong). For all γ > 0, f and g in L2, any
weak solution of (9.2.2) in L2 is a strong solution and

(9.2.14) γ�u�2
L2 + �u|x=0�

2
L2 ≤ C

�1
γ
�f�2

L2 + �g�2
L2

�

In particular the weak=strong solution is unique.

Proof. Consider again the mollifiers  (9.2.11) and the convolution operator
Jεu = ε ∗ u.

Suppose that u ∈ L2 is a weak solution of (9.2.2). For all test function
Φ, JεΦ is also a test function and RJεΦ = 0. Therefore,

�
u, (L∗ + γ)JεΦ

�
L2 =

�
f, JεΦ

�
L2 +

�
g,R1JεΦ|x=0

�
L2 .

As in the proof of Proposition 9.2.6 this implies that
�
Jεu, (L

∗ + γ)Φ
�
L2 =

�
Jεf,Φ

�
L2 +

�
Jεg,R1Φ|x=0

�
L2 .

This means that uε = Jεu is a weak solution of

(9.2.15)

�
(L+ γ)uε = fε ,

Muε|x=0 = gε .

with fε = Jεf and gε = Jεg.
The proof of Proposition 9.2.6 shows that for all ε > 0, uε ∈ H1(R1+d)

and by Corollary 9.2.7 the equations (9.2.15) hold in L2.
Since uε, fε and gε converge in L2 to (u, f, g) respectively, this shows

that u is a strong solution.
In addition, the energy estimates (9.2.12) hold for uε. Passing to the

limit, we obtain that u satisfies (9.2.14).
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9.2.4 Regularity of solutions

We prove that if the data are regular, then the solution is regular. It is con-
venient to equip the spaces Hs(R1+d

+ ) with a family of parameter dependent
norms:

(9.2.16) �u�s,γ =
�

|α|≤s

γs−|α|
�∂α

t,y,xu�L2 .

We define similar norms on the spaces Hs(Rd), using only tangential deriva-
tives ∂α

t,y.

Proposition 9.2.13. Let s be a non negative integer. For γ > 0, f ∈ Hs

and g ∈ Hs the solution of (9.2.2) belongs to Hs and

(9.2.17) γ�u�2s,γ + �u|x=0�
2
s,γ ≤ C

�1
γ
�f�2s,γ + �g�2s,γ

�

Proof. First prove the tangential regularity. We use the mollified equation
(9.2.15). Since uε ∈ H1,s for all s, we can differentiate this equation as many
times as we want in (t, y) and ∂α

t,yuε ∈ H1(R1+d

+ ) satisfies

�
(L+ γ)∂α

t,yuε = ∂α

t,yfε ,

M∂α

t,yuε|x=0 = ∂α

t,ygε .

Proposition 9.2.12 implies that

γ�uε�
2
H0,s + �uε|x=0�

2
H0,s ≤ C

�1
γ
�fε�

2
H0,s + �gε�

2
H0,s

�

with C independent of ε.
Next we use the equation to recover the normal derivatives. We start

from (9.2.9) which implies that

�∂xuε�H0,s−1 � �fε�H0,s−1 + �uε�H0,s .

In addition, since fε can be differentiated s times in x, we see by induction
on k ≤ s that ∂k

xuε ∈ H0,s� for all s� with

∂k

xuε = A−1
d

∂k−1
x fε −A−1

d
∂k−1
x ∂tuε −

d−1�

j=1

A−1
d

Aj∂
k−1
x ∂juε .

Thus
�∂k

xuε�H0,s−k � �∂k−1
x fε�H0,s−k + �∂k−1

x uε�H0,s−k+1
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Adding up, we see that uε ∈ Hs+1 and that there is C independent of ε and
γ such that

γ�uε�
2
s,γ + �uε|x=0�

2
s,γ ≤ C

�1
γ
�fε�

2
s,γ + �gε�

2
s,γ

�

This means that the uε satisfy (9.2.17). Similarly, the differences uε − uε�
satisfy (9.2.17). Hence the family uε is a Cauchy sequence in Hs, so that
the limit u belongs to Hs and satisfy (9.2.17).

9.2.5 Solutions of the boundary value problem (9.2.1)

We now turn to the original equation (9.2.1). Propositions 9.2.10, 9.2.12
and 9.2.13 imply the next result.

Theorem 9.2.14. Suppose that γ > 0, s ∈ N, f ∈ eγtHs and g ∈ eγtHs.
Then the problem (9.2.1) has a unique strong solution u ∈ eγtHs and

(9.2.18) γ�e−γtu�2s,γ + �e−γtu|x=0�
2
s,γ ≤ C

�1
γ
�e−γtf�2s,γ + �e−γtg�2s,γ

�

where C is independent of γ and u, f , g.

9.3 Solutions on ]−∞, T ] and the causality princi-

ple

In this section, we show that if the data of (9.2.1) vanish in the past, then
the solution also does, and we solve the boundary value problem on {t ≤ T}.

First we note that we have a strong uniqueness result:

Lemma 9.3.1. Assume that f ∈ eγ0tL2∩eγ1tL2 and g ∈ eγ0tL2∩eγ1tL2with
0 < γ0 < γ1. Then the solutions uγ0 and uγ1 given by Proposition 9.2.13
applied to γ = γ0 and γ = γ1 are equal.

Proof. Note that f ∈ eγtL2 and g ∈ eγtL2 for all γ ∈ [γ0, γ1]. Therefore, for
such γ (9.2.1) has a unique strong solution uγ ∈ eγtL2.

Introduce a function θ ∈ C∞(R) such that θ(t) = 1 for t ≤ 0 and
θ(t) = e−t for t ≥ 1. Thus ∂tθ = hθ with h ∈ L∞. With δ = γ − γ0,
introduce

v = θ(δt)
�
uγ − uγ0

�
.
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The properties of θ imply that v ∈ eγ0tL2 and

Lv = δ∂tθ(δt)
�
uγ − uγ0

�
= δh(δt)v , Mv|x=0 = 0 .

Thus, by uniqueness in eγ0tL2, Theorem 9.2.14 applied to γ = γ0, implies
that there is a constant C, independent of the γ’s, such that

γ0�e
−γ0tv�L2 ≤ Cδ�e−γ0tv�L2

If Cδ < γ0, this implies that v = 0. Summing up, we have proved that
for γ ≤ (1 + 1/2C)γ0 and γ0 ≤ γ ≤ γ1, one has uγ = uγ0 . By induction,
this implies that for all integer k ≥ 1, uγ = uγ0 for γ ∈ [γ0, γ1] with γ ≤

(1 + 1/2C)kγ0. Hence, uγ = uγ0 for γ ∈ [γ0, γ1].

This implies local uniqueness:

Proposition 9.3.2. If f ∈ eγtL2(R1+d

+ ) and g ∈ eγtL2(Rd) with γ > 0

vanish for t < T , then the solution u ∈ eγtL2(R1+d

+ ) of (9.2.1) vanishes for
t < T .

Proof. Since f and g vanish for t < T , f and g belong to eγ
�
tL2 for all γ� ≥ γ.

Thus, by the lemma above, u ∈ eγ
�
tL2 for all γ� large and by Theorem 9.2.14

there is C such that for all γ� ≥ γ:

γ��e−γ
�
tu�2

L2 ≤ C
1

γ�
�e−γ

�
tf�2

L2 + C�e−γ
�
tg�2

L2 .

Thus

γ��u�2
L2({t≤T}) ≤ γ��eγ

�(T−t)u�2
L2 ≤

C

γ�
�eγ

�(T−t)f�2
L2 + C�eγ

�(T−t)f�2
L2

≤
C

γ�
�eγ(T−t)f�2

L2 + C�eγ(T−t)f�2
L2 .

The right hand side is bounded as γ� tends to infinity, thus u|{t≤T} = 0.

We now consider solutions of (9.2.1) on ] −∞, T ] × R
d
+. First, we note

that the traces are well defined.

Lemma 9.3.3. Suppose that u ∈ L2(]T1, T2[×R
d
+) satisfies Lu ∈ L2(]T1, T2[×R

d
+).

Then the trace u|x=0 is well defined in H−1/2
loc

(]T1, T2[×R
d−1).

Proof. Consider χ ∈ C∞
0 (]T1, T2[). Then χu, extended by 0 belongs to

L2(R1+d

+ ) and L(χu), which is the extension by 0 of χLu+∂tχu, also belongs

to L2(R1+d

+ ). Thus, by Lemma 9.2.5, χu has a trace in H−1/2 and the lemma
follows.
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Therefore, for u ∈ L2(]T1, T2[×R
d
+) such that Lu = f ∈ L2(]T1, T2[×R

d
+)

the equation Mu|x=0 = g ∈ L2 makes sense.

Corollary 9.3.4. Suppose that γ > 0 and u ∈ eγtL2(]−∞, T ]×R
d
+) satisfies

�
Lu = 0 on ]−∞, T ]× R+)
Mu|x=0 = 0 on ]−∞, T ] .

Then u = 0.

Proof. For δ > 0 choose χ ∈ C∞(R) such that

χ(t) = 1 for t < T − δ and χ(t) = 0 for t ≥ T − δ/2 .

Extend v = χ(t)u by 0 for t ≥ T . Then v ∈ eγtL2, Mv vanishes on the
boundary, and f := Lv which is the extension of (∂tχ)u by 0 for t ≥ T
vanishes for t ≤ T − δ and belongs to eγtL2. Thus, by Proposition 9.3.2
v and hence u vanish for t ≤ T − δ. Since δ is arbitrary, this implies that
u = 0.

Remark 9.3.5. If u and u1 are two solutions in eγtL2 of (9.2.1) on ] −
∞, T1] × R

d
+ associated to L2 data (f, g) and (f1, g1) respectively, and if

f = f1 and g = g1 for t ≤ T , then u = u1 for t ≤ T . Thus the values of u for
times t ≤ T only depend on the values of the data f and g for t ≤ T . This
means that the solutions constructed above satisfy the causality principle.

Theorem 9.3.6. Suppose that f ∈ eγtHs(]−∞, T ]×R
d
+) and g ∈ eγtHs(]−

∞, T ] × R
d−1), for some γ > 0 and s ∈ N. Then the problem (9.2.1) has a

unique solution u ∈ eγtHs(]−∞, T ]× R
d
+).

If f and g vanish for t ≤ T1, then the solution u also vanishes for t ≤ T1.
Moreover, estimates similar to (9.2.18) are satisfied.

Proof. Extend f and g for t ≥ T as �f ∈ Hs(R×R
d
+) and �g ∈ Hs(R×R

d−1).
We can choose the extension such that they vanish for t ≥ T + 1. For
instance, when s = 0, we can extend them by 0. Because �f = f and �g = g
for t ≤ T and vanish for t ≥ T + 1, �f and �g belong to eγtHs. Therefore, by
Theorem 9.2.14 the problem

(9.3.1) L�u = f , M�u|x=0 = �g

has a unique solution �u ∈ eγtHs. Its restriction to {t ≤ T} satisfies (9.2.1).
This proves the existence part of the statement.

The uniqueness follows from Corollary 9.3.4.
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9.4 The mixed Cauchy problem

We now consider the mixed Cauchy-boundary value problem:

(9.4.1)






Lu = f on [0, T ]× R
d

+

Mu|x=0 = g on [0, T ]× R
d−1

u|t=0 = u0 on R
d

+

We first solve the problem in L2 and next study the existence of smooth
solutions.

When u ∈ L2([0, T ] × R
d
+) and Lu ∈ L2([0, T ] × R

d
+), the trace u|x=0

is defined in H−1/2
loc

(]0, T [×R
d−1) thus the boundary condition makes sense.

We will construct solution in the space C0([0, T ];L2(Rd
+)) identified with a

subspace of L2([0, T ]×R
d
+) and for such u the initial condition is meaningful.

9.4.1 L
2
solutions

The starting point is an energy estimate. Note that, by standard trace theo-
rems (see also Lemma 9.2.5) all u ∈ H1([0, T ] × R

d
+) belongs to

C0([0, T ];H1/2(Rd
+)) ⊂ C0([0, T ];L2(Rd

+)). In particular, for such u, the
value of u at time t ∈ [0, T ], denoted by u(t), is well defined in L2(Rd

+).

Proposition 9.4.1. There is a constant C such that for all T > 0, all
u ∈ H1([0, T ]× R

d
+) and all t ∈ [0, T ], the following inequality holds:

(9.4.2)

�u(t)�
L2(Rd

+) + �u|x=0�L2([0,t]×Rd−1) ≤ C
�
�u0�L2(Rd

+)

+

�
t

0
�f(s)�

L2(Rd
+)ds+ �g�L2([0,t]×Rd−1)

�
.

where u0 = u(0), f := Lu and g := Mu|x=0.

Since u ∈ H1, f = Lu belongs to L2, thus

�f(t)�
L2(Rd

+) =
��

|f(t, y, x)|2dydx
�1/2

is well defined in L2([0, T ]), thus in L1([0, T ]).

Proof. By integration by parts, as in Proposition 9.2.9, there holds:

2Re
�
Sf, u

�
L2([0,t]×R

d
+)

=
�
Su(t), u(t)

�
L2(Rd

+)
−

�
Su(0), u(0)

�
L2(Rd

+)

−
�
SAdu|x=0, u|x=0

�
L2([0,T ]×Rd−1)

.
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Since S is definite positive and using Lemma 9.2.8, this implies

�u(t)�2
L2(Rd

+) + �u|x=0�
2
L2([0,t]×Rd−1) ≤ C

�
�u(0)�2

L2(Rd
+)

+ �g�2
L2([0,t]×Rd−1) +

�
t

0
�f(s)�

L2(Rd
+)�u(s)�L2(Rd

+)ds
�
.

Taking the supremum of these estimates for t� ∈ [0, t], we can replace in
the left hand side �u�2

L2(Rd
+)

by n2(t) where n(t) := supt�∈[0,t] �u(t
�)�

L2(Rd
+).

Moreover, the integral in the right hand side is smaller than

n(t)

�
t

0
�f(s)�

L2(Rd
+)ds ≤ εn2(t) + ε−1

��
t

0
�f(s)�

L2(Rd
+)ds

�2
.

Choosing ε small enough to absorb Cεn2 from the right to the left, yields,
with a new constant C:

n2(t) + �u|x=0�
2
L2([0,t]×Rd−1) ≤ C

�
�u(0)�2

L2(Rd
+)

+ �g�2
L2([0,t]×Rd−1) +

� � t

0
�f(s)�

L2(Rd
+)

�2
ds
�

and (9.4.2) follows.

This estimate has consequences for strong solutions of (9.4.1).

Definition 9.4.2. Given f ∈ L2([0, T ] × R
d
+), g ∈ L2([0, T ] × R

d−1) and
u0 ∈ L2(Rd

+), we say that u ∈ L2([0, T ] × R
d
+) is a strong L2-solution of

(9.4.1) if there is a sequence un ∈ H1([0, T ]×R
d
+) such that un → u, Lun →

f , Mun|x=0 → g and un(0) → u0 in L2.

Proposition 9.4.3. If u ∈ L2([0, T ]×R
d
+) is a strong L2-solution of (9.4.1),

then u satisfies the equations (9.4.1), u ∈ C0([0, T ];L2(Rd
+)), its trace u|x=0

belongs to L2([0, T ]×R
d−1) and the energy inequalities (9.4.2) are satisfied.

Proof. Suppose that un is a sequence in H1 such that un → u, Lun → f ,
Mun|x=0 → g and un(0) → u0 in L2.

Applying the estimate (9.4.2) to differences un − um, we conclude that
un is a Cauchy sequence in C0([0, T ];L2(Rd

+)) and that the traces un|x=0

form a Cauchy sequence in L2([0, T ] × R
d−1). Hence un converges to a

limit v ∈ C0([0, T ];L2(Rd
+)) and the traces un|x=0 converge to a limit h ∈

L2([0, T ]×R
d−1). Since un → u in L2, by uniqueness of the limit in the sense

of distributions, v = u. Moreover, Lun → Lu in the sense of distributions,
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thus Lu = f . Using Lemmas 9.3.3 and 9.2.5, we get that the traces un|x=0

converge to u|x=0 in H−1/2
loc

(]0, T [×R
d−1), and since the traces converge to

h in L2, this implies that u|x=0 = h ∈ L2([0, T ] × R
d−1). In particular,

Mu|x=0 = limMun|x=0 = g. Since un → u in C0([0, T ];L2), there holds
un(0) → u(0) and thus u(0) = u0 in L2. This shows that u is a solution of
(9.4.1) and that the trace on {x = 0} is in L2.

Knowing the convergences un → u in C0([0, T ];L2), Lun → f , un|x=0 →

u|x=0 in L2, we can pass to the limit in the energy estimates for un, and so
obtain that u satisfies (9.4.2).

Remark 9.4.4. This statement applies to solutions of (9.2.1). Suppose that
f ∈ L2(]−∞, T ]×R

d
+) and g ∈ L2(]−∞, T ]×R

d−1) vanish for t < 0. The
unique solution u ∈ L2(]−∞, T ]×R

d
+) of (9.2.1) which vanishes when t < 0,

given by Theorem 9.3.6 is a strong solution by Proposition 9.2.12, or as seen
by writing f = lim fn, g = lim gn with fn ∈ H1, gn ∈ H1 vanishing when
t ≤ 0. Then, by Theorem 9.3.6, the solution un of (9.2.1) with data (fn, gn)
belongs to H1 and converge in L2 to u. Since un vanishes for t < 0 and
un ∈ H1, the trace of un on {t = T0} vanishes, i.e. un(T0) = 0 for all T0 ≤ 0.
This shows that u, restricted to {t ≥ T0} is a strong solution of (9.4.1) with
vanishing initial data at time T0. Thus, u ∈ C0(]−∞, T ];L2(Rd

+)) and the
estimates (9.4.2) hold.

We can now state the main theorem.

Theorem 9.4.5. For all u0 ∈ L2(Rd
+), f ∈ L2([0, T ] × R

d
+) and g ∈

L2([0, T ]×R
d−1), there is a unique solution u ∈ C0([0, T ], L2(Rd

+)) of (9.4.1).
It is a strong solution, its trace on {x = 0} belongs to L2([0, T ]×R

d−1) and
the energy estimate (9.4.2) is satisfied.

Proof. a) Existence. Denote by H1
0 (R

d
+) the space of functions in v ∈

H1(Rd
+) such that v|x=0 = 0. Since H1

0 (R
d
+) is dense in L2(Rd

+), there is a
sequence un0 such that:

un0 ∈ H1
0 (R

d

+) , �un0 − u0�L2 → 0 .

Considered as a function independent of t, un0 belongs to H1([0, T ]×R
d
+), its

trace on x = 0 vanishes and Lun0 ∈ L2([0, T ]× R
d+). By density of smooth

functions with compact support in L2, there is a function fn such that

fn
∈ H1(]−∞, T ]×R

d

+) , fn

|t<0 = 0 , �fn
− (f −Lun0 )�L2([0,T ]×R

d
+) ≤

1

n
.
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Similarly, there is gn such that

gn ∈ H1(]−∞, T ]× R
d−1) , gn|t<0 = 0 , �gn − g�L2([0,T ]×Rd−1) ≤

1

n
.

By Theorem 9.2.14, there is a unique function vn, such that

vn ∈ H1(]−∞, T ]× R
d

+) , Lvn = fn , vn|t<0 = 0 , Mvn|x=0 = gn .

In particular, since vn ∈ H1, vn ∈ C0(]−∞, T ];L2(Rd
+)), and since vn = 0

when t < 0, this implies that vn(0) = 0.
Consider un the restriction on [0, T ] × R

d
+ of vn + un0 . It belongs to

H1(] − ∞, T ] × R
d
+), its trace on {x = 0} is equal to the trace of vn, thus

Mun|x=0 = gn → g in L2. Moreover, un(0) = un0 → u0 in L2 and Lun =
fn + Lun0 → f . Thus, applying the estimate (9.4.2) to differences un − um,
we conclude that un is a Cauchy sequence in C0([0, T ];L2(Rd

+)). Thus un

converges to a limit u in C0([0, T ];L2(Rd
+)), thus in L2([0, T ] × R

d
+). The

properties listed above show that u is a strong solution of (9.4.1), thus a
solution which satisfies the estimates (9.4.2).

b) Uniqueness. Suppose that u ∈ C0([0, T ];L2(Rd
+)) satisfies Lu = 0,

Mu|x=0 = 0 and u(0) = 0. Consider a C∞ non decreasing function χ(t) such
that χ = 0 for t < 1 and χ(t) = 1 for t > 2. For δ > 0, let χδ(t) = χ(t/δ).
Consider uδ the extension by 0 for t ≤ 0 of χδu. Thus Luδ is the extension
by 0 of (∂tχδ)u and thus belongs to L2. Moreover, the trace of uδ is the
extension of χδu|x=0. Thus Muδ |x=0 = 0. Therefore, uδ is a solution of
(9.2.1) which vanishes in the past. By Remark 9.4.4, it is a strong solution
and the energy estimates (9.4.2) are satisfied. Hence, for t ≥ 2δ

�u(t)�L2 ≤ C

�
t

0
(∂tχδ)(s)�u(s)�L2ds = C

� 2

1
(∂tχ(s)�u(δs)�L2ds .

Since u ∈ C0([0, T ];L2) and u(0) = 0, the right hand side converges to zero
as δ tends to zero, implying that u = 0.

9.4.2 Compatibility conditions

In order to solve the mixed Cauchy problem in Sobolev spaces, compatibility
conditions are needed. For instance, the initial and boundary conditions
imply that necessarily

(9.4.3) Mu0|x=0 = g|t=0 = Mu|t=0,x=0 ,
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provided that the traces are defined. Next, denote by A the operator

Au =
d�

j=1

Aj∂j .

Thus, if Lu = f , ∂tu = f −Au and therefore

u1 := ∂tu|t=0 = −Au0 + f0

if f0 = f|t=0. Thus, provided that the traces are defined,

(9.4.4) Mu1|x=0 = M(f0 −Au0)|x=0 = g1 := ∂tg|t=0 = M∂tu|t=0,x=0 .

These conditions are necessary for the existence of a smooth solution. Con-
tinuing the Taylor expansions to higher order yields higher order condition
as we now explain.

For u smooth enough denote by uj = ∂j

t
u|t=0 the traces at t = 0 of

the derivatives of u. For instance, if u ∈ Hs, s ≥ 1, they are defined for
j ≤ s − 1. Similarly, we note fj = ∂j

t
f|t=0 and gj = ∂j

t
g|t=0 when they are

defined. If u is a solution of Lu = f , then for j ≥ 1:

uj = fj−1 −Auj−1

By induction, this implies that

(9.4.5) uj = (−A)ju0 +
j−1�

l=0

(−A)j−l−1fl .

The boundary condition Mu|x=0 = g implies that

Muj |x=0 = gj

Thus necessarily, for smooth enough functions, solutions of (9.4.1) must
satisfy on the edge {t = 0, x = 0}:

(9.4.6) M
�
(−A)ju0 +

j−1�

l=0

M(−A)j−l−1fl
�

|x=0
= gj .

Lemma 9.4.6. For s ≥ 1, u0 ∈ Hs(Rd
+), f ∈ Hs([0, T ] × R

d
+) and g ∈

Hs([0, T ] × R
d−1), the left and right hand sides of (9.4.6) are defined for

j ∈ {0, . . . , s− 1} and belong to Hs−j−1/2(Rd−1).
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Proof. For u0 ∈ Hs, Aju0 ∈ Hs−j and the trace (Aju0)|x=0 is defined for j <

s and belongs to Hs−j−1/2(Rd−1). For f ∈ Hs, the traces fl are defined for
l ≤ s−1 and belong to Hs−l−1/2. Thus, Aj−l−1fl ∈ Hs−j+1/2 and the traces
(Aj−l−1fl)|x=0 are defined for j < s and belong to Hs−j(Rd−1). For g ∈ Hs,

the traces gj are defined for j < s and belong to Hs−j−1/2(Rd−1).

The lemma shows that the following definition makes sense.

Definition 9.4.7. The data u0 ∈ Hs(Rd
+), f ∈ Hs([0, T ] × R

d
+) and g ∈

Hs([0, T ] × R
d−1) satisfy the compatibility conditions to order σ ≤ s − 1 if

the equations (9.4.6) hold for all j ∈ {0, . . . , σ}.

For instance, the first two conditions, given by (9.4.3) and (9.4.4) are

Mu0|x=0 = g|t=0 ,(9.4.7)

(MAu0)|x=0 = f0|x=0 − g1 .(9.4.8)

When s = 0, there are no compatibility condition. When s = 1, there is
only one, (9.4.7). When s = 2, there are two conditions, (9.4.7) and (9.4.8),
etc.

Remark 9.4.8. Suppose that f = 0 and g = 0. In this case, the com-
patibility conditions read M(Aju0)|x=0 = 0. Considering the operator A

with domain D(A) = {u ∈ L2(Rd
+);Au ∈ L2(Rd

+) andMu|x=0 = 0}, the
compatibility conditions of order s reads u0 ∈ D(As).

The next result is useful in the construction of smooth solutions.

Proposition 9.4.9. Suppose that u0 ∈ Hs(Rd
+), f ∈ Hs([0, T ] × R

d
+) and

g ∈ Hs([0, T ]×R
d−1) are compatible to order s−1. Then there are sequences

un0 ∈ Hs+1(Rd
+), fn ∈ Hs+1([0, T ] × R

d
+) and gn ∈ Hs+1([0, T ] × R

d−1),
compatible to order s, such that un0 → u0, fn → f and gn → g in Hs.

Proof. a) Consider first the case s = 0. Then u0, f and g are arbitrary data
in L2. One easily construct approximating sequences un0 , f

n, gn arbitrarily
smooth and compatible to any order, by approximating the data by C∞

functions which vanish near t = 0, x = 0.

b) Suppose now that s = 1, u0, f and g are data in H1 which satisfy
the first compatibility condition (9.4.7). Consider sequences un0 , f

n, gn in
H2, which converge in H1 to u0, f and g respectively. By (9.4.7) and the
continuity of the traces, rn0 := gn|t=0 −Mun0 |x=0 satisfies

rn0 ∈ H3/2(Rd−1) , �rn0 �H1/2(Rd−1) → 0 .

109



To construct H2 data (un0 + vn, fn, gn) which are compatible to first order,
it is sufficient to construct vn such that:

vn ∈ H2(Rd

+) , �vn�H1 → 0 , Mvn|x=0 = rn0 , M(Avn)|x=0 = rn1 ,

with rn1 = M(Aun0 )|x=0 − fn

|x=t=0 − ∂tgn|t=0 ∈ H1/2(Rd−1). Since M is onto,

there is a N ×N+ matrix, M �, such that MM � = Id. Thus is is sufficient to
find vn such that

(9.4.9) vn ∈ H2(Rd

+) , �vn�H1 → 0 , vn|x=0 = hn0 , (Avn)|x=0 = hn1 ,

with hn0 = M �rn ∈ H3/2, hn1 = M �rn1 ∈ H1/2. Moreover, hn0 → 0 in H1/2.
Note that (9.4.9) concerns only functions of (y, x) ∈ R

d and their traces
on {x = 0}. We recall the classical construction of Poisson operators. Con-
sider φ ∈ C∞

0 (R), φ ≥ 0, such that φ(x) = 1 for |x| ≤ 1 Denoting here by v̂
the Fourier transform with respect to y, consider the operator

K : h �→ Kh , �Kh(η, x) = φ(x�η�)ĥ(η)

with �η� = (1 + |η|2)1/2. Then, K is bounded from H1/2(Rd−1) to H1(Rd
+)

and from H3/2(Rd−1) to H2(Rd
+). Moreover, (Kh)|x=0 = h. Consider vn0 =

Khn. Then, vn0 ∈ H2, vn0 |x=0 = hn0 and vn0 → 0 in H1. Therefore, to find a
solution vn = vn0 +wn of (9.4.9), it is sufficient to find wn which satisfy the
same properties with hn0 = 0 and hn1 replaced by kn1 = hn1−(Avn0 )|x=0 ∈ H1/2.
In addition, A = Ad∂x +A� where A� =

�
j<d

Aj∂j . Thus, is is sufficient to
find wn such that

(9.4.10) wn
∈ H2(Rd

+) , �wn
�H1 → 0 , wn

|x=0 = 0 , ∂xw
n
|x=0 = kn ,

with kn = A−1
d

kn1 ∈ H1/2.
We use a Poisson operator Pn defined by

�Pnh(η, x) = xφ(λnx�η�)ĥ(η)

where λn ≥ 1 is to be chosen. We note that Pn mapsH1/2(Rd−1) toH2(Rd
+),

that (Pnh)|x=0 = 0 and (∂xPnh)|x=0 = h. Thus, wn = Pnkn satisfies the
first, third and fourth property in (9.4.10). It remains to show that one can
choose the sequence λn such that wn → 0 in H1.

Elementary computations using Plancherel’s theorem, show that

�Pnh�
2
H1(Rd

+) ≤ C

�
ψn(η)|ĥ(η)|

2dη
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with C independent of n and h and

ψn(η) =

� ∞

0

�
(x2�η�2 + 1)|φ(λnx�η�)|

2 + λ2
nx

4
�η�2|φ�(λnx�η�)|

2
�
dx .

For λn ≥ 1, there holds

ψn(η) ≤
C

λn�η�

with C independent of n. Therefore

�wn
�
H1(Rd

+) ≤
C

√
λn

�kn�
H−1/2(Rd−1) .

One can now choose λn such that the right hand side converges to zero,
showing that wn satisfies (9.4.10). This finishes the proof of the proposition
when s = 1.

c) When s ≥ 2, the proof is similar. One is reduced to find vn ∈

Hs+1(Rd
+) such that vn → 0 in Hn and (Ajvn)|x=0 = hn

j
where the hn

j
are

given in Hs−j+1/2(Rd−1) for j ≤ s and converge to zero in Hs−j−1/2(Rd−1)
for j ≤ s−1. We first lift up the s−1 first traces by a fixed Poisson operator,
and reduce the problem to find wn ∈ Hs+1(Rd

+) such that wn → 0 in Hn

and (∂j
xwn)|x=0 = 0 when j ≤ s−1 and (∂s

xw
n)|x=0 = kn ∈ H1/2(Rd−1). We

lift up the traces using a Poisson operator

(9.4.11) �Pnh(η, x) =
xj

j!
φ(λnx�η�)ĥ(η) ,

and show that if the sequence λn is properly chosen wn = Pnkn has the
desired properties. The details are left as an exercise.

9.4.3 Smooth solutions

Definition 9.4.10. W s(T ) denotes the space of u ∈ C0([0, T ], Hs(Rd
+))

such that for all j ≤ s, ∂j

t
u ∈ C0([0, T ], Hs−j(Rd

+)).

W s(T ) is considered as a subspace of Hs([0, T ]×R
d
+) and Hs+1([0, T ]×

R
d
+) ⊂ W s(T ). We also use the notation

(9.4.12) |||u(t)|||s =
s�

j=0

�∂j

t
u(t)�

Hs−j(Rd
+) .

This function is bounded (and continuous) in time when u ∈ W s and in L2

when u ∈ Hs.
We first state an a-priori estimate for smooth solutions.
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Proposition 9.4.11. There is a constant C such that for all T > 0, all
u ∈ Hs+1([0, T ]× R

d
+) and all t ∈ [0, T ], the following inequality holds:

(9.4.13)

|||u(t)|||s + �u|x=0�Hs([0,t]×Rd−1) ≤ C
�
|||u(0)|||s+

+

�
t

0
|||f(t�)|||sdt

� + �g�Hs([0,t]×Rd−1)

�
.

where f := Lu and g := Mu|x=0.

Proof. Consider the tangential derivatives uα := ∂α
t,yu for α ∈ N

d, |α| ≤ s.
Since u ∈ Hs+1, they satisfy

Luα = fα := ∂α

t,yf , Muα|x=0 = gα := ∂α

t,yg .

Introduce the tangential norm

|||u(t)|||�s :=
�

|α|≤s

�∂α

t,yu(t)�L2 .

The L2 estimates (9.4.2) imply that

|||u(t)|||�s + �u|x=0�Hs([0,t]×Rd−1) ≤ C
�
|||u(0)|||�s

+

�
t

0
|||f(t�)|||�sdt

� + �g�Hs([0,t]×Rd−1)

�

which is dominated by the right hand side of (9.4.13). It remains to estimate
the normal derivatives by tangential ones, using the equation (9.2.9). By
induction, one proves that

|||u(t)|||s ≤ C
�
|||u(t)|||�s + |||f(t)|||s−1

�
.

Since

|||f(t)|||s−1 ≤ |||f(0)|||s−1 +

�
t

0
|||∂tf(t

�)|||s−1dt
�

and
|||f(0)|||s−1 ≤ |||u(0)|||s , |||∂tf(t

�)|||s−1 ≤ |||f(t�)|||s ,

the estimate (9.4.13) follows.

112



We can now prove the main theorem of this chapter.

Theorem 9.4.12. For all u0 ∈ Hs(Rd
+), f ∈ Hs([0, T ] × R

d
+) and g ∈

Hs([0, T ] × R
d−1) satisfying the compatibility conditions up to order s − 1,

there is a unique solution u ∈ W s(T ) of (9.4.1). Moreover, the trace of the
solution u on {x = 0} is in Hs([0, T ] × R

d−1) and u satisfies the estimates
(9.4.13).

Proof. When s = 0, this is Theorem 9.4.5. We suppose now that s ≥ 1.
Step 1. Solve the equation with a loss of smoothness.

We prove that when u0, f and g belong to Hs+2 and satisfy the compat-
ibility condition up to order s, there is a solution in Hs+1([0, T ] × R

d+) ⊂
W s+1(T ).

With fl = ∂l
tf|t=0 ∈ Hs+1−l(Rd

+), consider the functions uj ∈ Hs+2−j(Rd
+)

defined by (9.4.5) for j ≤ s+2. Then, there is ua ∈ Hs+2+1/2(R×R
d
+) such

that

(9.4.14) ∂j

t
ua|t=0 = uj , for j ≤ s+ 2 .

We look for a solution as u = u� + ua. The equation for u� reads

Lu� = f � := f − Lua , Mu�|x=0 = g� := g −Mua|x=0 , u�|t=0 = 0 .

We have f � ∈ Hs+2 − Hs+3/2 ⊂ Hs+1 and comparing (9.4.14) and (9.4.5)
we see that

(9.4.15) ∂j

t
f �

|t=0 = 0 for j ≤ s .

Moreover, g� ∈ Hs+2 and the compatibility conditions imply that

(9.4.16) ∂j

t
g�|t=0 = 0 for j ≤ s .

Denote by f̃ � and g̃� the extensions of f � and g� by 0 for t < 0. Then, the
trace conditions (9.4.15) and (9.4.16) imply that f̃ � ∈ Hs+1(]−∞, T ]×R

d
+)

and g̃� ∈ Hs+1(] − ∞, T ] × R
d−1). Thus, by Theorem 9.3.6, the boundary

value problem
Lũ� = f̃ � , Mũ�|x=0 = g̃�

has a unique solution ũ� ∈ Hs+1(]−∞, T ]×R
d
+) which vanishes when t ≤ 0.

Thus ũ�(0) = 0 and denoting by u� the restriction of ũ� to t ≥ 0, u = u� + ua

is a solution of (9.4.1).
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Step 2. Hs data.
Given u0 ∈ Hs(Rd

+), f ∈ Hs([0, T ] × R
d
+) and g ∈ Hs([0, T ] × R

d−1)
satisfying the compatibility conditions up to order s − 1, by repeated ap-
plications of Proposition 9.4.9, there is a sequence uν0 ∈ Hs+2(Rd

+), f
ν ∈

Hs+2([0, T ]×R
d
+) and gν ∈ Hs+2([0, T ]×R

d−1) satisfying the compatibility
conditions up to order s+1 and converging in Hs to u0, f and g respectively.

We note that for solutions of (9.4.1),

|||u(0)|||s =
�

j≤s

�uj�Hs−j

where the uj are defined at (9.4.5). Thus |||uν(0)− uµ(0)|||s tends to zero as
µ and ν tend to infinity. Therefore, the energy estimates (9.4.13) imply that
the sequence uν is a Cauchy sequence in W s(T ) and therefore converges
to u ∈ W s(T ). Since s ≥ 1, the limit u is clearly a solution of (9.4.1).
The uniqueness follows from the L2 uniqueness of Theorem 9.4.5. passing
to the limit in the energy estimates for the uν implies that u also satisfies
(9.4.13).

9.5 Nonlinear mixed problems

Consider the equation

(9.5.1)






Lu = F (u) + f on [0, T ]× R
d

+

Mu|xd=0 = g on [0, T ]× R
d−1

u|t=0 = u0 on R
d

+

We assume that F (0) = 0, so that it makes sense to look for solutions
vanishing at infinity and in Sobolev spaces Hs.

Theorem 9.5.1. Let s be and integer s > d/2.
i) Suppose that f ∈ Hs([0, T0] × R

d
+), g ∈ Hs([0, T0] × R

d−1) and
u0 ∈ Hs(Rd

+). Suppose that the compatibility conditions of section 2.5.2
below are satisfied up to the order s− 1. Then there is T ∈]0, T0] such that
the problem (9.5.1) has a unique solution u ∈ W s(T ).

ii) If σ > s and the data (f, g, u0) belong to Hσ([0, T ]×R
d
+), H

σ([0, T ]×
R
d−1) and Hσ(Rd

+) respectively and satisfy the compatibility conditions to
order σ − 1, then the solution u given by i) belongs to W σ(T ).
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9.5.1 Nonlinear estimates

Recall the following multiplicative properties of Sobolev spaces.

Proposition 9.5.2. For non negative integers s > d/2 and j, k such that
j + k ≤ s there is C such that for u ∈ Hs−j(Rd

+) and v ∈ Hs−k(Rd
+) the

product uv ∈ Hs−j−k(Rd
+) and

(9.5.2) �uv�Hs−j−k ≤ C�u�Hs−j�v�Hs−k .

Corollary 9.5.3. Let F be a C∞ function such that F (0) = 0. For all
s > d/2, there is a nondecreasing function C(·) on [0,+∞[ such that for all
T > 0 and u ∈ W s(T ), F (u) ∈ W s(T ) and for all t ∈ [0, T ]:

(9.5.3) |||u(t)|||s ≤ R ⇒ |||F (u)(t)|||s ≤ C(R) .

Moreover, for all u ∈ W s(T ) and v ∈ W s(T ) with |||u(t)|||s ≤ R and
|||v(t)|||s ≤ R:

(9.5.4) |||{F (u)− F (v)}(t)|||s ≤ C(R)|||{u− v}(t)|||s .

Proof. Since F (0) = 0, there holds

�F (u)(t)�L2 ≤ �∇uF�L∞(BR)�u(t)�L2 , with R = �u(t)�L∞ ≤ |||u(t)|||s ,

where BR denotes the ball of radius R in the space of states u. The last
inequality follows from Sobolev embedding Hs(Rd

+) ⊂ L∞(Rd
+).

Next we estimate derivatives. For smooth functions u, there holds

(9.5.5) ∂αF (u) =

|α|�

k=1

�

α1+...+αk=α

c(k, α1, . . . , αk)F k(u)
�
∂α

1
u, . . . , ∂α

k
u
�

where the c(k, α1, . . . , αk) are numerical coefficients. Since the derivative
∂α

j
u(t) belong to Hs−|αj |(Rd

+) and satisfy

�∂α
j
u(t)�

Hs−|αj | ≤ |||u(t)|||s ,

Proposition 9.5.2 implies that each term in the right hand side of (9.5.5)
belongs to C0(L2) with norm bounded by C(|||u(t)|||) and the estimate (9.5.3)
follows.

The estimate of differences is similar.
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Recall next the Gagliardo-Nirenberg-Moser’s inequalities, which hold
with Ω equal to an Euclidian space R

n or a half space of Rn, or a quad-
rant :

Proposition 9.5.4. For all s ∈ N, there is C such that for all α of length
|α| ≤ s, all p ∈ [2, 2s/|α|] and all u ∈ L∞(Ω) ∩ Hs(Ω), the derivative ∂αu
belongs to Lp(Ω), and

(9.5.6) �∂αu�Lp ≤ C�u�1−2/p
L∞ �u�2/p

Hs .

The condition on p reads |α|
s

≤
2
p
≤ 1. Recall that the the proof when

Ω = R
n relies on the identity

0 =

�
∂j(u|∂ju|

p−2∂ju) =

�
|∂ju|

p + (p− 1)

�
u∂2

j u|∂ju|
p−2 .

With Hölder inequality, this implies that

�∂ju�Lp � �u�1/2
Lp��∂

2
j u�

1/2

Lp�� ,
2

p
=

1

p�
+

1

p��
.

The estimate (9.5.6) follows by induction on s. Note that the proof applies
not only to the ∂j but also to any vector field.

Using extension operators, the estimate holds on any smooth domain Ω,
but the constant depends on the domain. For instance, if Ω = [0, T ]×R

d
+, the

constant are unbounded as T → 0. However, splitting u = χ(t)u+(1−χ(t))u
with χ ∈ C∞, χ = 0 for t ≥ 2T/3 and χ = 1 for t ≤ T/3, reduces the problem
to functions χ(t)u and (1 − χ(t))u which can be extended in Hs by 0 for
t ≥ T and t ≤ 0 respectively, hence reducing the problem on quadrants
[0,+∞[×R

d
+ or ]−∞, T ]× R

d
+ . Therefore:

Lemma 9.5.5. Given T0 > 0, there is C such that for all T ≥ T0 the
estimates (9.5.6) are satisfied on Ω = [0, T ]× R

d
+

Corollary 9.5.6. Let F be a C∞ function such that F (0) = 0. For all
s ∈ N, and T0 > 0, there is a non decreasing function CF (·) on [0,∞[ such
that for all T ≥ T0, for all u ∈ L∞(Ω) ∩Hs(Ω) where Ω = [0, T ]× R

d
+, one

has F (u) ∈ Hs(Ω) and

(9.5.7) �F (u)�Hs ≤ CF (�u�L∞)�u�Hs .

Proof. We estimate the L2 norm as above :

�F (u)�L2 ≤ �∇uF�L∞(BR)�u�L2 , with R = �u�L∞ ,
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where BR denotes the ball of radius R in the space of states u. Next we
estimate derivatives using (9.5.5) which is valid at least for smooth u. Using
the estimate (9.5.6) for ∂α

j
u with 2/pj = |αj |/s, we see that each term in

the right hand side of (9.5.5) has an L2 norm bounded by the right hand
side of (9.5.7). The formula and the estimates extend to u ∈ L∞ ∩ Hs by
density (Exercise).

9.5.2 Compatibility conditions

For (9.5.1), the definition of traces uj is modified as follows. First, with

uj = ∂j

t
u|t=0, there holds

(9.5.8) ∂j

t
F (u)|t=0 = Fj(u0, . . . , uj)

with Fj of the form

Fj(u0, . . . , uj) =
j�

k=1

�

j1+...+jk=j

c(k, j1, . . . , jk)F k(u0)
�
uj1 , . . . , ujk

�

The definition (9.4.5) is modified as follows: by induction let

(9.5.9) uj = −Auj−1 + fj−1 + Fj−1(u0, . . . , uj−1) .

Then, for u0 ∈ Hs and f ∈ Hs with s > d/2, using Proposition 9.5.2, we
see that uj ∈ Hs−j(Rd

+) for j ≤ s.

Definition 9.5.7. The data u0 ∈ Hs(Rd
+), f ∈ Hs([0, T ] × R

d
+) and g ∈

Hs([0, T ] × R
d−1) satisfy the compatibility conditions to order σ ≤ s − 1 if

the uj given by (9.5.9) satisfy

Muj |x=0 = ∂j

t
g|t=0 , j ∈ {0, . . . , σ} .

9.5.3 Existence and uniqueness

We prove here the first part of Theorem 9.5.1. Below, it is always assumed
that s > d/2, f ∈ Hs([0, T0]×R

d
+), g ∈ Hs([0, T0]×R

d−1) and u0 ∈ Hs(Rd
+).

Proposition 9.5.8. Suppose that the compatibility conditions are satisfied
up to the order s− 1. Then there is T ∈]0, T0] such that the problem (9.5.1)
has a solution u ∈ W s(T ).
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Proof. a) The iterative scheme.
Let u0 ∈ Hs(Rd

+), f ∈ Hs([0, T ]×R
d
+) and g ∈ Hs([0, T ]×R

d−1). Define
the uj ∈ Hs−j(Rd

+) by (9.5.9). Let u0 ∈ Hs+1/2(R× R
d
+) such that

(9.5.10) ∂j

t
u0|t=0 = uj , 0 ≤ j ≤ s .

We can assume that u0 vanishes for |t| ≥ 1 and thus u0 ∈ W s(T ) for all T .
There is C0 depending only on the data such that

�

j≤s

�uj�Hs−j ≤ C0 , |||u0(t)|||s ≤ C0 .

For future use, we note that C0 depends only on the data: there is a uniform
constant C such that

(9.5.11) C0 ≤ C�u0�Hs + |||f(0)|||s−1 .

For n ≥ 1, we solve by induction the linear mixed problems

(9.5.12) Lun = f + F (un−1) , Mun|x=0 = g , un|t=0 = u0 .

Suppose that un−1 is constructed in W s(T0) and satisfies

(9.5.13) ∂j

t
un−1

|t=0 = uj , j ≤ s .

This is true for n = 1. Then, by definition of the Fj and by (9.5.13),

∂j

t
F (un−1)|t=0 = Fj(u0, . . . , uj). Next, for the linear problem (9.5.12) we

compute the un
j
by (9.4.5). Comparing with the definition (9.5.9), we see

that un
j

= uj . Thus, the compatibility conditions Muj |x=0 = gj imply

that the data (f + F (un−1), g, u0) are compatible for the linear problem.
Therefore, Theorem 9.4.12 implies that (9.5.12) has a unique solution un ∈

W s(T0) and that
∂j

t
un|t=0 = unj = uj .

This shows that the construction can be carried on and thus defines a se-
quence un ∈ W s(T0) satisfying (9.5.12)

b) Uniform bounds
We show that we can choose R and T ∈]0, T0] such that for all n:

(9.5.14) ∀t ∈ [0, T ] : |||un(t)|||s ≤ R .

By (9.5.10), this estimate is satisfied for n = 0 if R ≥ C0.
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Assume that (9.5.14) is satisfied at order n−1. Next, the energy estimate
(9.4.13) and Corollary 9.5.3 imply that there is a constant C and a function
CF (·) such that for t ≤ T

|||un(t)|||s ≤ C
�
|||un(0)|||s + TCF (R) + C1

�

with

(9.5.15) C1 = �g�Hs([0,T0]×Rd−1) +

�
T0

0
|||f(t�)|||sdt

� .

By (9.5.13) at order n and (9.5.10):

|||un(0)||| =
�

j≤s

�uj�Hs−j ≤ C0 .

Thus, (9.5.14) holds provided that

(9.5.16) R ≥ C0 , R ≥ C(C0 + C1 + 1) and TC(R) ≤ 1 .

This can be achieved, choosing R first and next T . For such a choice, by
induction, (9.5.14) is satisfied for all n.

c) Convergence
Write the equation satisfied by wn = un+1 − un for n ≥ 1. By (9.5.13),

there holds |||wn(0)|||s = 0. Knowing the uniform bounds (9.5.14), estimating
the nonlinear terms by Corollary 9.5.3 and using the energy estimate (9.4.13)
one obtains that for n ≥ 2 and t ≤ T :

|||wn(t)|||s ≤ CCF (R)

�
t

0
|||wn−1(t�)|||sdt

�

Thus there is K such that for all n ≥ 1 and t ∈ [0, T ]:

|||wn(t)|||s ≤ Kn+1tn−1/(n− 1)! .

This implies that the sequence un converges in W s(T ), thus in the uniform
norm and the limit is clearly a solution of (9.5.1).

Next we prove uniqueness.

Proposition 9.5.9. If T ∈]0, T0] and u1 and u2 are two solutions of (9.5.1)
in W s(T ), then u1 = u2.
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Proof. The traces at {t = 0} necessarily satisfy

∂j

t
u1|t=0 = ∂j

t
u2|t=0 = uj .

Thus w = u2 − u1 satisfies |||w(0)|||s = 0. Write the equation for w. Using
bounds for the norms of u1 and u2 inW s, the energy estimates and Corollary
9.5.3 to estimate the nonlinear terms, imply that there is C such that for all
t ∈ [0, T ]:

|||w(t)|||s ≤ C

�
t

0
|||w(t�)|||sdt

� .

Thus w = 0.

9.5.4 A criterion for blow-up

Suppose that f ∈ Hs([0, T0]×R
d
+), g ∈ Hs([0, T0]×R

d−1) and u0 ∈ Hs(Rd
+),

with s > d/2. Suppose that the compatibility conditions are satisfied at or-
der s − 1. We have proved that there is a local solution in W s(T ). The
question is how long can the solution be extended. Let T∗ denote the supre-
mum of the set of T ∈]0, T0] such that the problem (9.5.1) has a solution
in W s(T ). By uniqueness, there is a unique maximal solution u on [0, T∗[.
The proof of Proposition 9.5.8 above gives an estimate from below of T ∗:
since by (9.5.11), (9.5.15) and (9.5.16), there is a function C(·) such that
the solution is W s(T ) for

(9.5.17) T = min{T0, C(K)}

with

(9.5.18) K = �u0�Hs + |||f(0)|||s−1 + �g�Hs([0,T0]×Rd−1) +

�
T0

0
|||f(t�)|||sdt

� .

Proposition 9.5.10. If T ∗ < T0 or if T ∗ = T0 but u /∈ W s(T0), then

(9.5.19) lim sup
t→T ∗

�u(t)�L∞ = +∞ .

Proof. Suppose that (9.5.19) is not true. This means that u ∈ L∞([0, T ∗[×R
d
+).

From Proposition 9.5.8 we know that T ∗ > T1 for some T1 depending only
on the data. Thus, by Corollary 9.5.6 there is a constant C1, depending only
on the L∞ norm of u such that for all T ∈ [T1, T ∗[:

�F (u)�
Hs([0,T ]×R

d
+) ≤ C1�u�Hs([0,T ]×R

d
+) .
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The energy estimate (9.4.13) implies that

|||u(t)|||2s ≤ C0 + C
��

t

0
|||F (u)(t�)|||sdt

�
�2

,

where C0 only depends on the data and C depends only on the operator L.
Thus, using Cauchy-Schwarz inequality, we get that there is C such that for
all t ∈ [T1, T ∗[

|||u(t)|||2s ≤ C0 + C�F (u)�2
Hs([0,t]×R

d
+) ≤ C0 + CC1�u�

2
Hs([0,t]×R

d
+)

≤ C0 + CC1

�
t

0
|||u(t�)|||2sdt

� .

This implies that there is a constant C3, depending only on C0, C, C1 and
the norm of u in W s(T1), such that

(9.5.20) sup
t<T ∗

|||u(t)|||s ≤ C3 .

Next we consider the Cauchy problem for (9.5.1) with initial data u(T ∗− δ)
at time T ∗−δ. Because u ∈ W s(T ∗−δ/2) is a solution, computing the traces
from the equation we see that the compatibility conditions are satisfied up
to order s − 1. Therefore, by Proposition 9.5.8 there is a solution ũ in W s

on the interval [T ∗− δ, T2]. By (9.5.17), we have an estimate from below for
T2:

T2 = min{T0, T
∗
− δ + C(K)}

with

K = �u(T ∗
− δ)�Hs + |||f(T ∗

− δ)|||s−1 + �g�Hs([0,T0]×Rd−1) +

�
T0

0
|||f(t�)|||sdt

� .

Since f and g are given in Hs, the last three terms are bounded indepen-
dently of T ∗ − δ. By (9.5.20), the first term is bounded independently of
T ∗ and δ. This shows that the increment C(K) is bounded from below
independently of T ∗ and δ.

If T ∗ were strictly smaller that T0, we could choose δ = C(K)/2 so that
T2 > T ∗. By uniqueness, ũ would be an extension of u, contradicting the
definition of T ∗. If T∗ = T0, choosing again δ = C(K)/2, we see that T2 = T0

and thus u ∈ W (T0).
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9.5.5 Regularity of solutions

Suppose that T > 0 is given, f ∈ Hs([0, T ] × R
d
+), g ∈ Hs([0, T ] × R

d−1)
and u0 ∈ Hs(Rd

+), with s > d/2. Suppose that the compatibility conditions
are satisfied at order s− 1 and u ∈ W s(T ) is a solution of (9.5.1). The next
result finishes the proof of Theorem 9.5.1.

Proposition 9.5.11. Suppose that σ > s and (f, g, u0) belong to Hσ([0, T ]×
R
d
+), H

σ([0, T ]×R
d−1) and Hσ(Rd

+) respectively and satisfy the compatibility
conditions to order σ − 1, then the solution u belongs to W σ(T ).

Proof. By Proposition 9.5.8 there is T1 ∈]0, T ] such that the problem has
a solution ũ ∈ W σ(T1). Denote by T ∗ the maximal time of existence of
solutions in W σ. By uniqueness in W s(T �) for T � < T ∗, u = ũ for t <
T ∗. Since u ∈ W s(T ) and s > d/2, u ∈ L∞([0, T ] × R

d
+) and thus ũ ∈

L∞([0, T ∗[×R
d
+). Therefore Proposition 9.5.10 implies that T ∗ = T and

u = ũ ∈ W σ(T ).
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