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Abstract. Let s0 < 0 be the abscissa of absolute convergence of the dynamical zeta function
Z(s) for several disjoint strictly convex compact obstacles Ki ⊂ RN , i = 1, . . . , κ0, κ0 ≥ 3, and let
Rχ(z) = χ(−∆D − z2)−1χ, χ ∈ C∞

0 (RN ), be the cut-off resolvent of the Dirichlet Laplacian −∆D

in Ω = RN \ ∪k0
i=1Ki. We prove that there exists σ1 < s0 such that the cut-off resolvent Rχ(z) has

an analytic continuation for Im(z) < −σ1, |Re(z)| ≥ J1 > 0.

1. Introduction

Let K be a subset of RN (N ≥ 2) of the form K = K1 ∪K2 ∪ . . . ∪Kκ0 ,where Ki are compact
strictly convex disjoint domains in RN with C∞ boundaries Γi = ∂Ki and κ0 ≥ 3. Set Ω = RN \K
and Γ = ∂K. We assume that K satisfies the following (no-eclipse) condition:

(H)

{
for every pair Ki, Kj of different connected components of K the convex hull of
Ki ∪Kj has no common points with any other connected component of K.

With this condition, the billiard flow φt defined on the cosphere bundle S∗(Ω) in the standard way
is called an open billiard flow.It has singularities, however its restriction to the non-wandering set
Λ has only simple discontinuities at reflection points. Moreover, Λ is compact, φt is hyperbolic and
transitive on Λ, and it follows from [St1] that φt is non-lattice and therefore by a result of Bowen
[Bo1], it is topologically weak-mixing on Λ.

Given a periodic reflecting ray γ ⊂ Ω with mγ reflections, denote by dγ the period (return time)
of γ, by Tγ the primitive period (length) of γ and by Pγ the linear Poincaré map associated to γ.
Denote by Π the set of all periodic rays in Ω and let λi,γ , i = 1, . . . , N − 1, be the eigenvalues of Pγ
with |λi,γ | > 1 (see [PS1]).

Let P be the set of primitive periodic rays. Set

δγ = −1
2

log(λ1,γ . . . λN−1,γ), γ ∈ P,

rγ =

{
0 if mγ is even,
1 if mγ is odd ,

and consider the dynamical zeta function

Z(s) =
∞∑
m=1

1
m

∑
γ∈P

(−1)mrγem(−sTγ+δγ).

It is easy to show that there exists s0 ∈ R such that for Re(s) > s0 the series Z(s) is absolutely
convergent and s0 is minimal with this property. The number s0 is called abscissa of absolute
convergence. On the other hand, using symbolic dynamics and the results of [PP], it follows that
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Z(s) is meromorphic for Re(s) > s0 − a, a > 0 (see [I4]) and Z(s) is analytic for for Re(s) ≥ s0.
According to some recent results ([St2] for N = 2, [St4] for N ≥ 3 under some additional conditions)
there exists 0 < ε < a so that the dynamical zeta function Z(s) admits an analytic continuation
for Re(s) ≥ s0 − ε.

The cut-off resolvent defined by

Rχ(z) = χ(−∆K − z2)−1χ : L2(Ω) −→ L2(Ω)

for Im(z) < 0, where χ ∈ C∞0 (RN ), χ = 1 on K, and ∆K is the Dirichlet Laplacian in Ω, has a
meromorphic continuation in C for N odd with poles zj such that Im(zj) > 0 and in C \ {iR+} for
N even. The analytic properties and the estimates of Rχ(z) play a crucial role in many problems
related to the local energy decay, distribution of the resonances etc. In the physical literature and
in many works concerning numerical calculation of resonances (see [CE], [W], [L], [LZ], [LSZ]) the
following conjecture is often made.

Conjecture: The poles µj (with Re(µj) < 0) of Z(s) and the poles zj of Rχ(z) are related by
izj = µj.

At least one would expect that the poles zj of Rχ(z) lie in sufficiently small neighborhoods of
−iµj . Presumably for this reason the numbers −iµj are called pseudo-poles of Rχ(z).

The case of several disjoint disks has been treated in many works (see [W] for a comprehensive
list of references), and a certain method for numerical computation of the resonances has been
used. Although it is not rigorously known whether the numerically found resonances approximate
the (true) resonances in the exterior of the discs, and whether the dynamical zeta function has an
analytic continuation to the left of the line of absolute convergence, this way of computation is
widely accepted in the physical literature.

In the case of two strictly convex disjoint domains it was proved ([I1], [G]) that the poles of
Rχ(λ) are contained in small neighborhoods of the pseudo-poles

m
π

d
+ iαk, m ∈ Z, k ∈ N .

Here d > 0 is the distance between the obstacles and αk > 0 are determined by the eigenvalues λj
of the Poincaré map related to the unique primitive periodic ray.

It is known that the above conjecture is true for convex co-compact hyperbolic manifolds
X = Γ \Hn+1, where Γ is a discrete group of isometries with only hyperbolic elements admitting a
finite fundamental domain (then X is a manifold of constant negative curvature). More precisely,
the zeros of the corresponding Selberg’s zeta function coincide with the poles (resonances) of the
Laplacian ∆g on X [PPe].

The case of several convex obstacles is generally speaking much more complicated. However
the case s0 > 0 is easier, since we know that for −s0 ≤ Im(z) ≤ 0 the cut-off resolvent Rχ(z) is
analytic (see [I6]).

In the following we assume that s0 < 0. The first problem is to examine the link between the
analyticity of Z(s) for Re(s) > s0 and the behavior of Rχ(z) for 0 ≤ Im(z) < −s0. (The parameters
z and s are connected by the equality s = iz). In this direction Ikawa established the following

Theorem 1. ([I3]) Assume s0 < 0 and N = 3. Then for every ε > 0 there exists Cε > 0 so that
the cut-off resolvent Rχ(z) is analytic for Im(z) < −(s0 + ε), |Re(z)| ≥ Cε .
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A similar result for a control problem has been established by Burq [B]. The proofs in [I3]
and [B] are based on the construction of an asymptotic solution UM (x, s; k) with boundary data
m(x; k) = eikψ(x)h(x), k ∈ R, k ≥ 1, where ψ is a phase function and h ∈ C∞(Γ) has a small
support. More precisely, UM (., s; k) is C∞(Ω)-valued function for Re(s) > s0, and we have

(∆x − s2)UM (., s; k) = 0 for x ∈
◦
Ω, Re(s) > s0, (1.1)

UM (., s; k) ∈ L2(
◦
Ω) if Re(s) > 0, (1.2)

UM (x, s; k) = m(x; k) + rM (x, s; k) on Γ, Re(s) > s0, (1.3)

where, for rM (x, s; k) and Re(s) > s0 + d > s0, |s+ ik| ≤ c, we have the estimates

‖rM (., s; k)‖L∞(Γ) ≤ Cd,ψ,hk
−M . (1.4)

To obtain the leading term of UM (x, s; k) it is necessary to justify the convergence of series having
the form

∞∑
n=0

∑
|j|=n+3,jn+2=l

e−sϕj(x)aj(x, s; k), (1.5)

where j = (j0, . . . , jn+2) is a configuration (word) of length |j| = n + 3, ϕj(x) are phase functions
and the amplitudes aj(x, s; k) depend on the complex parameter s ∈ C and a real parameter k ≥ 1
(see Sections 3 and 5 for the notation and more details). These parameters are not connected but
to have (1.4) we must take |s + ik| ≤ c. The main difficulty is to establish the summability of
above series and to obtain suitable Cp estimates of their traces on Γ for Re(s) > s0. The absolute
convergence of Z(s) makes it possible to study the absolute convergence of these series and to
get estimates which lead to the properties (1.1)-(1.4). This might seem a bit surprising since the
dynamical zeta function Z(s) is determined by the periods of periodic rays and the corresponding
Poincaré maps, and formally from Z(s) one gets almost no information about the dynamics of the
rays in a whole neighborhood of the non-wandering set. As it turns out, the absolute convergence
of Z(s) is a strong condition which enables us to justify the absolute convergence of (1.5).

The existence of a domain {z ∈ C : Rez ∈ [E − δ, E + δ], 0 ≤ Im z ≤ hδ} free of resonances has
been proved by S. Nonnenmacher and M. Zworski in [NZ] for the operator −h2∆ + V (x), V (x) ∈
C∞0 (Rn), assuming that the trapping set of the Hamiltonian flow Φt of |ξ|2 +V (x) has a hyperbolic
dynamics similar to that of the billiard flow in the exterior of K. The existence of a resonance
free domain in [NZ] is established under the hypothesis Pr(1/2) < 0, where Pr(s) is the topological
pressure associated with the (negative infinitesimal) unstable Jacobian of the flow Φt. In our
situation this condition is equivalent to Pr (g) < 0, where Pr (g) is the pressure of the function
g associated with the symbolic dynamics related to the flow (see Sect. 3 for the definition of g
and its pressure). It is shown in Sect. 3 below that C1Pr (g) ≤ s0 ≤ C2Pr (g) for some constants
C1 > 0, C2 > 0, so Pr (g) < 0 if and only if s0 < 0. It should be mentioned that the techniques and
tools in [NZ] are different from those in [I3], [B] and the present work.

In the case Re(s) < s0, it is an interesting problem to examine the link between the analytic
continuation of Rχ(z) for Im(z) ≥ −s0 and that of the dynamical zeta function Z(s). Several
years ago, Ikawa [I5] announced a result concerning a local analytic continuation of Rχ(z) in a
neighborhood of a point z0 in the region

Dα,ε = {z ∈ C : Im(z) ≤ −s0 + |Re(z)|−α, |Re(z)| ≥ Cε}, 0 < α < 1,
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assuming the following conditions:
(i) Z(s) is analytic in a neighborhood of iz0 and

|Z(iz0)| ≤ |z0|1−ε, 0 < ε < 1, (1.6)

(ii) if w(η) > 0 is an eigenfunction of the Ruelle operator L−s0f̃+g̃ with eigenvalue 1, then the
constants

M = max
ξ, η∈Σ+

A

w(ξ)
w(η)

, m = min
ξ∈Σ+

A

e−s0f̃(ξ)+g̃(ξ)

satisfy the inequality M
m

√
θ < 1 with a global constant 0 < θ < 1 depending on the expanding

properties of the billiard flow (see [I3], [I4]). We refer to Sect. 3 for the notation Σ+
A, f̃ , g̃.

Ikawa announced in [I5] that (ii) holds in the case of three balls centered at the vertices of an
equilateral triangle, provided the radii of the balls are sufficiently small. In general the condition
(ii) is rather restrictive. On the other hand, it is difficult to check the condition (i) if we have
no precise information about the spectral properties of L̃s = L−sf̃+g̃ for Re(s) close to s0. In [I5]
there are no comments when (i) holds and whether this happens at all. As we show in Sect. 5,
the estimate (1.6) for z ∈ Dα,ε is related to the behavior of the iterations of the Ruelle operator L̃s
introduced in Sect. 3. It does not look like the tools required to do this were available at the time
[I5] was written. To our knowledge a proof of the result announced in [I5] has not been published
anywhere.

Starting with the work of Dolgopyat [D], there has been a considerable progress in the analysis
of the spectral properties of the Ruelle transfer operators L̃s related to hyperbolic systems. The so
called Dolgopyat type estimates for the norms of the iterations L̃ns (see [D], [St2], [St4]) imply an
estimate for the zeta function Z(s) in a strip s0− ε ≤ Re(s) ≤ s0, ε > 0 (see Sect. 3 and Appendix
C below for details). On the other hand, it is important to note that the information given by the
estimates of the iterations and the behavior of the spectrum of L̃s is richer than that related to the
zeta function Z(s).

Assuming certain regularity of the family of local unstable manifolds W u
ε (x) of the billiard flow

over the non-wandering set Λ (see Appendix C) and that the Dolgopyat type estimates (3.3) hold
for the related operator L̃s for some class of functions, in this paper we prove the following main
result:

Theorem 2. Let s0 < 0. Suppose that the estimates (3.3) for the operator L̃s hold and that the
map Λ 3 x 7→ W u

ε (x) is Lipschitz. Then there exist σ1 < s0 and J1 > 0 such that the cut-off
resolvent Rχ(z) is analytic in

S = {z ∈ C : Im(z) < −σ1, |Re(z)| ≥ J1}.

Moreover, there exists an integer m ∈ N such that

‖Rχ(z)‖
L2(

◦
Ω)→L2(

◦
Ω)
≤ C(1 + |z|)m, z ∈ S. (1.7)

The geometric assumptions in the above theorem are always satisfied for N = 2. In particular,
the Dolgopyat type estimates (3.3) stated in Sect. 3 below always hold when N = 2 ([St2]). For
N ≥ 3 it follows from some general results in [St4] that (3.3) hold under certain assumptions about
the flow on Λ. These assumptions are listed in detail at the beginning of Appendix C. It seems
likely that most of these assumptions are either always satisfied or not really necessary in proving
the estimates (3.3) for open billiard flows. In fact, it was shown very recently in [St5] that one of
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the conditions1 imposed in [St4] (and in [PS2] as well) is always satisfied for pinched open billiard
flows. Apart from that in [St5] a class of examples with N ≥ 3 is described for which the results in
this paper can be applied.

Our argument in Sects. 7-8 shows that the integer m in (1.7) depends on σ1 and N , however
we have not tried to get precise information about m. It seems that to obtain an optimal growth
in (1.7) is a difficult problem.

One should stress that the Dolgopyat type estimates only apply to a special class of functions
on Λ, namely to Lipschitz functions on Λ which are constant on any local stable manifold W s

loc(x)
of the billiard flow φt (see Sect. 3 below for details). Notice that the estimates for the iterations of
the Ruelle operator were originally obtained for the Ruelle operator Ls related to a coding given
by a Markov family of rectangles (see [PS2], [St4] and Appendix C for the notation). For the proof
of Theorem 2 we need Dolgopyat type estimates for the iterations of the Ruelle operator L̃s related
to the symbolic coding using the connected components of K. The link between the operators L̃s
and Ls and the estimates leading to (3.3) are given in Section 3 in [PS2] (see also Proposition 5 in
Appendix C).

We should mention that our result implies the existence of an analytic continuation of Rχ(z) in
a strip 0 ≤ Im(z) ≤ −σ1, |Re(z)| > J1, without any restrictions on the eigenfunction w(η) and the
behavior of Z(s) for σ1 ≤ Re(s) ≤ s0. The estimate (1.7) enables us to obtain a scattering expansion
with an exponential decay rate of the remainder for the solutions of the Dirichlet problem(∂2

t −∆)u(t, x) = 0, x ∈
◦
Ω, u|R×Γ = 0,

u|t=0 = f ∈ C∞0 (
◦
Ω), ∂tu|t=0 = g ∈ C∞0 (

◦
Ω).

(1.8)

Set H = Ḣ(
◦
Ω) ⊕ L2(

◦
Ω), Dj = Hj(

◦
Ω) ⊕ Hj−1(

◦
Ω), j ≥ 2, where the space Ḣ(

◦
Ω) is the closure of

C∞0 (
◦
Ω) with respect to the norm

‖v‖
Ḣ(

◦
Ω)

=
(∫

Ω
|∇v(x)|2dx

)1/2
.

Collorary 1. Let N be odd and let χ ∈ C∞0 (Rn) be equal to 1 in a neighborhood of K. Let u(t, x)
be the solution of (1.8) with initial data (χf, χg). Then under the assumptions of Theorem 2 there
exists L ∈ N such that for every ε > 0 and for t > 0 sufficiently large we have

χu(t, x) =
∑

Im (zl)≤−σ1

m(zl)∑
j=1

wzl,j(x)e
itzltj−1 + E(t)(f, g),

where
‖E(t)(f, g)‖H ≤ Cεe

(σ1+ε)t‖(f, g)‖DL .

Here σ1 < s0 is as in Theorem 2, zl are the resonances with Im(zl) ≤ −σ1, ml(zl) are the multi-
plicities of zl and wzl,j are related to the cut-off resonances states corresponding to zl.

A similar result was established by Ikawa [I3] with σ1 replaced by s0 < 0. Recently, a local decay
result for the solutions of the wave equation related to hyperbolic convex co-compact manifolds

1This is the non-degeneracy of the symplectic form over the non-wandering set Λ – see the condition (ND) in
Appendix C below.
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Γ\Hn+1 was proved by C. Guillarmou and F. Naud [GN]. They obtain an exponentially decreasing
remainder related to the abscissa δ of absolute convergence of the Poincaré series

Ps(m,m′) =
∑
γ∈Γ

e−sdh(m,γm′), m,m′ ∈ Hn+1,

dh being the hyperbolic distance. To improve this result, one would have to establish a polynomial
growth of the corresponding cut-off resolvent for δ − ε ≤ Re(s) ≤ δ, |Im(s)| ≥ Cε and small
ε > 0, and an analog of Corollary 1 can be conjectured for convex co-compact manifolds (for
which Dolgopyat type estimates are known). For other results concerning scattering expansions for
trapping obstacles the reader could consult [TZ] and the references given there.

The proof of Theorem 2 is long and technical. The reason for this is that we are trying to
exploit some quite weak information coming from the Dolgopyat type estimates for some restric-
tive class of functions defined on a symbolic model to build approximations of the resolvent of a
boundary value problem based on infinite series which are not absolutely convergent. This reflects
the geometric situation and we have to deal with infinite series related to reflections of trapping
rays. In this direction it appears the present work is the first one where infinite series of this kind
are used for a WKB construction.

Below we discuss the main steps in the proof of Theorem 2.
As in [I3], [I5], the idea is to construct an approximative solution UM (x, s; k) for σ1 ≤ Re(s) ≤

s0, |Im(s)| ≥ J1, k ≥ 1, so that UM (x, s; k) satisfies the conditions (1.1) - (1.3). For our analysis
in Sect. 8 we need to study the Dirichlet problem for (∆x − s2) with initial data m(x; k) =
G(x)eik〈x,η〉

∣∣
x∈Γj

= G(x)eikϕ(x)
∣∣
x∈Γj

coming from a representation by using the Fourier transform.

On the other hand, it is convenient to pass to data m(x, s; k) = e−sϕ(x)b1(x, s; k) with b1(x, s; k) =
e(s+ik)ϕ(x)G(x) and to work with two parameters s ∈ C and k ≥ 1. After the preparation in Sects.
3-5, we construct in Sect. 6 the first approximation V (0)(x, s; k). The first step in the construction
of V (0)(x, s; k) is the analysis of the series

w0,j(x, s; k) =
∞∑

n=−2

∑
|j|=n+3,jn+2=j

e−sϕj(x)aj(x, s; k) =
∞∑

n=−2

Un+2,j(x, s; k), x ∈ Γj ,

where j = (j0, . . . , jn, jn+1, jn+2) are configurations of length |j| = n+ 3, ϕj(x) are phase functions
and aj(x, s; k) are amplitudes determined by a recurrent procedure starting with m(x, s; k). This
series corresponds to the sum of the leading terms of the asymptotic solutions constructed after an
infinite number of reflections. The analysis of w0,j(x, s; k) is given in Sects. 3-5. The main goal
there is to justify the existence of w0,j(x, s; k) and to obtain an analytic continuation of w0,j(x, s; k)
from Re(s) > s0 to a strip σ0 ≤ Re(s) ≤ s0 with σ0 < s0. To do this, as in the analysis of Dirichlet
series with complex parameter, the strategy is to establish suitable estimates for Un+2,j(x, s; k) and
to apply a summation by packages. The structure of Un+2,j is rather complicated since the phases
ϕj(x) and the amplitudes aj(x, s; k) are related to the dynamics of the reflecting rays having |j|
reflections and issued from the convex front {(x,∇ϕ(x)) : x ∈ supp h}. It seems unlikely that an
explicit relationship exists between Un+2,j(x, s; k) and the iterations Ln−sf̃+g̃

of the Ruelle operator
L−sf̃+g̃ (see Sects. 3 and 5). Consequently, one would not expect a particular relationship between∑∞

n=−2 Un+2,j(x, s; k) and the zeta function Z(s). Thus, it appears the situation considered here is
rather different from the case of convex co-compact surfaces where it is known that the singularities
of the Selberg zeta function coincide with the singularities of the corresponding Poincaré series which
in turn is related to the resolvent of the Laplacian [PPe].
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It was observed by Ikawa [I5] that Un+2,j(x, s; k) can be compared with Ln−sf̃+g̃
Mn,s(x)Gsṽs(ξ),

where Mn,s(x) and Gs are suitable operators defined by means of billiard trajectories issued from
appropriate unstable or stable manifolds, while ṽs(ξ) is a function related to the boundary data
m(x, s; k) = e−sϕ(x)h. The precise definitions with some small but essential differences2 are given
in Sect. 3.

The crucial step in this direction is Theorem 3 in Sects. 3-4 below which provides an estimate
of the form

‖Ln−sf̃+g̃
Mn,s(x)Gsṽs(ξ)− Un+2,l(x, s; k)‖Cp(Γ) ≤ Cp(s, ϕ, h)(θ + ca)n, ∀p ∈ N, ∀n ∈ N,

where a = s0−Re(s) and c > 0, 0 < θ < 1, Cp > 0 are global constants. The assumption concerning
the Dolgopyat type estimates (3.3) of L̃s is not required for the proof of Theorem 3. A statement
similar to part (a) of Theorem 3 (corresponding to p = 0) was announced by Ikawa in [I5], however
as far as we know no proof has ever been published. The proof of Theorem 3 is long and technical,
however we consider it in detail since it is of fundamental importance for the considerations later
on. It is essential to notice that the link between Un+2,j and the iterations of the Ruelle operator
L

sf̃+g̃ is crucial and allows us to find suitable estimates and deduce the convergence of w0,j(x, s; k).
This could be considered as a mathematical interpretation of the interaction between the terms
with complex phases in Un+2,j . Sect. 3 contains the proof of Theorem 3 in the case p = 0, while
Sect. 4 deals with p ≥ 1.

In Sect. 5 we obtain estimates for w0,j(x, s; k) applying Theorem 3. The convergence of
w0,j(x, s; k) is reduced to the convergence of the series

∑∞
n=0 L

n
−sf̃+g̃

Mn,s(x)Gsṽs(ξ). Here the
Dolgopyat type estimates (3.3) for the iterations Ln−sf̃+g̃

play a crucial role and we can justify
the analyticity of w0,j(x, s; k) for Re(s) ≥ σ0 with σ0 < s0. The estimates of w0,j(x, s; k) for
σ0 ≤ Re(s) ≤ s0 are different from those in the domain of absolute convergence Re(s) > s0.

In Sect. 6 we construct outgoing parametrix Ph, Pg, Pe respectively for the hyperbolic, glancing
and elliptic sets of T ∗(Γj) related to a fixed strictly convex obstacle Kj . We set Sj(s) = Ph+Pg+Pe
and define the first approximation

V (0)(x, s; k) =
κ0∑
j=1

(
Sj(s)w0,j

)
(x, s; k), x ∈ Ω,

which is an analytic function for s ∈ D0 = {s ∈ C : σ0 ≤ Re(s) ≤ 1, |Im(s)| ≥ J ≥ 2}. Here
the estimates for Un+2,j(x, s; k) obtained in Sect. 5 are crucial for the convergence of the series
Sj(s)w0,j . Next, we need to examine the leading terms of the traces of V (0) on Γ`, ` 6= j, and for this
purpose we use a microlocal analysis based on the frequency set introduced in [GS] and [G] as well
as a global construction of asymptotic solution with oscillatory boundary data e−isϕj(x)b(x, s; k)
with frequency set in the hyperbolic domain given by Ikawa [I3]. Thus, we show that V (0)(x, s; k)
satisfies the conditions:

(∆x − s2)V (0)(x, s; k) = 0, x ∈
◦
Ω, s ∈ D0,

V (0)(x, s; k) ∈ L2(
◦
Ω) for Re(s) > 0,

V (0)(x, s; k) = m(x, s; k) + s−1R1(x, s; k) on Γ, s ∈ D0 ,

2In fact, it is difficult to see how the original definitions of the operators Mn,s and Gs in [I5] would work without
the changes we have made in Sect. 3 below.
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with estimates

‖R1(x, s; k)‖Cp(Γ) ≤ Cp〈s+ ik〉p+2 |s|p+(N+3)/2+β0 , 0 < β0 < 1, ∀p ∈ N,

where 〈z〉 = (1 + |z|). The main point here is that R1(x, s; k) is analytic for s ∈ D0. Finite higher
order approximations V (j)(x, s; k), j = 0, ...,M − 1, are examined in Sect. 7, and we show that

M−1∑
j=0

V (j)(x, s; k) = m(x, s; k) + s−MQM (x, s; k), x ∈ Γ, s ∈ D0 ,

with estimates

‖QM (x, s; k)‖C0(Γ) ≤ CM |s|N(M)〈s+ ik〉L(M), s ∈ D0 ,

where N(M) > M depends on M and L(M) → ∞ as M → ∞ and QM (x, s; k) is analytic for
s ∈ D0. The situation here is quite different from the absolutely convergent case treated in [I3], [B],
where we have N(M) = 0 for Re(s) > s0 + d > s0. We need a finite number M − 1 > (N − 3)/2
of higher order approximations, so we fix M and, applying a version of the three lines theorem, we
choose σ1 < s0 close to s0 so that for

s ∈ {s ∈ C : σ1 ≤ Re(s) ≤ s0 + c, |Im(s)| ≥ J, |s+ ik| ≤ |σ0|+ c}, s0 + c ≥ 1

we get an estimate

‖QM (x, s; k)‖C0(Γ) ≤ BMk
α

with 0 < α < M − N−1
2 . The final step of our argument is in Sect. 8, where we solve an integral

equation on the boundary Γ. To do this, we invert in L2(Γ) an operator I +Q(s; k) and we apply
the last estimate to show that Q(s; k) has a small L2(Γ) norm for k ≥ k1.

Depending on how much details the reader is prepared to see in trying to understand the proof
of our main result, we would suggest three different ways to proceed. The first (shortest) one is
to start by reading Sect. 2 and only the beginning of Sect. 3 concerning the definitions of uj(x, s)
and the statement of Theorem 3, however omitting the proof of this theorem in Sects. 3-4. Then
one should read the definition of w0,j(x, s) in Sect. 5, and skipping the proof of the estimates (5.8)
of w0,j in Sect. 5, one could go directly to the constructions in Sect. 6, followed by Sects. 7 and
8. The arguments in Sect. 6-8 use only the estimates (5.8) and some geometrical facts from Sect.
2 and Appendix B, so the reader should be able to understand the proof of Theorem 2 in Sect. 8
modulo the omitted technical details. The second way to proceed is to read Sect. 2 and then to
follow the dynamical proofs in Sect. 3, assuming the estimate (3.3). One could then proceed as
above up to Sect. 8. In this way at a first reading Sect. 4 could be skipped, if the reader is not
interested in the details of the estimates of the derivatives of Un+2,j . Finally, the third (complete)
way is to read Sect. 2 and then Appendix A and Appendix C in order to understand the estimates
(3.3) and the restrictions on the class of functions for which we have Dolgopyat type estimates
based on [St4] and [PS2]. Then one could proceed as in the second way.

Acknowledgement. The authors are very grateful to the referees for their thorough and careful
reading of the paper. Their remarks and suggestions lead to a significant improvement of the first
version of this paper.
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2. Preliminaries

This section contains some basic facts about the dynamics of the billiard flow in the exterior Ω
of K. Our main reference is [I3]; see also [B] and [PS1]. The notation follows mainly [I3].

Throughout the whole paper we use the notation c and C to denote positive global constants
depending only on K. These constants might be different in different expressions. Notation of the
form Cp, cp will be used to denote global constants that depend on K and possibly the number p.

Here and in the rest of the paper we assume that K is as in Sect. 1. Denote by A the κ0 × κ0

matrix with entries A(i, j) = 1 if i 6= j and A(i, i) = 0 for all i, and set

ΣA = {(. . . , η−m, . . . , η−1, η0, η1, . . . , ηm, . . .) : 1 ≤ ηj ≤ κ0, ηj ∈ N, ηj 6= ηj+1 for all j ∈ Z} ,

Σ+
A = {(η0, η1, . . . , ηm, . . .) : 1 ≤ ηj ≤ κ0, ηj ∈ N, ηj 6= ηj+1 for all j ≥ 0} ,

Σ−A = {(. . . , η−m, . . . , η−1, η0) : 1 ≤ ηj ≤ κ0, ηj ∈ N, ηj−1 6= ηj for all j ≤ 0} .
Let pr1 : S∗(Ω) = Ω× SN−1 −→ Ω and pr2 : S∗(Ω) −→ SN−1 be the natural projections. Introduce
the shift operator σ : ΣA −→ ΣA and σ : Σ+

A −→ Σ+
A by (σ(ξ))i = ξi+1, i ∈ Z, ξ ∈ ΣA and

(σ(ξ))i = ξi+1, i ∈ N, ξ ∈ Σ+
A.

Fix a large ball B0 containing K in its interior. For any x ∈ Γ = ∂K we will denote by ν(x)
the outward unit normal to Γ at x.

For any δ > 0 and V ⊂ Ω denote by S∗δ (V ) the set of those (x, u) ∈ S∗(Ω) such that x ∈ V and
there exist y ∈ Γ and t ≥ 0 with y + tu = x, y + su ∈ RN \K for all s ∈ (0, t) and 〈u, ν(y)〉 ≥ δ.

The condition (H) implies the following (see Lemma 3.1 in [I3])

Lemma 1. There exist constants δ0 > 0 and d0 > 0 such that for all i, j = 1, . . . , κ0, if a ray issued
from x ∈ Γi with direction u hits Γj at a point y ∈ Γj such that 〈u, ν(y)〉 ≥ −δ0, then the forward
ray issued from (y, v) with v = u− 2〈u, ν(y)〉ν(y) does not meet a d0 neighborhood of ∪` 6=jK`.

That is, there exists a constant δ′ > 0 such that if for some (y, v) ∈ S∗(Ω) with y ∈ Γ, both its
forward and backward billiard trajectories have common points with Γ, then δ′ ≤ 〈v, ν(y)〉.

Let z0 = (x0, u0) ∈ S∗(Ω). Denote by X1(z0), X2(z0), . . . , Xm(z0), . . . the successive reflection
points (if any) of the forward trajectory γ+(z0) = {pr1(φt(z0)) : 0 ≤ t} . If γ+(z0) is bounded (i.e.
it has infinitely many reflection points), we will say that it has a forward itinerary η = (η1, η2, . . .)
(or that it follows the configuration η) if Xj(z0) ∈ ∂Kηj for all j ≥ 1. Similarly, we will denote
by γ−(z0) the backward trajectory determined by z0 and by . . . , X−m(z0), . . . , X−1(z0), X0(z0) its
backward reflection points (if any). For any j ∈ Z for which Xj(z0) exists denote by Ξj(z0) the
direction of γ(z0) = γ−(z0) ∪ γ+(z0) at Xj(z0) = pr1(φtj (z0)), i.e. Ξj(z0) = limt↘tj pr2(φt(z0)).
Thus, φtj (z0) = (Xj(z0),Ξj(z0)). A finite string j = (j0, j1, j2, . . . , jm) of numbers ji = 1, 2, . . . , κ0

will be called an admissible configuration (of length |j| = m+1) if ji 6= ji+1 for all i = 0, 1, . . . ,m−1.
We will say that a billiard trajectory γ with successive reflection points x0, x1, . . . , xm follows the
configuration j if xi ∈ Γji for all i = 0, 1, . . . ,m.

A phase function on an open set U in RN is a smooth (C∞) function ϕ : U −→ R such that
‖∇ϕ‖ = 1 everywhere in U . For x ∈ U the level surface

Cϕ(x) = {y ∈ U : ϕ(y) = ϕ(x)}
has a unit normal field ±∇ϕ(y).

Remark 1. It should be mentioned that in Sects. 2-4 the C∞ smoothness assumption can be
replaced by Ck for any k ≥ 1.
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Definition 1. The phase function ϕ defined on U is said to satisfy the condition (P) on V if:
(i) the normal curvatures of Cϕ with respect to the normal field −∇ϕ are non-negative at every

point of Cϕ;
(ii) U+(ϕ) = {y + t∇ϕ(y) : t ≥ 0, y ∈ U ∩ V} ⊃ ∪i6=jKi.

A natural extension of ϕ on U+(ϕ) is obtained by setting ϕ(y + t∇ϕ(y)) = ϕ(y) + t for t ≥ 0
and y ∈ U ∩ V.

Given a phase function ϕ satisfying (P) on Γj and i 6= j, denote by Ui(ϕ) the set of all points
x of the form x = X1(y,∇ϕ(y)) + tΞ1(y,∇ϕ(y)), where y ∈ U ∩ Γj and t ≥ 0 are such that
X1(y,∇ϕ(y)) ∈ Γi,(j), where

Γi,(j) = {x ∈ Γi : 〈ν(x), (y − x)/‖y − x‖〉 ≥ δ0 for all y ∈ Γj} .

Then setting ϕi(x) = ϕ(X1(y,∇ϕ(y))) + t, one gets a phase function ϕi satisfying the Condition
(P) on Γi ([I3]). The operator sending ϕ to ϕi is denoted by Φi

j , i.e. Φi
j(ϕ) = ϕi.

Given an admissible configuration j = (j0, j1, . . . , jm) and a phase function ϕ satisfying the
Condition (P) on Γj0 , define

ϕj = Φjm
jm−1

◦ Φjm−1

jm−2
◦ . . .Φj2

j1
◦ Φj1

j0
(ϕ) .

Notice that for any z in the domain Uj(ϕ) of ϕj there exists (x, u) ∈ S∗+(Γj0) such that x ∈ U and
γ+(x, u) follows the configuration j, i.e. it has at least m reflection points and Xi(x, u) ∈ Γji for all
i = 1, . . . ,m, and z = Xm(x, u) + tΞm(x, u) for some t ≥ 0. Denote

X−`(z, ϕj) = Xm−`(x, u) , 0 ≤ ` ≤ m .

Several well-known facts about the dynamics of the billiard in Ω, phase functions and related
objects will be frequently used throughout the paper and for convenience of the reader we state
them here.

The following is a consequence of the hyperbolicity of the billiard flow in the exterior of K and
can be derived from the works of Sinai on general dispersing billiards ([Si1], [Si2]) and from Ikawa’s
papers on open billiards ([I3]; see also [B]). In this particular form it can be found in [Sj] (see also
Ch. 10 in [PS1]).

Proposition 1. There exist global constants C > 0 and α ∈ (0, 1) such that for any admissible
configuration j = (j0, j1, . . . , jm) and any two billiard trajectories in Ω with successive reflection
points x0, x1, . . . , xm and y0, y1, . . . , ym, both following the configuration j, we have

‖xi − yi‖ ≤ C (αi + αm−i) , 0 ≤ i ≤ m .

Moreover, C and α can be chosen so that if there exists a phase function ϕ satisfying the condition
(P) on some open set U containing x0 and y0 and such that ∇ϕ(x0) = (x1 − x0)/‖x1 − x0‖ and
∇ϕ(y0) = (y1 − y0)/‖y1 − y0‖, then ‖xi − yi‖ ≤ C αm−i for 0 ≤ i ≤ m .

Next, given a vector a = (a1, . . . , aN ) ∈ RN , denote Da = a1
∂

∂x1
+ . . . + aN

∂

∂xN
, and for

any C1 vector field f : U −→ RN (U ⊂ RN ) and any V ⊂ U set ‖f‖0(V ) = supx∈V ‖f(x)‖ and
‖f‖0 = ‖f‖0(U). Assuming f has continuous derivatives of all orders ≤ p (p ≥ 1), set

‖f‖p(x) = max
a(1),...,a(p)∈SN−1

‖(Da(1) . . . Da(p)f)(x)‖ , ‖f‖p(V ) = sup
x∈V

‖f‖p(x) , ‖f‖p = ‖f‖p(U) ,



ANALYTIC CONTINUATION OF THE RESOLVENT 11

‖f‖(p)(x) = max
0≤j≤p

‖f‖j(x) , ‖f‖(p)(V ) = sup
x∈V

‖f‖(p)(x) , ‖f‖(p) = ‖f‖(p)(U) .

Similarly, for x ∈ Γ and V ⊂ Γ set

‖f‖Γ,p(x) = max
a(1),...,a(p)∈SxΓ

‖(Da(1) . . . Da(p)f)(x)‖ , ‖f‖Γ,p(V ) = sup
x∈V

‖f‖Γ,p(x) , ‖f‖Γ,p = ‖f‖Γ,p(U) ,

where SxΓ is the unit sphere in the tangent plane TxΓ to Γ at x. Finally, set

‖f‖Γ,(p)(x) = max
0≤j≤p

‖f‖Γ,j(x) , ‖f‖Γ,(p)(V ) = sup
x∈V

‖f‖(p)(x) , ‖f‖Γ,(p) = ‖f‖Γ,(p)(U) .

Remark 2. It follows easily from the definitions that for any δ > 0 and any integer p ≥ 1 there
exists a constant Ap = Ap(δ,K) > such that if ψ is a phase function which is at least Cp+1-smooth
on some subset V of Ω and x ∈ V ∩Γ with (x,∇ψ(x)) ∈ S∗δ (V ), then ‖∇ψ‖p(x) ≤ Ap ‖∇ψ‖Γ,p(x) .

The following comprises Proposition 5.4 in [I1], Propositions 3.11 and 3.12 in [I3] and Lemma
4.1 in [I2] (see also the proof of the estimate (3.64) in [B]).

Proposition 2. For every integer p ≥ 1 there exist global constants Cp > 0 and α ∈ (0, 1) such that
for any admissible configuration j = (j0, j1, . . . , jm) and any phase functions ϕ and ψ satisfying the
Condition (P) on Γj0 on some open set U , we have

‖∇ϕj‖p(x) ≤ Cp ‖∇ϕ‖(p)(U ∩B0) (2.1)

for any x ∈ Uj(ϕ) ∩B0, and

‖∇ϕj −∇ψj‖p(x) ≤ Cp α
m ‖∇ϕ−∇ψ‖p(U ∩B0) , (2.2)

‖X−`(·,∇ϕj)−X−`(·,∇ψj)‖Γ,p(x) ≤ Cp α
m−` ‖∇ϕ−∇ψ‖(p)(U ∩B0) (2.3)

for any x ∈ Uj(ϕ) ∩ Uj(ψ) ∩B0 and 0 ≤ ` < m. Finally, we can choose Cp > 0 so that

‖X−`(·,∇ϕj)‖Γ,p(x) ≤ Cp α
` (2.4)

for all x ∈ Uj(ϕ) ∩B0 and 0 ≤ ` < m.

Given x in the domain U of a phase function ϕ, denote

Λϕ(x) =
(

Gϕ(x)
Gϕ(X−1(x,∇ϕ))

)1/(N−1)

,

where Gϕ(y) is the Gauss curvature of Cϕ(y) at y. It follows from [I3] (or [B]) that there exist
global constants 0 < α1 < α < 1 such that

0 < α1 ≤ Λϕ(y) ≤ α < 1 (2.5)

for any phase function ϕ and any y ∈ U(ϕ).
Now for any j = (j0 = 1, j1, . . . , jm) and any x ∈ Uj(ϕ), slightly changing a definition from [I3],

set
(Aj(ϕ)h)(x) = Λϕ,j(x)h(X−m(x,∇ϕj)) ,

where

Λϕ,j(x) = Λϕ(j1,...,jm)
(x) Λϕ(j1,...,jm−1)

(X−1(x,∇ϕj)) . . .Λϕ(X−m(x,∇ϕj)) ∈ (0, 1) .

The following facts can be derived from [I1], [I3] (see also Proposition 5.1 in [B]).
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Proposition 3. For every integer p ≥ 1 there exists a global constant Cp > 0 such that for any
admissible configuration j = (j0, j1, . . . , jm) and any phase function ϕ satisfying the Condition (P)
on Γj0 on some open set U , we have ‖Λϕ,j‖p(x) ≤ Cp ‖∇ϕ‖(p)(U ∩B0) for x ∈ Uj(ϕ) ∩B0 .

3. Ruelle operator and asymptotic solutions

Given ξ ∈ ΣA, let . . . , P−2(ξ), P−1(ξ), P0(ξ), P1(ξ), P2(ξ), . . . be the successive reflection points
of the unique billiard trajectory in the exterior of K such that Pj(ξ) ∈ Kξj for all j ∈ Z. Set

f(ξ) = ‖P0(ξ)− P1(ξ)‖ .
Following [I3] (see also Appendix A), one constructs a sequence {ϕξ,j}∞j=−∞ of phase functions such
that for each j, ϕξ,j is defined and smooth in a neighborhood Uξ,j of the segment [Pj(ξ), Pj+1(ξ)]
in Ω and:

(i) ‖∇ϕξ,j‖ = 1 on Uξ,j and ∇ϕξ,j satisfies the part (i) of condition (P) on Uξ,j ;

(ii) ∇ϕξ,j(Pj(ξ)) =
Pj+1(ξ)− Pj(ξ)
‖Pj+1(ξ)− Pj(ξ)‖

;

(iii) ϕξ,j = ϕξ,j+1 on Γξj+1
∩ Uξ,j ∩ Uξ,j+1 ;

(iv) for each x ∈ Uξ,j the surface Cξ,j(x) = {y ∈ Uξ,j : ϕξ,j(y) = ϕξ,j(x)} is strictly convex
with respect to its normal field ∇ϕξ,j .

More precisely, one can proceed as follows. Given ξ ∈ ΣA, let ξ− = (. . . , ξ−2, ξ−1, ξ0) and let
ψξ− be the phase function with ψξ−(P0) = 0 and ∇ψξ−(P0) = (P1 − P0)/‖P1 − P0‖ constructed
in Proposition 4(a) in Appendix A. Set ϕξ,0 = ψξ− and ϕξ,j = (ψξ−)(ξ0,ξ1,...,ξj) for any j > 0. For
j < 0, setting ξ(j) = (. . . , ξj−2, ξj−1, ξj) and using again Proposition 4, we get a phase function
ψξ(j) with ψξ(j)(Pj) = 0 and ∇ψξ(j)(Pj) = (Pj+1 − Pj)/‖Pj+1 − Pj‖. By the uniqueness of the
phase functions ψη (see Proposition 4(c)), it follows that there exists a constant cj such that
ψξ− = (ψξ(j) + cj)(ξj ,ξj+1,...,ξ0) (locally near the segment [P0, P1]). Setting ϕξ,j = ψξ(j) + cj , one
obtains a phase function defined on some naturally determined (see the proof of Proposition 4 (a)
in Appendix A) open set Uξ−,j such that

(ϕξ,j)(ξj ,ξj+1,...,ξ−1,ξ0) = ψξ− , j < 0 . (3.1)

This completes the construction of the phase functions ϕξ,j .
Moreover, it follows from Proposition 2 that for any p ≥ 1 there exists a global constant Cp > 0

such that
‖∇ϕξ,j‖(p) ≤ Cp (3.2)

for all ξ ∈ ΣA and j ∈ Z.

Remark 3. Notice that the above construction can be carried out for j < 0 for any ξ ∈ Σ−A and
any billiard trajectory γ in Ω with reflection points . . . , P−2(ξ), P−1(ξ), P0(ξ) such that Pj(ξ) ∈ Kξj

for all j ≤ 0. Then one defines a phase function ψξ− with ψξ−(P0) = 0 as above, and using (3.1) one
gets a sequence {ϕξ,j}j≤0 of phase functions such that for each j < 0, ϕξ,j is defined and smooth
in a neighborhood Uξ,j of the segment [Pj(ξ), Pj+1(ξ)] in Ω and satisfies the conditions (i)-(iv).
Moreover (3.2) holds for any p ≥ 1 and any j ≤ 0.
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For any y ∈ Uξ,j denote by Gξ,j(y) the Gauss curvature of Cξ,j(x) at y. Now define g : ΣA −→ R
by

g(ξ) =
1

N − 1
log

Gξ,1(P1(ξ))
Gξ,0(P0(ξ))

.

Clearly, g(ξ) = log Λϕξ,1
(P1(ξ)), where Λϕ is the function introduced in Sect. 2.

Given a function F : ΣA −→ C and an integer n ≥ 0, set

varnF = sup{|F (ξ)− F (η)| : ξi = ηi for |i| < n},

and for 0 < θ < 1 we define ‖F‖θ = supn
varnF
θn , ‖|F‖|θ = ‖F‖∞ + ‖F‖θ and introduce the space

Fθ(ΣA) = {F : ‖|F‖|θ < ∞}. Clearly Fθ(ΣA) is the space of all Lipschitz functions with respect
to the metric dθ on ΣA defined by dθ(ξ, ξ) = 0 and dθ(ξ, η) = θn, where n ≥ 0 is the least integer
with ξi = ηi for |i| < n.

It follows from Proposition 1 that f, g ∈ Fα(ΣA). By Sinai’s Lemma (see e.g. [PP]), there exist
f̃ , g̃ ∈ F√α(ΣA) depending on future coordinates only and χ1, χ2 ∈ F√α(ΣA) such that

f(ξ) = f̃(ξ) + χ1(ξ)− χ1(σξ) , g(ξ) = g̃(ξ) + χ2(ξ)− χ2(σξ), ξ ∈ ΣA .

As in the proof of Sinai’s Lemma, for any k = 1, . . . , κ0 choose and fix an arbitrary sequence
η(k) = (. . . , η(k)

−m, . . . , η
(k)
−1 , η

(k)
0 ) ∈ Σ−A with η(k)

0 6= k. Then for any ξ ∈ ΣA (or ξ ∈ Σ+
A) set

e(ξ) = (. . . , η(ξ0)
−m , . . . , η

(ξ0)
−1 , η

(ξ0)
0 = ξ0, ξ1, . . . , ξm, . . .) ∈ ΣA .

Then we have

χ1(ξ) =
∞∑
n=0

[f(σn(ξ))− f(σne(ξ))] ,

and the function χ2 is defined similarly, replacing f by g.
Setting χ(ξ, s) = −sχ1(ξ) + χ2(ξ), for the function R(ξ, s) = −s f(ξ) + g(ξ) + iπ we have

R(ξ, s) = R̃(ξ, s)+χ(ξ, s)−χ(σξ, s) for ξ ∈ ΣA, s ∈ C, where R̃(ξ, s) = −s f̃(ξ)+ g̃(ξ)+ iπ depends
on future coordinates of ξ only (so it can be regarded as a function on Σ+

A × C). Below we need
the Ruelle transfer operator Ls : C(Σ+

A) −→ C(Σ+
A) defined by

Lsu(ξ) =
∑
ση=ξ

e
eR(η,s) u(η)

for any continuous (complex-valued) function u on Σ+
A and any ξ ∈ Σ+

A. Notice that

Lnsu(ξ) = (−1)n
∑
ση=ξ

e−sf̃(η)+g̃(η)u(η) = (−1)n Ln−sf̃+g̃
u(ξ) , n ≥ 0 ,

hence ‖Lns ‖∞ =
∥∥Ln−sf̃+g̃

∥∥
∞. Set L̃s = L−sf̃+g̃.

Define the map Φ : ΣA −→ Λ∂K = Λ ∩ S∗∂K(Ω) by

Φ(ξ) = (P0(ξ), (P1(ξ)− P0(ξ))/‖P1(ξ)− P0(ξ)‖) .

Then Φ is a bijection such that Φ ◦ σ = B ◦ Φ, where B : Λ∂K −→ Λ∂K is the billiard ball map. It
is well-known (and relatively easy to see) that there exist global constants 0 < α′ < α < 1, C > 0
and c > 0 (α is actually the constant from Proposition 1) such that

c dα′(ξ, θ) ≤ dist(Φ(ξ),Φ(η)) ≤ C dα(ξ, η) , ξ, η ∈ ΣA ,
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where dist is the Euclidean distance in S∗(Ω) ⊂ RN × SN−1. Thus, if h : Λ∂K −→ C is Lipschitz,
then h ◦ Φ ∈ Fα(ΣA), and if v ∈ Fα′(ΣA), then v ◦ Φ−1 is a Lipschitz function on Λ∂K .

Let π : ΣA −→ Σ+
A be the natural projection. Notice that for any function v : Σ+

A −→ C the
function v◦π : ΣA −→ C depends on future coordinates only, so (v◦π)◦Φ−1 : Λ∂K −→ C is constant
on local stable manifolds. Conversely, if h : Λ∂K −→ C is constant on local stable manifolds, then
v = h ◦ Φ : ΣA −→ C depends on future coordinates only, so it can be regarded as a function on
Σ+
A. For any (p, u) ∈ S∗(Ω) sufficiently close to Λ, let ω(p, u) ∈ S∗∂K(Ω) be the backward shift of

(p, u) along the flow to the first point at the boundary. That is, ω(p, u) = (q, u) ∈ S∗∂K(Ω), where
p = q + t u and (p, u) = φt(q, u) for some some t ≥ 0 and 〈u, ν(q)〉 > 0. Thus, ω : V0 −→ S∗∂K(Ω) is
a smooth map defined on an open subset V0 of S∗(Ω) containing Λ.

Denote by CLip
u (Λ∂K) the space of Lipschitz functions h : Λ∂K −→ C such that h◦ω is constant

on any local stable manifold W s
loc(x) of the flow φt contained in the interior of V0 \ S∗∂K(Ω). For

such h let Lip(h) denote the Lipschitz constant of h, and for t ∈ R, |t| ≥ 1, define

‖h‖Lip,t = ‖h‖0 +
Lip(h)
|t|

, ‖h‖0 = sup
x∈Λ∂K

|h(x)| .

To estimate the norm of L̃ns , we will apply Dolgopyat type estimates ([D]) established in the
case of open billiard flows in [St2] for N = 2 and in [St4] for N ≥ 3 under certain assumptions (see
Appendix C below). It follows from these results that there exist constants σ0 < s0, t0 > 1 and
0 < ρ < 1 so that for s = τ+ it with τ ≥ σ0, |t| ≥ t0 and n = p[log |t|]+ l, p ∈ N, 0 ≤ l ≤ [log |t|]−1,
for any function v ∈ C(Σ+

A) of the form v = h ◦ Φ for some h ∈ CLip
u (Λ∂K) we have

‖L̃ns v‖∞ ≤ Cρp[log |t|]elPr(−τ f̃+g̃) ‖h‖Lip,t . (3.3)

Here Pr (F ) denotes the topological pressure of F defined by

Pr(F ) = sup
µ∈Mσ

[
hµ(σ) +

∫
Σ+

A

F dµ],

where Mσ is the set of all probability measures on Σ+
A invariant with respect to σ and hµ(σ) is the

measure-theoretic entropy of σ with respect to µ.
The abscissa of absolute convergence s0 introduced in Sect. 1 is determined by the equality

Pr(−s0f + g) = 0. Thus,

hν(σ)− s0

∫
fdν +

∫
gdν ≤ 0 , ∀ν ∈Mσ .

Let νg be the equilibrium state of g such that Pr (g) = hνg(σ) +
∫
g dνg. Then Pr (g) ≤ s0

∫
fdνg.

Next, let ν0 ∈Mσ be the equilibrium state of −s0f + g with

hν0(σ)− s0

∫
f dν0 +

∫
g dν0 = 0 .

This yields s0
∫
f dν0 = hν0(σ) +

∫
g dν0 ≤ Pr (g). Consequently,

Pr (g)∫
f dνg

≤ s0 ≤
Pr (g)∫
f dν0

and we deduce that s0 < 0 if only if Pr (g) < 0.
We will deal with oscillatory data on Γ1 (which can be replaced by any Γj) of the form

u1(x, s) = e−sϕ(x) h(x) , x ∈ Γ1 , s ∈ C, σ0 ≤ Re(s) ≤ 1 .
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Here ϕ is a C∞ phase function defined on some open subset U = U(ϕ) and satisfying the condition
(P) on Γ1 (see Sect. 2 above) and h is a C∞(Γ) function with small support on Γ1. In fact, using
a C∞ extension, we may assume that h is a C∞ function on RN , so in particular h is C∞ on U , as
well. For every configuration j = (j0, j1, . . . , jm), j0 = 1, |j| = m + 1, we can construct a function
uj(x, s) following a recurrent procedure (see [I5]). We construct a sequence of phase functions ϕj(x)
and amplitudes aj(x) and define

uj(x, s) = (−1)|j|−1e−sϕj(x)aj(x) .

For the configurations j and j′ = (j0, j1, . . . , jm, jm+1) we have uj0(x, s) = u1(x, s) on Γ1 and
uj(x, s) + uj′(x, s) = 0 on Γjm+1 .

The phase functions ϕj and their domains Uj(ϕ) are determined following the procedure in
Section 2. In particular, each ϕj satisfies the condition (P) on Γjm , so it follows from the definition
of the condition (P) (see (ii) there) that Γi ⊂ Uj(ϕ) for every i = 1, . . . , κ0, i 6= jm. The amplitudes
aj(x) are determined on Uj(ϕ) as the solutions of the transport equations

2〈∇ϕj,∇aj〉+ (∆ϕj)aj = 0.

More precisely, using the notations of Sect. 2 (see also Sect. 4 in [I3] and Sect. 4.1 in [I5]), we will
assume that aj(x) has the form

aj(x) = (Aj(ϕ)h)(x) , x ∈ Uj(ϕ) . (3.4)

Next, let µ = (µ0 = 1, µ1, . . .) ∈ Σ+
A. It follows from [I3] that there exists a unique point

y(µ) ∈ Γ1 such that the ray γ(y, ϕ) issued from a point y(µ) in direction ∇ϕ(y(µ)) follows the
configuration µ. Let Q0(µ) = y(µ), Q1(µ), . . . , be the consecutive reflection points of this ray.
Define

f+
i (µ) = ‖Qi(µ)−Qi+1(µ)‖ , g+

i (µ) =
1

N − 1
log

Gϕµ,i(Qi+1(µ))
Gϕµ,i(Qi(µ))

< 0 ,

where Gϕµ,i(y) denotes the Gauss curvature of the surface

Cϕµ,i(x) = {z ∈ U(µ0,µ1,...,µi)(ϕ) : ϕ(µ0,µ1,...,µi)(z) = ϕ(µ0,µ1,...,µi)(x)}

at y. As for g(ξ), the function g+
i (µ) can be expressed by means of the function Λϕ introduced in

Sect. 2, namely g+
i (µ) = log Λϕ(µ0,µ1,...,µi)

(Qi+1(µ)).
Using the points Qj(µ) constructed above, define ṽ ∈ Fθ(Σ+

A) by

ṽs(ξ) = e−sϕ(Q0(ξ)) h(Q0(ξ))

if ξ0 = 1 and ṽs(ξ) = 0 otherwise. Here the function h comes from the boundary data u1(x, s).
Next, for s ∈ C and ξ ∈ Σ+

A with ξ0 = 1, following [I5], set

φ+(ξ, s) =
∞∑
n=0

(
−s [f(σne(ξ))− f+

n (ξ)] + [g(σne(ξ))− g+
n (ξ)]

)
. (3.5)

Formally, define φ+(ξ, s) = 0 when ξ0 6= 1, thus obtaining a function φ+ : Σ+
A × C −→ C.

Now for any s ∈ C define the operator Gs : C(Σ+
A) −→ C(Σ+

A) by

(Gsv)(ξ) =
∑
ση=ξ

e−φ
+(η,s)−sf̃(η)+g̃(η) v(η) , v ∈ C(Σ+

A) , ξ ∈ Σ+
A .

(Although similar, this is different from the corresponding definition in [I5].)
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Fix an arbitrary ` = 1, . . . , κ0 and an arbitrary point x0 ∈ Γ`. Define the function
φ−(x0; ·, ·) : ΣA × C −→ C (depending on ` as well) as follows. First, set φ−(x0; η, s) = 0 if
η0 6= `. Next, assume that η ∈ ΣA satisfies η0 = `. There exists a unique billiard trajectory in
Ω with successive reflection points P̃i(x0; η) ∈ ∂Kηi (−∞ < i ≤ 0) such that x0 = P̃−1(x0; η) +
t∇ψη−(P̃−1(x0; η)) for some t > 0. (See the beginning of this section and Appendix A for the
definition of ψη− .) Notice that in general the segment [P̃−1(x0; η), x0] may intersect the interior of
K`. Denote P̃0(x0; η) = x0, and for any i < 0 set

f−i (x0; η) = ‖P̃i+1(x0; η)− P̃i(x0; η)‖ , g−i (x0; η) =
1

N − 1
log

Gη,i(P̃i+1(x0; η))

Gη,i(P̃i(x0; η))
.

Then define

φ−(x0; η, s) = −s
−∞∑
i=−1

[f(σi(η))− f−i (x0; η)] +
−∞∑
i=−1

[g(σi(η))− g−i (x0; η)] .

We will show later that this series is absolutely convergent.
Next, define the operator Mn,s(x0) : C(Σ+

A) −→ C(Σ+
A) (depending also on `) by

(Mn,s(x0)v) (ξ) =
∑
ση=ξ

e−φ
−(x0;σn+1e(η),s)−χ(σn+1e(η),s)−sf̃(η)+g̃(η) v(η)

for any v ∈ C(Σ+
A), any x0 ∈ Γ and any ξ ∈ Σ+

A.
Let s0 ∈ R be the abscissa of absolute convergence of the dynamical zeta function (see Sect. 1)

determined by Pr (−s0f̃ + g̃) = 0.
The first part in the following theorem is similar to (4.10) in [I5]:

Theorem 3. There exist global constants c > 0, a > 0, θ ∈ (0, 1) and Cp > 0 for every integer
p ≥ 0 such that for any choice of ` = 1, . . . , κ0 and x0 ∈ Γ` the following hold:

(a) For all integers n ≥ 1, all ξ ∈ Σ+
A with ξ0 = ` and all s ∈ C with Re(s) ≥ s0 − a we have∣∣∣∣∣∣(LnsMn,s(x0)Gsṽs) (ξ)−
∑

|j|=n+3,jn+2=`

uj(x0, s)

∣∣∣∣∣∣
≤ C0 (θ + c a)n eC0[Re(s) (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]

[(
|s|+ ‖∇ϕ‖Γ,(1)

)
‖h‖Γ,0 + ‖h‖Γ,(1)

]
. (3.6)

(b) For all n ≥ 1, all ξ ∈ Σ+
A with ξ0 = ` and all s ∈ C with Re(s) ≥ s0 − a we have∥∥∥∥∥∥(LnsMn,s(·)Gsṽs) (ξ)−

∑
|j|=n+3,jn+2=`

uj(·, s)

∥∥∥∥∥∥
Γ,p

≤ Cp (θ + c a)n eCp[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]
p∑
i=0

(
|s|‖∇ϕ‖Γ,i + ‖∇ϕ‖Γ,i+1

)i+1
‖h‖Γ,p−i .(3.7)

In this section we deal with part (a). The proof of part (b) is given in Section 4 below.



ANALYTIC CONTINUATION OF THE RESOLVENT 17

Proof of Theorem 3(a). Fix `, x0 ∈ Γ` and ξ ∈ Σ+
A with ξ0 = `. Then for any s ∈ C and n ≥ 1,

using Sect. 4.1 in [I5], setting j = (1, j1, j2, . . . , jn+1, `), we get

u(1,j1,j2,...,jn+1,`)(x0, s) = (−1)n+2 e−s [ϕ(Q0(j))+f+
0 (x0;j)+...+f+

n+1(x0;j)] aj(x0) , (3.8)

where f+
i (x0; j) = ‖Qi(x0; j) − Qi+1(x0; j)‖ (i = 0, 1, . . . , n + 1), Qi(x0; j) being the reflection

points of the billiard trajectory issued from a point y ∈ Γ1 in direction ∇ϕ(y) which follows
the configuration j for its first n + 1 reflections and is such that Qn+2(x0; j) = x0. Notice that
the segment [Qn+1(x0; j), x0] may intersect3 the interior of K`. Then there is exactly one such
trajectory. Given a function F (ξ) : Σ+

A −→ C, introduce the notation

Fn(ξ) = F (ξ) + F (σ(ξ)) + ...+ F (σn−1(ξ)).

We have

(LnsMn,s(x0)Gsṽs) (ξ) = (−1)n
∑
σnη=ξ

e−sf̃n(η)+g̃n(η) (Mn,s(x0)Gsṽs) (η)

= (−1)n
∑
σnη=ξ

e−sf̃n(η)+g̃n(η)
∑
σζ=η

e−φ
−(x0;σn+1e(ζ),s)−χ(σn+1e(ζ),s)−sf̃(ζ)+g̃(ζ)

×
∑
σµ=ζ

e−φ
+(µ,s)+χ(e(µ),s)−sf̃(µ)+g̃(µ) ṽs(µ)

= (−1)n
∑

σn+2µ=ξ,µ0=1

e−sf̃n+2(µ)+g̃n+2(µ)W (n+2)(x0;µ, s) , (3.9)

where the function
W (n+2)(x0; ·, ·) = W

(n+2)
1,` (x0; ·, ·) : Σ+

A × C −→ C

is defined by W (n+2)(x0;µ, s) = 0 when µ0 6= 1 or µn+2 6= ` and

W (n+2)(x0;µ, s) = e−φ
−(x0;σn+1e(σµ),s)−χ(σn+1e(σµ),s)−φ+(µ,s)+χ(e(µ),s)−sϕ(Q0(µ)) h(Q0(µ)) (3.10)

whenever µ0 = 1 and µn+2 = `. It follows from (3.9) that

[LnsMn,s(x0)Gsṽs] (ξ) = (−1)n
[
Ln+2

−sf̃+g̃

(
W (n+2)(x0; ·, s)

)]
(ξ) . (3.11)

Clearly, in (3.9) the summation is over sequences

µ = (1, j1, j2, . . . , jn+1, `, ξ1, ξ2, . . .) = (j, ξ) , (3.12)

with µn+2 = `, where j = (1, j1, j2, . . . , jn+1, `).
Write for convenience

W (n+2)(x0;µ, s) = ez(x0;µ,s) e−sϕ(Q0(µ)) h(Q0(µ)) , (3.13)

where

z(x0;µ, s) = −φ−(x0;σn+1e(σµ), s)− χ(σn+1e(σµ), s)− φ+(µ, s) + χ(e(µ), s) . (3.14)

3In fact one can define the functions f+
i (x0; j) (i = 0, 1, . . . , n + 1) and therefore uj(x0, s) for any x0 ∈ Uj(ϕ) in a

similar way. Just consider the (unique) billiard trajectory issued from a point y = Q0(x0; j) ∈ Γ1 in direction ∇ϕ(y)
following the configuration j for its first n + 1 reflections and such that if v is the reflected direction of the trajectory
at Qn+1(x0; j), then x0 = Qn+1(x0, j) + t v for some t ≥ 0.
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It follows from Propositions 1 and 2 that there exist global constants C > 0 and α ∈ (0, 1) such
that

|f(σne(ξ))− f+
n (ξ)| ≤ C αn , |g(σne(ξ))− g+

n (ξ)| ≤ C ‖∇ϕ‖Γ,(1) α
n

for all ξ ∈ ΣA and all integers n ≥ 1, so by (3.5),

φ+(µ, s) = (|s|+ ‖∇ϕ‖Γ,(1))O(αn) +
n+1∑
i=0

(
−s [f(σie(µ))− f+

i (µ)] + [g(σie(µ))− g+
i (µ)]

)
.

Thus, using the definitions of f̃ , g̃ and χ and the fact that χ(σn+2e(µ), s) = χ(σn+1e(σµ), s) +
|s|O(αn), we get

−s[f+
0 (µ) + f+

1 (µ) + . . .+ f+
n+1(µ)] + [g+

0 (µ) + g+
1 (µ) + . . .+ g+

n+1(µ)]

= (s+ ‖∇ϕ‖Γ,(1))O(αn)− φ+(µ, s)− s[f(e(µ)) + f(σe(µ)) + . . .+ f(σn+1e(µ)]

+[g(e(µ)) + g(σe(µ)) + . . .+ g(σn+1e(µ)]

= (|s|+ ‖∇ϕ‖Γ,(1))O(αn)− φ+(µ, s)− sf̃n+2(µ) + g̃n+2(µ) + χ(e(µ), s)− χ(σn+1 e(σµ), s) .

Now, fix for a moment n ≥ 1 and µ as in (3.12), and set η = σn+1e(σ(µ)). Then we have

η = σn+1e(σ(µ)) = (. . . , ∗, ∗, µ1, µ2, . . . , µn+1;µn+2 = `, µn+3, . . .) , (3.15)

and as for φ+ one gets

φ−(x0; η, s) = (|s|+ ‖∇ϕ‖Γ,(1))O(αn)− s

−n−1∑
i=−1

[f(σiη)− f−i (x0; η)] +
−n−1∑
i=−1

[g(σiη)− g−i (x0; η)] .

From these estimates and (3.14) one derives that

z(x0;µ, s) = sf̃n+2(µ)− g̃n+2(µ)− φ−(x0; η, s)− s

n+1∑
i=0

f+
i (µ) +

n+1∑
i=0

g+
i (µ) + (|s|+ ‖∇ϕ‖Γ,(1))O(αn)

= sf̃n+2(µ)− g̃n+2(µ)− s c(x0;µ) + d(x0;µ) + (|s|+ ‖∇ϕ‖Γ,(1))O(αn) , (3.16)

where

c(x0;µ) = −
n+1∑
i=0

[f(σiη)−f−i (x0; η)]+
n+1∑
i=0

f+
i (µ) , d(x0;µ) = −

−n−1∑
i=−1

[g(σiη)−g−i (x0; η)]+
n+1∑
i=0

g+
i (µ) .

We will show that ∣∣∣∣∣c(x0;µ)−
n+1∑
i=0

f+
i (x0; j)

∣∣∣∣∣ ≤ C αn , (3.17)

and ∣∣∣ed(x0;µ) h(Q0(µ))− (Aj(ϕ)h)(x0)
∣∣∣ ≤ C

(
‖∇ϕ‖Γ,(1) ‖h‖Γ,0 + ‖h‖Γ,(1)

)
θn (3.18)

for some global constant C > 0, where

θ =
√
α ∈ (0, 1) .

There exists a unique ray γ(y, ϕ) issued from a point y = yn(x0;µ) ∈ Γ1 in direction ∇ϕ(y),
following the configuration µ for its first n+ 1 reflections and such that if Q̃i(x0;µ) (1 ≤ i ≤ n+ 1)
are its first n+ 1 reflection points and v is the reflected direction of the trajectory at Qn+1(x0; j),
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then x0 = Qn+1(x0, j)+t v for some t ≥ 0. Set Q̃n+2(x0;µ) = x0. Notice that as before the segment
[Q̃n+1(x0;µ), x0] may intersect the interior of K` (or be tangent to Γ` at x0).

Before we continue, let us make a few simple (however essential) remarks concerning the se-
quences of points

Q0(µ) ∈ Γ1 = Γµ0 , Q1(µ) ∈ Γµ1 , . . . , Qn+1(µ) ∈ Γµn+1 , Qn+2(µ) ∈ Γµn+2 = Γ`, . . . , (3.19)

Q̃0(x0;µ) ∈ Γ1 = Γµ0 , Q̃1(x0;µ) ∈ Γµ1 , . . . , Q̃n+1(x0;µ) ∈ Γµn+1 , Q̃n+2(x0;µ) ∈ Γ` , (3.20)
. . . , Pη−n−1(η) ∈ Γη−n−1 = Γµ1 , . . . , P−1(η) ∈ Γη−1 = Γµn+1 , P0(η) ∈ Γη0 = Γµn+2 = Γ`, . . . , (3.21)

. . . , P̃η−n−1(x0; η) ∈ Γη−n−1 = Γµ1 , . . . , P̃−1(x0;µ) ∈ Γη−1 = Γµn+1 , P̃0(x0; η) ∈ Γη0 = Γµn+2 = Γ` .
(3.22)

It is clear that the sequences (3.19) and (3.20) ’start’ from the same convex level surface ϕ = c,
therefore by Proposition 1 there exist constants C > 0 and α ∈ (0, 1) such that

‖Qi(µ)− Q̃i(x0;µ)‖ ≤ C αn+2−i , 0 ≤ i ≤ n+ 2 . (3.23)

(Notice that Q̃n+2(x0;µ) = x0 ∈ Γ`, so ‖Qn+2(µ) − Q̃n+2(x0;µ)‖ ≤ diam(K) ≤ C.) Similarly, the
right ends of sequences (3.21) and (3.22) determine points on the same unstable manifold of the
billiard flow φt, so by Proposition 1 these sequences ‘converge backwards’, i.e.

‖Pi(η)− P̃i(x0; η)‖ ≤ C α|i| , i ≤ 0 . (3.24)

On the other hand, notice that the sequences (3.19) and (3.21) continue indefinitely to the right
following the same patterns. Thus, these sequences ‘converge forwards’. More precisely, using
Proposition 1 again, we have

‖Qi(µ)− Pi−n−2(η)‖ ≤ C αi , 1 ≤ i . (3.25)

Similarly, the sequences (3.20) and (3.22) ‘converge forwards’ to Q̃n+2(x0;µ) = P̃0(x0; η) = x0,
namely

‖Q̃i(x0;µ)− P̃i−n−2(x0; η)‖ ≤ C αi , 1 ≤ i ≤ n+ 2 . (3.26)
It now follows from (3.2) and (3.24) that,

|g(σi(η))− g−i (x0; η)| =

∣∣∣∣∣ 1
N − 1

log
Gη,i(Pi+1(η))
Gη,i(Pi(η))

− 1
N − 1

log
Gη,i(P̃i+1(x0; η))

Gη,i(P̃i(x0; η))

∣∣∣∣∣ ≤ C α|i| (3.27)

for all i ≤ 0. In particular, the second series in (3.5) is absolutely convergent, and by (3.27) and
Proposition 3, |d(x0;µ)| ≤ C for some global constant C > 0.

Next, setting

ãi(x0;µ) =
1

N − 1
log

(
Gϕµ,i(Q̃i+1(x0;µ))

Gϕµ,i(Q̃i(x0;µ))

)
, (3.28)

and using (3.23) and Proposition 2, one gets

|ãi(x0;µ)− g+
i (µ)| =

1
N − 1

∣∣∣∣∣log
Gϕµ,i(Q̃i+1(x0;µ))

Gϕµ,i(Q̃i(x0;µ))
− log

Gϕµ,i(Qi+1(µ))
Gϕµ,i(Qi(µ))

∣∣∣∣∣
≤ C ‖∇ϕ‖Γ,(1) (‖Q̃i(x0;µ)−Qi(µ)‖+ ‖Q̃i+1(x0;µ)−Qi+1(µ)‖)
≤ C ‖∇ϕ‖Γ,(1) α

n+2−i . (3.29)

for all i = 0, 1, . . . , n+ 2.
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Next, notice that by construction ϕη,i = (ϕη,−n−2)(µ1,...,µn+2+i) + c for −n− 1 ≤ i ≤ −1 . Thus,
by (2.2), (3.2) and (3.25), for all −n− 1 ≤ i ≤ −1 we have

|g+
n+2+i(µ)− g(σiη)| =

1
N − 1

∣∣∣∣∣log
Gϕµ,n+2+i(Qn+2+i+1(µ))
Gϕµ,n+2+i(Qn+2+i(µ))

− log
Gη,i(Pi+1(η))
Gη,i(Pi(η))

∣∣∣∣∣
≤ C (‖∇ϕ(µ1,...,µn+2+i) −∇(ϕη,−n−2)(µ1,...,µn+2+i)‖Γ,(1)

+‖Qn+2+i+1(µ))− Pi+1(η)‖+ ‖Qn+2+i(µ))− Pi(η)‖)
≤ C ‖∇ϕ−∇(ϕη,−n−2)‖Γ,(1) α

n+2+i + C αn+2+i

≤ C ‖∇ϕ‖Γ,(1) α
n+2+i . (3.30)

In a similar way (3.26) implies

|ãn+2+i(x0;µ)− g−i (x0; η)| ≤ C ‖∇ϕ‖Γ,(1) α
n+2+i , −n− 1 ≤ i ≤ −1 . (3.31)

To prove (3.18), notice that (Aj(ϕ)h)(x0) = Λϕ,j(x0)h(Q̃0(x0;µ)) . The definition of Λϕ,j and
Q̃n+2(x0;µ) = x0 give

log Λϕ,j(x0) = log Λϕ,j(Q̃n+2(x0;µ)) =
n+1∑
i=0

ãi(x0;µ) . (3.32)

Next, assume for simplicity that n is odd (the other case is similar), and set m = (n + 1)/2.
Using (3.27) – (3.31), we get

log Λϕ,j(x0)− d(x0;µ) =
n+1∑
i=0

ãi(x0;µ) +
−n−1∑
i=−1

[g(σiη)− g−i (x0; η)]−
n+1∑
i=0

g+
i (µ)

=
−n−1∑

i=−m−1

[g(σiη)− g−i (x0; η)] +
m∑
i=0

[
ãi(x0;µ)− g+

i (µ)
]

+
n+1∑

i=m+1

[
ãi(x0;µ)− g−i−n−2(x0; η)

]
+

−m∑
i=−1

[g(σiη)− g+
n+2+i(µ)]

= O(αm) ‖∇ϕ‖Γ,(1) = O(θn) ‖∇ϕ‖Γ,(1) . (3.33)

Since by (3.23),

|h(Q̃0(x0;µ))− h(Q0(µ))| = ‖h‖Γ,1 O(αn) , (3.34)

the above gives∣∣∣ed(x0;µ) h(Q0(µ))− (Aj(ϕ)h)(x0)
∣∣∣ ≤

∣∣∣ed(x0;µ) − elog Λϕ,j(x0)
∣∣∣ ‖h(Q0(µ))‖

+Λϕ,j(x0)
∥∥∥h(Q0(µ))− h(Q̃0(x0;µ)

∥∥∥
≤ emax{d(x0;µ),log Λϕ,j(x0)}

|d(x0;µ)− log Λϕ,j(x0)| ‖h‖Γ,0 + ‖h‖Γ,(1)O(αn)

≤ C
(
‖∇ϕ‖Γ,(1) ‖h‖Γ,0 + ‖h‖Γ,(1)

)
θn ,

which proves (3.18).
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Similarly to (3.27) one gets |f(σi(η))− f−i (x0; η)| ≤ C α|i| , and also

|f+
i (µ)− f+

i (x0; j)| = |‖Qi(µ)−Qi+1(µ)‖ − ‖Qi(x0; j)−Qi+1(x0; j)‖| ≤ C αn+2−i .

Combining these two estimates yields (3.17).
Next, using the notation from the beginning of this proof, notice that for any µ as in (3.12)

we have Qi(x0; j) = Q̃i(x0;µ) for all i = 0, 1 . . . , n + 2 and therefore f+
i (x0; j) = ‖Q̃i(x0;µ) −

Q̃i+1(x0;µ)‖ for all i = 0, 1, . . . , n+ 1. (This has been used already in the proof of (3.17).)
Define the function

W̃ (n+2)(x0; ·, ·) = W̃
(n+2)
1,` (x0; ·, ·) : Σ+

A × C −→ C

by W̃ (n+2)(x0;µ, s) = 0 when µ0 6= 1 or µn+2 6= ` and

W̃ (n+2)(x0;µ, s) = esf̃n+2(µ)−g̃n+2(µ)−sϕ( eQ0(x0;µ))−s
Pn+1

i=0 ‖ eQi(x0;µ)− eQi+1(x0;µ)‖

×Λϕ,j(x0)h(Q̃0(x0;µ)) , (3.35)

whenever µ0 = 1 and µn+2 = `, where j = j(n+2)(µ) is defined by (3.12).
Using (3.8), we can now write∑

|j|=n+3,j0=1,jn+2=`

uj(x0,−i s)

= (−1)n
∑

σn+2µ=ξ,µ0=1

e−sϕ( eQ0(x0;µ))−s
Pn+1

i=0 ‖ eQi(x0;µ)− eQi+1(x0;µ)‖ Λϕ,j(x0)h(Q̃0(x0;µ))

= (−1)n
∑

σn+2µ=ξ

e−sf̃n+2(µ)+g̃n+2(µ) W̃ (n+2)(x0;µ, s) = (−1)n
[
Ln+2

−sf̃+g̃

(
W̃ (n+2)(x0; ·, s)

)]
(ξ) .

This and (3.11) imply ∣∣∣ (LnsMn,s(x0)Gsṽs) (ξ)−
∑

|j|=n+3
jn+2=`

uj(x0, s)
∣∣∣

=
∣∣∣Ln+2

−sf̃+g̃

[(
W (n+2)(x0; ·, s)− W̃ (n+2)(x0; ·, s)

)]
(ξ)
∣∣∣ . (3.36)

Standard estimates for Ruelle transfer operators yield that there exists a global constant C > 0
such that ∥∥∥Lp−sf̃+g̃

H
∥∥∥
∞
≤ C eC|Re(s)| epPr(−Re(s) f̃+g̃) ‖H‖∞ , p ≥ 0 , s ∈ C , (3.37)

for any continuous function H : Σ+
A −→ C.

Remark 4. The above estimate can be derived e.g. from [St3] – see the proof of Theorem
2.2, Case 1, there which uses arguments from [Bo2] (see also the proof of Theorem 2.2 in [PP]).
More precisely, since f, g ∈ Fα(ΣA), where α > 0 is as in Proposition 1, we have f̃ , g̃ ∈ Fθ(Σ+

A),
where θ =

√
α ∈ (0, 1). Setting u = −Re(s) f̃ + g̃, v = −Im(s) f̃ , λ = ePr(−Re(s) f̃+g̃), we have

−s f̃ + g̃ = u + i v, and λ > 0 is the maximal eigenvalue of the operator Lu on Fθ(Σ+
A). Let

h ∈ Fθ(Σ+
A) be a positive corresponding eigenfunction, i.e. Luh = λh. It is then easy to check (see



22 V. PETKOV AND L. STOYANOV

e.g. (2.2) in [St3]) that ‖Lp−sf̃+g̃
H‖∞ ≤ ‖h‖∞

minh λ
p ‖H‖∞ for any p ≥ 0 and any continuous functions

H on Σ+
A. To estimate ‖h‖∞

minh one can use e.g. (3.6) in [St3] – it follows from there that

‖h‖∞
minh

≤ K = e2θ b/(1−θ)λM eM ‖u‖∞ ,

where M ≥ 1 is a constant (one can take M = 2 in the situation considered here) and b =
max{1, ‖u‖θ}. Clearly, ‖u‖θ ≤ |Re(s)| ‖f̃‖θ + ‖g̃‖θ ≤ C (|Re(s)| + 1) and similarly, ‖u‖∞ ≤
C (|Re(s)|+ 1), so (3.37) follows.

To use (3.37), we need to estimate

sup
ξ∈Σ+

A

∣∣∣(W (n+2)(x0; ·, s)− W̃ (n+2)(x0; ·, s)
)

(ξ)
∣∣∣ .

Fix for a moment s ∈ C. According to the definitions of W (n+2) and W̃ (n+2), it is enough to
consider µ ∈ Σ+

A with µ0 = 1 and µn+2 = `. For such µ, using (3.13), (3.16), (3.32), (3.33) and
(3.35), we have

|W (n+2)(x0;µ, s)− W̃ (n+2)(x0;µ, s)|

=
∣∣∣esf̃n+2(µ)−g̃n+2(µ)−sϕ( eQ0(x0;µ))−s

Pn+1
i=0 f

+
i (x0;j)+

Pn+1
i=0 ãi(x0;µ)

∣∣∣
×|e(s+‖∇ϕ‖Γ,(1))O(θn)−s[c(x0;µ)−

Pn+1
i=0 f

+
i (x0;j)]−s[ϕ(Q0(µ))−ϕ( eQ0(x0;µ)] h(Q0(µ))

−h(Q̃0(x0;µ))| . (3.38)

To estimate (3.38), first notice that by (3.15) and Proposition 1,

|f(σiµ)− f(σi−(n+2)η)| ≤ C αi , 0 ≤ i ≤ n+ 2 .

Using this, (3.24), (3.26) and Proposition 1 again, one gets∣∣∣∣∣f̃n+2(µ)−
n+1∑
i=0

f+
i (x0; j)

∣∣∣∣∣ ≤ C +

∣∣∣∣∣fn+2(µ)−
n+1∑
i=0

f+
i (x0; j)

∣∣∣∣∣
≤ C +

n+1∑
i=0

∣∣f(σiµ)− f+
i (x0; j)

∣∣ ≤ C , (3.39)

for some global constant C > 0. Similarly, it follows from (3.15), (3.29) and (3.30) that∣∣∣∣∣g̃n+2(µ)−
n+1∑
i=0

ãi(x0;µ)

∣∣∣∣∣ ≤ C ‖ϕ‖Γ,(1) . (3.40)

Next, notice that

|e(s+‖∇ϕ‖Γ,(1))O(θn) − 1| ≤ C eC (|Re(s)|+‖∇ϕ‖Γ,(1)) (|s|+ ‖∇ϕ‖Γ,(1)) θ
n .
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Using the latter, (3.17), (3.18), (3.39) and (3.40) in (3.38) yields

|W (n+2)(x0;µ, s)− W̃ (n+2)(x0;µ, s)|

≤ C eC[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]
∣∣∣e(s+‖∇ϕ‖Γ,(1))O(θn) h(Q0(µ))− h(Q̃0(x0;µ))

∣∣∣
≤ C eC[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]

∣∣∣e(s+‖∇ϕ‖Γ,(1))O(θn) − 1
∣∣∣ |h(Q0(µ))|

+C eC[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]
∣∣∣h(Q0(µ))− h(Q̃0(x0;µ))

∣∣∣
≤ C eC[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]

[
(|s|+ ‖∇ϕ‖Γ,(1)) ‖h‖Γ,0 + ‖h‖Γ,(1)

]
θn .

Thus, choosing the global constant C > 0 sufficiently large, combining the above with (3.37) gives∣∣∣Ln+2

−sf̃+g̃

[(
W (n+2)(x0; ·, s)− W̃ (n+2)(x0; ·, s)

)]
(ξ)
∣∣∣

≤ C eC[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]
[
(|s|+ ‖∇ϕ‖Γ,(1)) ‖h‖Γ,0 + ‖h‖Γ,(1)

]
×
(
ePr(−Re(s) f̃+g̃) θ

)n+2
. (3.41)

Next we have (see for example Ch. 4 in [PP])
d

ds
Pr(−sf̃ + g̃)

∣∣∣
s=s0

= −
∫

Σ+
A

f̃dν = −
∫

Σ+
A

fdν = −c0 < 0,

where ν is the equilibrium state of (−s0f̃+ g̃). Recall that Pr(−s0f̃+ g̃) = 0, so ePr(−Re(s) f̃+g̃) < 1
for Re(s) > s0. Now assume s0 − a ≤ Re(s) with some small constant a > 0. Then

ePr(−Re(s)f̃+g̃) = 1 + c0(s0 − Re(s)) +O((Re(s)− s0)2) ≤ 1 + c1a

for some constant c1 > 0. Thus,
ePr(−Re(s)f̃+g̃)θ ≤ θ + c a

for some global constant c = c1θ > 0. Combining this with (3.41), completes the proof of (3.6).

4. Estimates for the derivatives

In this section we prove Theorem 3(b). Throughout we assume that p ≥ 1.
For any x ∈ Γ` close to x0 and any η ∈ ΣA with η0 = ` define the points P̃j(x; η) and the

functions f−i (x; η), g−i (x; η), φ−(x; η, s), etc., as in the beginning of Section 3 replacing the point
x0 by x. We will assume that the segment [P̃−1(x0; η), x0] has no common points with the interior
of K` and x is close enough to x0 so that the same holds with x0 replaced by x.

By Proposition 4 in Appendix A below there exists a unique phase function ψη (also depending
on x0) defined in a neighborhood U of x0 in Γ`, such that ψη(x0) = 0 and the backward trajectory
γ−(x,∇ψη(x)) of any point x ∈ U with ψη(x) = 0 has an itinerary (. . . , η−`, . . . , η−1, η0), that is

∇ψη(x) =
P̃0(x; η)− P̃−1(x; η)

‖P̃0(x; η)− P̃−1(x; η)‖
for any x ∈ Cψη ∩ U . (Notice that in general ψη is different from the functions ϕη,j defined in the
beginning of Sect. 3.) For any i < 0, denoting J = (ηi, ηi+1, . . . , η−1, η0), we can write ψη = (ψη,i)J
for some phase function ψη,i (defined on some naturally defined open subset Vη,iof RN ) satisfying
Ikawa’s condition (P) on Γηi . We then have P̃i(x; η) = X−i(x,∇(ψη,i)J) . As in the beginning
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of Sect. 3 (see (3.2) there) one derives that there exists a global constant Cp > 0 such that
‖ψη,i‖(p)(Vη,i ∩B0) ≤ Cp for all η and i < 0. Using (2.4) in Proposition 2 with ϕ = ψη,m for some
m ≥ i and replacing Cp with a larger global constant if necessary, we get

‖P̃i(·; η)‖Γ,p(x) ≤ Cp α
|i| , i < 0 . (4.1)

Similarly, for any µ ∈ Σ+
A with µ0 = 0 and µn+2 = k we have

‖Q̃i(·; η)‖Γ,p(x) ≤ Cp α
n+2−i , 0 ≤ i ≤ n+ 2 , (4.2)

and
‖Q̃i(·;µ)− P̃i−n−2(·; η)‖Γ,p(x) ≤ Cp α

i , 0 ≤ i ≤ n+ 2 . (4.3)

Next, recall the function Λϕ from the beginning of this section. By Proposition 2,

‖∇ϕJ‖Γ,p ≤ Cp ‖∇ϕ‖Γ,(p) (4.4)

for any finite admissible configuration J .
Since for any i < 0 we have g−i (x; η) = log Λψη,i

(P̃i+1(x; η)) , it follows from (4.1)–(4.3) and
Proposition 3 that for any p ≥ 1 there exists a global constant Cp > 0 such that

‖g−i (·; η)‖Γ,p(x) ≤ Cp α
|i| , i < 0 . (4.5)

Similarly, according to (3.28) and Proposition 2,

‖ãi(·;µ)‖p(x) ≤ Cp ‖∇ϕ‖Γ,(p) α
n+2−i , 0 ≤ i ≤ n+ 2 , (4.6)

and as in the proof of (3.31) one gets,

‖ãi(·;µ)− g−i−n−2(·; η)‖p(x) ≤ Cp ‖∇ϕ‖Γ,(p+1) α
i , 0 ≤ i ≤ n+ 2 . (4.7)

Next, given x as above, µ and n with µn+2 = `, define W (n+2)(x;µ, s) by (3.10), η by (3.15)
and W̃ (n+2)(x;µ, s) by (3.35) replacing x0 by x. We will estimate the derivatives of

W (n+2)(x;µ, s)− W̃ (n+2)(x;µ, s)

with respect to x.
First look at the first derivativesDv[W (n+2)(·;µ, s)−W̃ (n+2)(·;µ, s)](x), where v ∈ SxΓ. Writing

φ−(x; η, s) = −s φ−1 (x; η) + φ−2 (x; η) , where

φ−1 (x; η) =
−∞∑
i=−1

[f(σi(η))− f−i (x; η)] , φ−2 (x, η) =
−∞∑
i=−1

[g(σi(η))− g−i (x; η)] ,

notice that for any x, x′ ∈ Γ` (close to x0) we have

φ−1 (x; η)− φ−1 (x′; η) = −ψη(x) + ψη(x′) ,

so Dv(φ−1 (·; η))(x) = Dv(ψη(x)). Therefore by (3.14)

Dvz(·;µ, s)(x) = −sDvψη(x) +
−∞∑
i=−1

Dv(g−i (·; η))(x) . (4.8)

Next, using the notation j = (µ0, µ1, µ2, . . . , µn+2) and

z̃(x;µ, s) = sf̃n+2(µ)− g̃n+2(µ)− s (ϕµ0)j(x) ,
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it follows from (3.38) that

W (n+2)(·;µ, s)− W̃ (n+2)(·;µ, s)(x)
= ez(x;µ,s)−sϕ(Q0(µ)) h(Q0(µ))− ez̃(x;µ,s) Λϕ,j(Q̃n+2(x;µ))h(Q̃0(x;µ))
= (I)(x) + (II)(x) , (4.9)

where
(I)(x) = [ez(x;µ,s)−sϕ(Q0(µ)) − ez̃(x;µ,s)+log Λϕ,j( eQn+2(x;µ))]h(Q0(µ)) ,

and
(II)(x) = ez̃(x;µ,s) Λϕ,j(Q̃n+2(x;µ)) [h(Q0(µ))− h(Q̃0(x;µ))] .

Let O be a small compact connected neighborhood of x in Γ. Fix temporarily µ, s, n and η
with (3.15), and set

A(y) = z(y;µ, s)− sϕ(Q0(µ)) , B(y) = z̃(x;µ, s) + log Λϕ,j(Q̃n+2(x;µ)) , y ∈ O .

To estimate (I) first notice that by the estimates in Sect. 3,

‖A‖0(O) = O(|s|+ |s| ‖ϕ‖Γ,0 + ‖∇ϕ‖Γ,(1)) ,

and
|eA|Γ,0(O) ≤ C eC [|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)] . (4.10)

It follows from (4.6) and (3.40) that |g̃n+2(µ)| ≤ C ‖∇ϕ‖Γ,(1). Combining this with the definition
of z̃(x;µ, s) and (3.39) implies

‖z̃(·;µ, s)‖0(O) = O(|s|+ |s| ‖ϕ‖Γ,0 + ‖∇ϕ‖Γ,(1)) , ‖B‖0(O) = O(|s|+ |s| ‖ϕ‖Γ,0 + ‖∇ϕ‖Γ,(1)) .

Next, we will estimate the derivatives of A and B. For any q ≥ 1 and any y ∈ O, using (4.8),
(2.1) and (4.5), we get

‖A‖Γ,q(y) = ‖s φ−1 (·; η)− φ−2 (·; η)‖Γ,q(y) ≤ |s| ‖∇ψη‖Γ,q(y) +
−∞∑
i=−1

‖g−i (·; η)‖Γ,q(y)

≤ |s|Cq + Cq

−∞∑
i=−1

α|i| ≤ Cq (|s|+ 1) . (4.11)

Thus, for any q ≥ 0,

‖eA‖Γ,q(O) ≤ Cq‖eA‖Γ,0(O) ( max
1≤i≤q

‖A‖Γ,i(O))q

≤ Cq e
C [|Re(s)| (1+|ϕ|Γ,0)+‖∇ϕ‖Γ,(1)] (|s|+ 1)q .

Similarly, (4.4) gives

‖z̃(·;µ, s)‖Γ,q(y) = ‖s (ϕµ0)j‖Γ,q(y) ≤ Cq |s| ‖∇ϕ‖Γ,(q) ,

while (3.31) and (4.6) imply

‖ log Λϕ,j(·)‖Γ,q(y) ≤
n+1∑
i=0

‖ãi(·;µ)‖Γ,q(y) ≤ Cq ‖∇ϕ‖Γ,(q)

for any q ≥ 0, so
‖B‖Γ,q(y) ≤ Cq (|s|+ 1) ‖∇ϕ‖Γ,(q) , y ∈ O .
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The next step is to estimate the derivatives of A − B. First notice that by Proposition 2 and
(2.1) we have

‖∇ψη −∇(ϕµ0)J‖Γ,q(O) ≤ Cq α
n ‖∇ψη −∇ϕµ0‖Γ,(q) ≤ Cq α

n ‖∇ϕ‖Γ,(q) .

Set again m = n+1
2 , assuming for simplicity that n is odd, and θ =

√
α ∈ (0, 1). As in the proof

of (3.18) above, for any y ∈ O and any q ≥ 1, using (4.5), (4.6) and (4.7), we have

‖A−B‖Γ,q(y) ≤

∥∥∥∥∥−sψη +
−∞∑
i=−1

g−i (·; η) + s (ϕµ0)J −
n+1∑
i=0

ãi(·;µ)

∥∥∥∥∥
Γ,q

(y)

≤ |s| ‖ψη − (ϕµ0)J‖Γ,q(y) +
−∞∑

i=−m−1

‖g−i (·; η)‖Γ,q(y)

+
m∑
i=0

‖ãi(·;µ)‖Γ,q(y) +
n+1∑

i=m+1

‖ãi(·;µ)− g−i−n−2(·; η)‖Γ,q(y)

≤ Cq(|s| ‖∇ϕ‖Γ,(q) + ‖∇ϕ‖Γ,(q+1)) θ
n .

From Sect. 3, a similar estimate holds for q = 0. Consequently,

‖eB−A‖Γ,q(O) ≤ Cq‖eB−A‖0(O) ( max
1≤i≤q

‖B −A‖Γ,i(O))q

≤ Cq e
C (|Re(s)|+‖∇ϕ‖Γ,(1)) (|s| ‖∇ϕ‖Γ,(q) + ‖∇ϕ‖Γ,(q+1))

qθnq .

Finally, as in the estimate just after (3.40), it follows that

‖eB−A − 1‖0(O) ≤ C eC (|Re(s)|+‖∇ϕ‖Γ,(1)) (|s|+ ‖∇ϕ‖Γ,(1)) θ
n .

The above, (4.10) and (4.11) imply that for any q ≥ 1,

‖(I)‖Γ,q(O) ≤ Cq ‖h‖0(Γ) eC [|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)] (|s| ‖∇ϕ‖Γ,(q) + ‖∇ϕ‖Γ,(q+1))
q θn .

Using similar estimates, for any q ≥ 1 one gets

|(II)|Γ,q(O) ≤ Cq α
n eC [|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]

q−1∑
r=0

(|s|+ 1)r+1 (‖∇ϕ‖Γ,(r))
r+1 ‖h‖Γ,q−r(O) .

It now follows from (4.9) and the estimates for (I) and (II) found above that for any p ≥ 1 we
have

‖W (n+2)(·;µ, s)− W̃ (n+2)(·;µ, s)‖Γ,(p)(O)

≤ Cp θ
n eC [|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)] ×

q∑
r=0

[
|s| ‖∇ϕ‖Γ,(r) + ‖∇ϕ‖Γ,(r+1)

]r+1 ‖h‖Γ,q−r(O) .

Combining this with (3.6), (3.36) and the argument from the end of Sect. 3 completes the proof of
Theorem 3.
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5. Estimates for w0,j(x, s)

Our purpose in this section is to prove that the series

w0,j(x, s) =
∞∑

n=nj

∑
|j|=n+3, jn+2=j

uj(x, s), x ∈ Γj

is convergent and that w0,j(x, s) is an analytic function for s ∈ D1 with values in C∞(Γj). Since
we deal with initial data m(x, s) = u1(x, s) on Γ1 we set n1 = −2 and nj = −1, j = 2, ..., κ0. By
Theorem 3, it is clear that the problem is reduced to the convergence of the series

∞∑
n=0

(LnsMn,s(x)Gsṽs)(ξ), x ∈ Γj .

Throughout this and the following sections we will use the notation

Ep(s, ϕ, h) =

eCp[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]
∑p

j=0

(
|s|‖∇ϕ‖Γ,j + ‖∇ϕ‖Γ,j+1

)j+1
‖h‖Γ,p−j if p ≥ 1,

C0e
Cp[|Re(s)| (1+‖ϕ‖Γ,0)+‖∇ϕ‖Γ,(1)]

[(
|s|+ ‖∇ϕ‖Γ,(1)

)
‖h‖Γ,0 + ‖h‖Γ,(1)

]
if p = 0,

where as before by Cp we denote positive global constants depending on p which may change from
line to line.

First we will establish for σ0 ≤ Re(s) ≤ 1 the inequality

‖LnsMn,s(.)− Ln−1
s Mn−1,s(.)Ls‖Γ,p ≤ CpEp(s, ϕ, h)θn, (5.1)

where Ls = −L−sf̃+g̃ and σ0 < s0. The precise choice of σ0 depends on the estimates (3.3) and
will be discussed below. For this purpose we write(

LnsMn,s − Ln−1
s Mn−1,sLs

)
w(ξ) = −Ln+1

s

[
Y (n)(x; s, µ)− Ỹ (n)(x; s, µ)

]
(ξ),

where
Y (n)(x; s, µ) = exp

(
−φ−(x;σn+1e(µ), s)− χ(σn+1e(µ), s)

)
w(µ),

Ỹ (n)(x; s, µ) = exp
(
−φ−(x;σne(σµ), s)− χ(σne(σµ), s)

)
w(µ).

The inequality (5.1) follows from the estimates∥∥∥φ−(x;σn+1e(ξ), s)− φ−(x;σne(σ(ξ)), s)
∥∥∥

Γ,p
≤ CpEp(s, ϕ, h)θn, (5.2)

|χ(σn+1e(ξ), s)− χ(σne(σ(ξ)), s)| ≤ C(1 + |s|)θn (5.3)

and the form of the operators Mn,s(x). The estimate (5.3) is a consequence of the choice of χ1, χ2

and the fact that f, g ∈ Fθ(ΣA). To prove (5.2), notice that∣∣∣ −∞∑
i=−1

[f(σn+1+ie(ξ))− f(σn+ie(σ(ξ)))]
∣∣∣ ≤ Cθn,

and similar estimates hold for the function g. The terms involving f and g are independent of x
and they are not important for the estimates of the derivatives. To deal with the terms depending
on x, recall that

φ−(x; η) = −sφ−1 (x; η) + φ−2 (x; η)
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with Dv(φ−1 (.; η)(x) = Dv(ψη(x)). Here and below we use the notation of the previous section. On
the other hand,

‖∇ψσn+1e(µ)(x)−∇ψσne(σ(µ))(x)‖Γ,p ≤ Cpα
n. (5.4)

In fact, the backward trajectories γ−(x,∇ψσn+1e(µ)(x)) and γ−(x,∇ψσne(σ(µ))(x)) follow an itinerary
(µn+1, µn, . . . , µ1) and we can apply Proposition 2. Now we repeat the argument used in the
previous section for the estimate of ‖A− B‖Γ,p. Set m = n+1

2 and assume for simplicity that n is
odd. For fixed n we set η = σn+1e(µ), η̃ = σne(σ(µ)). The estimate of

‖φ−1 (x; η)− φ−1 (x; η̃)‖Γ,p

follows from (5.4). Next we write
−∞∑
i=−1

(
g−i (x; η)− g−i (x; η̃)

)
=

−∞∑
i=−m−1

(
g−i (x; η)− g−i (x; η̃)

)

+
n+1∑

i=m+1

(g−i−n−2(x; η)− ãi(x;µ))−
n+1∑

i=m+1

(g−i−n−2(x, η̃)− ãi(x;µ)).

The ‖.‖Γ,p norms of the sums from i = m + 1 to n + 1 can be estimated as in Section 4 by using
(4.7), since

η = σn+1e(µ) = (. . . , ∗, ∗, µ0, µ1, . . . , µn+1 = `, µn+2, . . .),

η̃ = σne(σ(µ)) = (. . . , ∗, ∗, µ1, . . . , µn+1 = `, µn+2, . . .),

and
n+1∑

i=m+1

‖g−i−n−2(x; η)− ãi(x;µ))‖Γ,p ≤
n+1∑

i=m+1

αi ,

n+1∑
i=m+1

‖g−i−n−2(x; η̃)− ãi(x;µ))‖Γ,p ≤
n+1∑

i=m+1

αi .

To estimate the sums from i = −m−1 to −∞, we apply (4.5) and this completes the proof of (5.1).

From the representation

LnsMn,s =
n∑
k=1

(
LksMk,s − Lk−1

s Mk−1,sLs

)
Ln−ks +M0,sL

n
s

we get
∞∑
n=1

LnsMn,sw =
∞∑
n=1

[ n∑
k=1

(
LksMk,s − Lk−1

s Mk−1,sLs

)
Ln−ks w +M0,sL

n
sw
]
.

Since s0 ∈ R is the abscissa of absolute convergence, for Re(s) > s0 we have Pr(−Re(s)f̃ + g̃) < 0
and ‖Lns ‖∞ ≤ 1, ∀n. Consequently, the double sum in the right hand side is absolutely convergent
for Re(s) > s0 and we can change the order of summation. Applying Fubini’s theorem, we are
going to examine

∞∑
n=0

LnsMn,sGsṽs =
(
M0,s +Qs

) ∞∑
n=0

LnsGsṽs, (5.5)
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where

Qs =
∞∑
k=1

(
LksMk,s − Lk−1

s Mk−1,sLs

)
.

According to (5.1), the series defining Qs is absolutely convergent for σ0 ≤ Re(s) ≤ 1 and

‖Qs‖Γ,p ≤ CpEp(s, ϕ, h).

Consequently, the problem of the analytic continuation of the left hand side of (5.5) for Re(s) < s0
is reduced to that of the series

∑∞
n=0 L

n
sws, ws = Gsṽs.

The analysis of
∑∞

n=0 L
n
sws is based on Dolgopyat type estimates (3.3) and we must show that

ws = hs ◦ Φ with some hs ∈ C
Lip
u (Λ∂K) (see Appendix C for the definition of the map Φ and the

space CLip
u (Λ∂K)). This assertion is proved in Appendix C, where we show that for |Re(s)| ≤ a we

have ‖hs‖Lip,t ≤ C0 with C0 independent on s. Thus for s = τ + it, σ0 ≤ τ ≤ 1, |t| ≥ t0 > 1, we get

∞∑
n=0

‖L̃nsws‖∞ ≤
∞∑
p=0

[log |t|]−1∑
l=0

Cρp[log |t|]elPr(−τ f̃+g̃)‖hs‖Lip,t

≤ CC0

1− ρ[log |t|]

[log |t|]−1∑
l=0

elPr(−τ f̃+g̃)

≤ C1 max{log |t|, |t|Pr(−τ f̃+g̃)}.
On the other hand, for σ0 sufficiently close to s0 we have Pr(−σ0f̃ + g̃) = β̃0 < 1. Combining this
with the estimate for Qs, we conclude that for σ0 ≤ Re(s) and |t| ≥ t0 we have∥∥∥ ∞∑

n=0

LnsMn,sGsṽs
∥∥∥

Γ,0
≤ C2|t|1+β̃0 .

The analysis in Sect. 5 of [I1] implies that the series defining w0,j(x, s) is absolutely convergent
for x ∈ Γj , Re(s) ≥ s0 + d > s0 and we have

‖w0,j(x, s)‖Γj ,0 ≤ Cj,d, Re(s) ≥ s0 + d. (5.6)

On the other hand, the analytic continuation of the series
∑∞

n=0 L
n
sMn,sGsṽs established above and

Theorem 3(a) with a sufficiently small ε = s0 − Re(s) > 0 guarantee an analytic continuation of
w0,j(x, s) for x ∈ Γj , Re(s) ≥ σ0, |Im(s)| ≥ t0 with σ0 = s0 − ε. Applying Theorem 3(a) once more
for s = σ0 + it, we get the estimate

‖w0,j(x, σ0 + it)‖Γj ,0 ≤ Dj |t|1+β̃0 .

The same argument works for all ` = 1, ..., κ0 and we get the same estimate for

w0,`(x, s) =
∞∑

n=n`

∑
|j|=n+3,j0=1, jn+2=`

uj(x, s), x ∈ Γ` .

Clearly, we can choose 0 < β̃0 < 1 independent of ` = 1, . . . , κ0.



30 V. PETKOV AND L. STOYANOV

Now we will obtain Cp(Γj) estimates for w0,j(x, s). To examine the regularity of the functions
w0,j(x, s) on Γj , set

Un+2,j(x, s) =
∑

|j|=n+3,jn+2=j

uj(x, s).

We start with an estimate of the Cp(Γj) norms of Un+2,j(x, s)
∣∣
Γj

. For this purpose, applying
Theorem 3(b) with p ≥ 1, we must estimate the norms ‖LsMn,s(.)ws‖Γj ,p, where ws = Gsṽs and
Lns are independent of x ∈ Γ. We write

LnsMn,sws = M0,sL
n
sws +

m∑
k=1

(
LksMk,s − Lk−1

s Mk−1,sLs

)
Ln−ks ws

+
n∑

k=m+1

(
LksMk,s − Lk−1

s Mk−1,sLs

)
Ln−ks ws = B0 +B1 +B2,

where m = [n/2]. We apply the estimate (3.3) combined with ‖hs‖Lip,t ≤ C0, t = Im(s) and we
obtain

‖Lnsws‖0 ≤ Cρne
log |t|

[
Pr(−sf̃+g̃)−log ρ

]
≤ Cρn|t|β0 , ∀n ∈ N

with 0 < ρ < 1, β0 = Pr(−σ0f̃ + g̃)− log ρ > 0. Increasing ρ, we can arrange β0 < 1 but this is not
important for our argument (see also Remark 7 in Appendix C).

For the term B0 we get

‖B0‖Γj ,p ≤ Cp|Im(s)|β0Ep(s, ϕ, h)ρn.

In the same way for the term B1 we have

‖B1‖Γj ,p ≤ C ′p|Im(s)|β0Ep(s, ϕ, h)
m∑
k=1

θkρm ≤ C ′′p |Im(s)|β0Ep(s, ϕ, h)(
√
ρ)n.

Finally, for B2 we obtain

‖B2‖Γj ,p ≤ Dp|Im(s)|β0Ep(s, ϕ, h)
n∑

k=m+1

θk ≤ D′
p|Im(s)|β0Ep(s, ϕ, h)θm+1.

So, changing θ by another global constant 0 < θ̃ < 1, θ̃ ≥ max {√ρ,
√
θ}, we arrange an estimate

‖LnsMn,sws‖Γj ,p ≤ Bp|Im(s)|β0Ep(s, ϕ, h)θ̃n.

Thus, with global constants Cp, Dp we deduce

‖Un+2,j(x, s)‖Γj ,p ≤ Cp|Im(s)|β0Ep(s, ϕ, h)(θn + θ̃n) ≤ Dp|Im(s)|β0Ep(s, ϕ, h)θ̃n,∀n ∈ N. (5.7)

Consequently, the series w0,j(x, s) is convergent in Cp(Γj) norm and for σ0 ≤ τ ≤ s0 + 1 we have
the estimates

‖w0,j(x, τ + it)‖Γj ,p ≤ Bp|t|β0Ep(s, ϕ, h), p ≥ 1, (5.8)
where the constants Bp are independent of j. Summing over ` = 1, . . . , κ0, we obtain the same
estimate for ‖w0(x, τ + it)‖Γ,p and for Re(s) ≥ σ0 the trace w0(x, s) is an analytic function in s
with values in C∞(Γ).

It is interesting to observe that contracting the domain σ0 ≤ Re(s) ≤ s0 + 1 we may obtain
better bounds for the Cp(Γ) norms. For example, we treat below the case p = 0 and the same
argument works for p ≥ 1. In the domain σ0 ≤ Re(s) ≤ s0 + d, d > 0, Im(s) ≥ t0, we apply the
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Phragmen-Lindelöf theorem (see 5.65 in [T]). Notice that when we decrease d > 0 the constant
Cj,d in (5.6) change but we always have the bound (5.6). Consequently, for σ0 ≤ τ ≤ s0 + d we
deduce

‖w0,j(x, τ + it)‖Γj ,0 ≤ B|t|κ(τ), t ≥ t0,

where κ(x) is a linear function such that

κ(σ0) = 1 + β̃0 , κ(s0 + d) = 0.

It is clear that choosing d > 0 small enough, there exist σ′0 with σ0 < σ′0 < s0 and 0 < β < 1 so
that for τ ≥ σ′0 we have

‖w0,j(x, τ + it)‖Γj ,0 ≤ Aj |t|β, t ≥ t0 ,

and similarly we treat the case t ≤ −t0. Finally, for τ ≥ σ′0, |t| ≥ t0 we have

‖w0,j(x, τ + it)‖Γj ,0 ≤ Aj |t|β. (5.9)

Here the constants Aj depend on the norms of ∇ϕ and h.

Remark 5. In the following we will not use the estimate (5.9), however a similar argument based
on Phragmen-Lindelöf theorem will be crucial in Section 7, where we need to control the behavior of
the remainder QM (x, s; k) and its bounds when |Im(s)| → ∞. On the other hand, (5.9) is related to
the assumption (1.6) of Ikawa mentioned in the Introduction. The estimate (1.6) can be established
choosing σ′0 < s0 close to s0 and applying (3.3). This is not necessary for our exposition and we
leave the details to the reader.

6. The leading term V (0)(x, s; k)

Our purpose here is to apply the construction in Section 3 with boundary data

m(x, s; k) = eikψ(x)b(x, s; k), x ∈ Γj ,

where k ≥ 1 and s ∈ D0 = {s ∈ C : σ0 ≤ Re(s) ≤ 1, |Im s| ≥ J > 0}, with some constant J which
will be chosen below. We suppose that there exists a phase function ϕ(x) satisfying the condition
(P) in Γj such that ϕ(x)|Γj = ψ(x) for x ∈ suppx b(x, s; k). The amplitude b(x, s; k) is analytic
with respect to s ∈ D0 and

⋃
s,k suppx b ⊂ Γj ,

‖b(x, s; k)‖Γj ,p ≤ Cp, ∀k ≥ 1, s ∈ D0, ∀p ∈ N.

In the following we will use the notation 〈z〉 = (1 + |z|). For our construction it is convenient to
write the oscillatory data m(x, s; k) with phase e−sψ(x) and we set

m(x, s; k) = e−sψ(x)e(s+ik)ψ(x)b(x, s; k) = e−sψ(x)b1(x, s; k).

Then
‖b1(x, s; k)‖Γj ,p ≤ C ′p〈s+ ik〉p,∀p ∈ N.

Notice that our data depends on two parameters s ∈ D0 and k ≥ 1. The complex parameter
s will be related to the convergence of the series w0,j(x, s; k) constructed in Sect. 5 starting
with initial data m(x, s; k), while the real parameter k is connected with the oscillatory data
G(x)eik〈x,η〉|y∈Γj , |η| ≤ 1− δ1/2 < 1, coming from a Fourier transform (see Sect. 8). It is important
to note that up to the end of Sect. 7 the parameters s and k will not be related and the estimates
obtained depend on expressions of the form 〈s+ ik〉M . After the application of Phragmen-Lindelöf
argument at the end of Sect. 7, we take |s+ ik| ≤ Const in order to get bounds by powers of k. We
consider amplitudes b(x, s; k) depending on s and k to cover higher order approximations in Sect.
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7. Starting with boundary data e−sψb1 and following the procedure in Sects. 3-5, we can justify
the convergence of the series w0,j(x, s; k) which are analytic for s ∈ D0.

Now we will discuss the domain where the parameter s is running. For Im(z) < 0 we define the
resolvent (−∆K − z2)−1 of the Dirichlet Laplacian −∆K related to K by the spectral calculus and
we get

‖(−∆K − z2)−1‖L2(Ω)→L2(Ω) ≤
C

|z||Im(z)|
, Im(z) < 0.

The cut-off resolvent ψ(−∆K − z2)−1ψ, ψ ∈ C∞0 (Ω), has a meromorphic continuation in C for N
odd and in C \ iR+ for N even. This resolvent is called outgoing. Setting z = −is, we obtain
an outgoing resolvent (∆K − s2)−1 which is a bounded operator in L2(Ω) for Re(s) > 0 and the
analytic singularities of ψ(∆K − s2)−1ψ are included in Re(s) < 0. Set Ωj = RN \Kj and suppose
that K ⊂ {x ∈ RN : |x| < ρ0}. Since the real parameter k ≥ 1 is positive, we assume in this and
in the following sections that Im(s) < 0. To treat the case Im(s) > 0, we must take k ≤ −1 and
repeat the argument. For our analysis it is more convenient to consider the outgoing resolvent R(s)
acting on functions f ∈ H2(Γ) defined for s outside the set of resonances (and also for s /∈ iR+ for
N even). More precisely, given f ∈ H2(Γ) we define R(s)f = v(x, s), where v(x, s) is the unique
outgoing solution of the problem {

(∆− s2)v = 0, x ∈
◦
Ω,

v|Γ = f.

Here outgoing means that

v(rθ) = r−
N−1

2 e−sr(w(θ) + o(1)), ∂rv + sv = o(1)v, r → +∞
uniformly with respect to θ ∈ SN−1 with some w ∈ C∞(SN−1). This condition is equivalent to

v||x|≥ρ1 = (S0(s)u)
∣∣
|x|≥ρ1 (6.1)

for some ρ1 >> ρ0 and a compactly supported (in a compact set independent of s) function u,
where

S0(s) = (∆− s2)−1 : L2
comp(RN ) −→ H2

loc(RN )

is the outgoing resolvent of the Laplacian in RN . If we replace above K by the strictly convex
obstacle Kj , we can choose J ≥ 2 so that the outgoing resolvents

Rj(s) : Hp+2(Γj) → Hp+1(Ωj ∩ {|x| ≤ R}), p ∈ N

are analytic (see [V], [G]) for

s ∈ D0 = {s ∈ C : σ0 ≤ Re(s) ≤ 1, |Im(s)| ≥ J}.
and wj = Rj(s)f is outgoing solution of the problem{

(∆− s2)wj = 0, x ∈ Ωj ,

wj
∣∣
Γj

= f.

Moreover, for s ∈ D0 and R ≥ ρ0 + 1 we have the estimate

‖Rj(s)f‖Hp+1(Ωj∩{|x|≤R}) ≤ CR,p〈s〉p+2‖f‖Hp+2(Γj), j = 1, ..., κ0 , (6.2)

with some constant CR,p > 0. The above estimate was established for p = 0 in Proposition A. II. 2
in [G]. For the sake of completeness we give the argument for p ≥ 1. Let χ ∈ C∞0 (RN ) be a cut-off
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function such that χ(x) = 1 for |x| ≤ R and χ(x) = 0 for |x| ≥ R+1. Set wj = Rj(s)f and observe
that

∆(χwj) = 2 < ∇χ,∇wj > +s2χwj + ∆(χ)wj = Fj .

The function χwj is a solution of the Dirichlet problem in ωR = (|x| ≤ R+1)∩Ωj and the standard
estimates for boundary problems imply

‖χwj‖H2(ωR) ≤ CR,2

(
‖Fj‖L2(ωR) + ‖f‖H3/2(Γj)

)
.

To estimate ‖χwj‖L2(ωR), write wj = e(f) − (∆Kj − s2)−1(∆ − s2)e(f), where e(f) is extension

operator from H2(Γj) to H
5/2
comp(ωR−1). This implies ‖χwj‖L2(ωR) ≤ BR〈s〉‖f‖H2(Γj), since for

strictly convex obstacles we have (see for instance, Chapter X in [V])

‖χ(∆Kj − s2)−1χ‖L2→L2 ≤ C〈s〉−1.

In the same way one estimates ‖∆(χ)wj‖L2(ωR) by using another cut-off, and applying (6.2) for
p = 0 we obtain this estimate for p = 1. The general case can be considered by using an inductive
argument. More precise estimates than (6.2) can be obtained following a construction of outgoing
parametrix for the Dirichlet problem outside Kj (see Appendix II in [G]).

Finally, notice that for v with supp v ⊂ {|x| ≤ R} we have the estimates (see [V])

‖S0(s)v‖Hp+1(|x|≤R) ≤ CR,p‖v‖Hp(|x|≤R), p ∈ N, s ∈ D0. (6.3)

For our construction we need to introduce some pseudodifferential operators depending on the
parameter s ∈ D0. For this purpose we will use the notation and the results in Appendices A.I,
II in [G] (see also [SV], Appendix). Given a set X ∈ RN−1, we denote by C̃∞(X) the space
of the functions u(x, s), s ∈ D0, such that u(., s) ∈ C∞(X) and p(u(., s)) = O(〈s〉−∞) for all
seminorms p in C∞(X). In a similar way we define distributions D̃′(X). Next, given two open sets
X ⊂ RN−1, Y ⊂ RN−1, consider the spaces of symbols a(x, y, η, s) ∈ Sm,lρ,δ (X × Y ) such that for
every compact U ⊂ X × Y , all multiindices α, β, γ and s ∈ D0 we have

sup
(x,y)∈U

|∂αx ∂βy ∂γηa(x, y, η, s)| ≤ Cα,β,γ,U |s|l+ρ|γ|+δ|α+β|(1 + |η|)m−|γ|.

Consider the pseudodifferential operator Op(a) ∈ Lm,lρ,δ (X) defined by

(Op(a)u)(x, s) =
( s

2π

)N−1
∫
e−s〈x−y,η〉a(x, y, η, s)u(y, s)dydη,

where the support of a(x, y, η, s) ∈ Sm,lρ,δ (X × Y ) with respect to (y, η) is uniformly bounded for
s ∈ D0 and a(x, y, η, s) is analytic for s ∈ D0. The operator Op(a) maps C̃∞0 (Y ) into C̃∞(X).
Below we will take Y = Γj and the symbols a(x, y, η, s) will have compact supports with respect
to (y, η). Moreover, we will work with symbols in Sm,l0,0 . We say that Op(a) is properly supported
if the kernel K(x, y, s) of Op(a) is properly supported uniformly with respect to s. Recall that
K(x, y, s) is properly supported if both projections from the support of K(x, y, s) to X and Y are
proper maps (see Definition 18.1.21 in [H]). We refer to Appendix A. I in [G] for the properties of
pseudodifferential operators depending on s. Notice that a properly supported pseudodifferential
operator Op(a) can be defined also by a symbol a(x, η, s). A properly supported pseudodifferential
operator Op(a) is called elliptic at (x0, η0) ∈ T ∗(X) if a(x, η, s) satisfies the estimate

|a(x, η, s)| ≥ C〈s〉p, p ≥ 0, (x, η) ∈ V, s ∈ D0,
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V being a neighborhood of (x0, η0) independent of s.

Next, consider Fourier integral operators with real phase function ϕ(x, η) and complex param-
eter s ∈ D0 having the form

I(u)(x, s) =
( s

2π

)N−1
∫
e−s(ϕ(x,η)−〈y,η〉)a(x, y, η, s)u(y, s)dydη,

where as above the support of a(x, y, η, s) ∈ Sm,lρ,δ (X×Y ) with respect to (y, η) is uniformly bounded
for s ∈ D0 and a(x, y, η, s) is analytic for s ∈ D0. For example, the local parametrix constructed in
the hyperbolic region defined below is a Fourier integral operator in this form.

To examine the asymptotic behavior with respect to the parameter s we will use the frequency
set W̃F (u) introduced in [G] (see also [GS], [SV]) (The notation W̃F (u) is used to avoid the
confusion with the wave front set WF (u) of a distribution). We recall the definition of W̃F (u)
only for the so called finite points (x, η) ∈ T ∗(X), since this is sufficient for our argument. Let
u(x, s) ∈ D̃′(X) be a distribution depending on the parameter s so that for every compact X ′ ⊂ X
there exists M such that u(x, s)|X′ ∈ H−M (X ′) and ‖u(., s)

∣∣
X′‖H−M ≤ CM 〈s〉−M . We say that

(x0, η0) ∈ T ∗(X) is not in W̃F (u) if there exists Op(a) ∈ L0,0
ρ,δ(X), ρ + δ < 1, properly supported

and elliptic at (x0, η0) such that for every compact U ⊂ X we have

‖(Op(a)u)(x, s)‖Cj(U) ≤ CU,M,j〈s〉−M , ∀j ∈ N, ∀M ∈ N, s ∈ D0.

If U is a neighborhood of K and if the distribution kernel Q(x, y, s) of an operator Q(s) : C∞(Γ) −→
C∞(U \K) belongs to C̃∞(U \K×Γ), we will say briefly that Q(s)u is a negligible term. The terms
having behavior O(〈s〉−M ) with large M will also be called negligible. It is important to note that
a series of negligible terms in general is not negligible, and one needs to have uniform estimates
with respect to s of the terms of the series to conclude that such a series is negligible.

6.1. Construction of the operators Ph, Pg, Pe. In the analysis below we fix j ∈ {1, ..., κ0}.
Consider the hyperbolic, glancing and elliptic sets on T ∗(Γj) defined respectively by

H = {(y, η) ∈ T ∗(Γj) : |η| < 1}, G = {(y, η) ∈ T ∗(Γj) : |η| = 1},

E = {(y, η) ∈ T ∗(Γj) : |η| > 1},
where (y, η) are local coordinates in T ∗(Γj). Let χ0 ∈ C∞0 (T ∗(Γj)) be a function such that 0 ≤ χ0 ≤
1 and χ0(y, η) = 0 in a small neighborhood G0 of G ∪ E , while χ0(y, η) = 1 for (y, θ) ∈ G1, G1 ⊂
T ∗(Γj) \G0 ⊂ H. Choosing a finite covering of Γj , we may suppose that in local coordinates (y, η)
we have χ0(y, η) = 1 for y ∈ Γj , |η| ≤ 1− δ1, where

√
1− δ20 < 1− δ1 < 1 and δ0 ∈ (0, 1) is a global

constant chosen as in Lemma 1 (see Sect. 2). Thus if a ray γin issued from ∪` 6=jK` meets Γj at
y ∈ Γj with direction ξ ∈ SN−1 so that χ0(y, ξ|Ty(Γj)) 6= 1, then the reflected or diffractive outgoing
ray γout issued from (y, ξ − 2〈ξ, ν(y)〉ν(y)) does not meet a neighborhood of ∪ν 6=jKν depending
only on δ0.

Consider a finite partition of unity of the set supp(χ0) ⊂ H and, as in [G], a finite partition of
unity of psedodifferential operators to localize the construction. Let (y0, η0) ∈ supp(χ0) ⊂ H and
let χ(y, η) ∈ C∞0 (T ∗(Γj)), 0 ≤ χ(y, η) ≤ 1, be a function such that χ = 1 in a neighborhood of
(y0, η0). Let Ũj be a small neighborhood of Kj and let Uj = Ũj \Kj . Let Γχ ⊂ Γj be the projection
of supp χ(x, η) on Γj .
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We will omit again the dependence on k in the notation if the context is clear. Given boundary
data u(y, s), in the hyperbolic region we construct an outgoing parametrix Hh,χ : C̃∞(Γχ) −→
C̃∞(Uj) of the form

(Hh,χu)(x, s) =
( s

2π

)N−1
∫
e
−s
(
ψ(x,η)−〈y,η〉

)
M∑
ν=0

aν(x, y, η)s−νu(y, s)dydη.

We have {
(∆x − s2)(Hh,χu)(x, s) = s−MAM (s)u, x ∈ Uj ,
(Hh,χu)(x, s)

∣∣
Γj

= Op(χ)u,

where

AM (s)u =
( s

2π

)N−1
∫
e−s(ψ(x,η)−〈y,η〉)(∆x − s2)

(
aM (x, y, η)

)
u(y, s)dydη.

The construction of Hh,χ is given in Appendix A. II. 2 in [G]. Here the phase ψ(x, η) satisfies the
equation

|∇xψ|2 = 1, ψ|Γj = 〈x, η〉, (x, η) close to (y0, η0).
The amplitudes aν(x, y, η) are determined from the transport equations with initial data

a0|x∈Γj = χ(y, η), aν |x∈Γj = 0, ν ≥ 1.

Notice that aν depend only on χ(y, η) and the integration in Hh,χu is over a compact domain with
respect to y and η, so for s ∈ D0 the integral is well defined. Applying a finite partition of unity,
we construct an outgoing parametrix Hh : C̃∞(Γj) −→ C̃∞(Uj) such that{

(∆x − s2)(Hhu)(x, s) = s−MBM (s)u, x ∈ Uj ,
(Hhu)(x, s)

∣∣
Γj

= Op(χ0)u,

where the operator BM (s) is analytic with respect to s and satisfies the estimates

‖BM (s)u‖Hp(Uj) ≤ Cp|s|p+2‖u‖0,Γj , ∀p ∈ N

with some global constants. Let Ψ(x) ∈ C∞0 (Uj) be a cut-off function such that Ψ(x) = 1 in a
small neighborhood of Kj . Then we obtain

(∆x − s2)[ΨHhu] = s−MΨBM (s)u+ [∆,Ψ]Hhu, x ∈ Uj
and we define the outgoing parametrix

(Phu)(x, s) = ΨHhu− S0(s)
(
s−MΨBM (s)u+ [∆,Ψ]Hhu

)
, x ∈ Ωj .

Thus we get 
(∆x − s2)(Phu)(x, s) = 0, x ∈ Ωj , s ∈ D0,

(Phu)(., s) ∈ L2(Ωj) if Re(s) > 0,
(Phu)(x, s)

∣∣
Γj

= Op(χ0)u+Qh(s)u,

where for large M we obtain a negligible operator Qh(s) coming from the trace of the action of
S0(s). Here we use the fact that the frequency set of S0(s)w is given by the outgoing rays issued
from W̃F (w) and the outgoing rays issued from [∆,Ψ]Hhu do not meet Γj . Notice that the oper-
ator Ph depends analytically on s.
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Next, let χ1(x, η) + χ2(x, η) = 1 − χ0(x, η), where χ1(x, η) ∈ C∞0 (T ∗(Γj)) is a function with
support in {(x, η) : 1− δ1 ≤ 1− 2ε0 ≤ |η| ≤ 1 + 2ε0}, while χ2(x, η) ∈ C∞(T ∗(Γj)) has support in
{(x, η) : |η| ≥ 1+ ε0}, ε0 > 0 being small enough. In the glancing region following the construction
in Appendix A. II. 3 in [G] and Appendix A. 3 in [SV]), we construct an outgoing parametrix Hg

such that 
(∆x − s2)(Hgu) = s−MBg(s)u, x ∈ Uj ,
(Hgu)(., s) ∈ L2(Ωj) if Re(s) > 0,
Hgu|Γj = Op(χ1)u+ s−MB′g(s)u ,

where Bg(s) and B′g(s) are Fourier-Airy operators with complex parameter. The only difference
with the construction in [G] is that we have s−MBg(s) and s−MB′g(s) instead of operators with
kernel in C̃∞(Uj × Γj) and C̃∞(Γj × Γj), respectively. For this purpose, as in the hyperbolic case,
we use a finite sum of amplitudes instead of an asymptotic infinite sum of symbols. The advantage
is that our parametrix Hg, as well as Bg(s) and B′g(s), depend analytically on s. Now define

(Pgu)(x, s) = ΨHgu− S0(s)
(
s−MΨBg(s)u+ [∆,Ψ]Hgu

)
, x ∈ Ωj .

In the elliptic region the construction of a parametrix in Appendix A. II. 4, [G] is given by a
Fourier integral operator with big parameter λ and complex phase function. When λ is complex,
there are some difficulties to justify this construction (see Appendix A.4 in [SV]). For this reason
in the elliptic region we introduce Peu = Rj(s)

(
Op(χ2)u

)
keeping the analytic dependence on s.

Thus setting Sj(s) = Ph + Pg + Pe, we have
(∆x − s2)(Sj(s)u)(x, s) = 0, x ∈ Ωj , s ∈ D0,

(Sj(s)u)(., s) ∈ L2(Ωj) if Re(s) > 0,
(Sj(s)u)(x, s)

∣∣
Γj

= u+Qj(s)u

where for large M the operator Qj(s) is negligible.

Our strategy is to apply the above construction to the function

w0,j(x, s) =
∞∑

n=nj

Un+2,j(x, s)
∣∣
Γj
,

where
Un+2,j(x, s) =

∑
|j|=n+3,jn+2=j

uj(x, s)

and uj(x, s) are defined in Sect. 3 starting with initial data e−sϕb1(x, s; .). Recall that in the pre-
vious section we obtained estimates for the Cp(Γj) norms of Un+2,j(x, s) for s ∈ D0. Thus applying
Ph, Pg and Pe to w0,j(x, s) we obtain convergent series. Consequently, the function (Sj(s)w0,j)(x, s)
is analytic for s ∈ D0 with values in C∞(Ωj) and here we use the fact that w0,j(x, s) ∈ C∞(Γj). It
is convenient to introduce the following

Definition 2. Let ω ⊂ RN be an open set and let D be a domain in C. We say that the function
U(x, s; k) satisfies the condition (S) in (ω,D) if the following hold:
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(i) for k ≥ 1, U(., s; k) is a C∞(ω)-valued analytic function in D,

(ii) U(., s; k) ∈ L2(ω) for Re s > 0,

(iii) (∆x − s2)U(x, s; k) = 0 in ω for every s ∈ D.

It is clear that (Sj(s)(s)w0,j)(x, s) satisfies the condition (S) in (Ωj ,D0). Taking the sum over
j = 1, . . . , κ0, we conclude that the function

V (0)(x, s) =
κ0∑
j=1

(Sj(s)w0,j)(x, s)

satisfies the condition (S) in (
◦
Ω,D0).

6.2. Traces of Sj(s)w0,j on Γ`. The analysis of the traces
(
Sj(s)w0,j

)
(x, s)

∣∣
Γ`
, ` 6= j, is more

difficult. The main contributions come from (Phw0,j)
∣∣
Γ`
, ` 6= j. Our goal is to find the leading term

of Ph
(
Un+2,j(x, s)

∣∣
Γj

)∣∣
Γ`
, ` 6= j. Let j be a configuration such that |j| = n + 3, jn+2 = j and let

e−sϕj(x)aj(x, s) be a term in Un+2,j(x, s). For x ∈ Γj consider

Op(χ0)
(
e−sϕj(x)aj(x, s)|Γj

)
=
∫
e−s(〈x−y,η〉+ϕj(y))χ0(y, η)aj(y, s)dydη

=
T∑
µ=1

∫
e−s(〈x−y,η〉+ϕj(y))χ0(y, η)aj(y, s)βµ(y, η)dydη =

T∑
µ=1

Iµ(x, s),

where βµ ∈ C∞0 (T ∗(Γj)) are cut-off functions such that
∑T

µ=1 βµ(y, η) = 1 for (y, η) ∈ suppχ0(y, η).
For Iµ(x, s) we will apply the stationary phase argument with big complex parameter s ∈ D0

(see for instance, Lemma 2.3 in [G]). The critical points of Iµ(x, s) satisfy the equations x = y, η =
∇yϕ(y), the matrix

Gj(y) =
(
ϕj,y,y −I
−I 0

)
is invertible and we have

(Gj(y))−1 =
( 0 −I
−I −ϕj,y,y

)
.

An application of the stationary phase argument yields

Op(χ0)
(
e−sϕj(x)aj(x, s)|Γj

)
= e−sϕj(x)

[
χ0(x,∇yϕj(x))aj(x, s)

+
M−1∑
q=1

Lq,j(y,Dy, Dη)(χ0aj)(x,∇yϕj(x))s−q +AM,j(x, s)s−M
]
, x ∈ Γj . (6.4)

Here Lq,j(y,Dy, Dη) are operators of order 2q and the form of (Gj(y))−1 shows that all terms in
Lq,j contain derivatives with respect to one of the variables ηi, i = 1, ..., N − 1. Thus, the terms in
(6.4) with coefficients s−q, 1 ≤ q ≤M − 1, vanish if |∇yϕj(x)| ≤ 1− δ1.
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For s ∈ D0 we have

Ph

[ κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

]
= Rj(s)

[(
Op(χ0) +Qh(s)

)( κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

)]
and for large M , the operator Qh,j,`u = (Rj(s)Qh(s)u)

∣∣
Γ`
, j 6= `, is negligible.

The leading contribution in the traces on Γ` comes from the trace of the terms

Rj(s)
(
e−sϕj(x)χ0(x,∇yϕj(x))aj(x, s)

∣∣
Γj

)
,

that is from the action of Rj(s) on the leading term in (6.4). To examine this contribution we
construct, as in Sect. 4 in [I3], an asymptotic outgoing global solution

vj,M (x, s) = e−sψj(x)
M∑
µ=1

cj,µ(x, s)s−µ

of the problem {
(∆x − s2)vj,M (x, s) = s−Mrj,M (x, s), x ∈ Ωj ,

vj,M (x, s)
∣∣
Γj

= e−sϕj(x)χ0(x,∇yϕj(x))aj(x, s)
∣∣
Γj
.

We have ψj(x) = ϕj(x) on Γj and the phase ψj(x) is defined following the procedure in Sect. 2.
Moreover, ψj(x) satisfies the condition (P) on Γj . Next, the amplitudes cj,µ(x, s) are determined
globally by the transport equations. It is easy to see that

cj,0(x, s)|Γ`
= −a(j,`)(x, s)|Γ`

, ` 6= j,

where (j, `) is the configuration (j0, j1, ..., jn+2 = j, `). This follows from the definition of a(j,`)(x, s)
in Sect. 3 and from the transport equation for the leading term cj,0 (see Section 4 in [I3]) combined
with the fact that if cj,0(x, s)|Γ`

6= 0, then x must lie on a ray issued from (y,∇yϕj(y)) with
χ0(y,∇yϕj(y)) = 1. The sign (-) appears since for the configurations (j, `) we have to include
the factor (−1)n+4. Next, we choose a function Φ ∈ C∞0 (|x| ≤ ρ0 + 1) which is equal to 1 in a
neighborhood of K and introduce

Vj,M (x, s) = Φvj,M (x, s)− S0(s)
(
s−Mrj,M (x, s) + [∆,Φ]vj,M (x, s)

)
.

We have (∆x − s2)Vj,M (x, s) = 0 in Ωj and for M large the traces

Vj,M (x, s)
∣∣
Γ`
−
(
Rj(s)

[(
e−sϕj(x)χ0(x,∇yϕj(x))aj(x, s)

)∣∣
Γj

])∣∣
Γ`
, ` = 1, ..., κ0

are negligible terms coming from the action of S0(s). We obtain this first for the trace on Γj and
then use the estimates for the resolventRj(s). On the other hand, for largeM we get Vj,M (x, s)

∣∣
Γ`

=
vj,M (x, s)

∣∣
Γ`

modulo negligible terms related to the action of S0(s). Thus the leading term of the

trace on Γ` is e−sϕj(x)cj,0(x, s)
∣∣
Γ`
.

Next, consider e−sϕj(x)bj(x, s)
∣∣
Γj

with bj(x, s)|Γj = 0 for |∇yϕj(x)| ≤ 1− δ1. Moreover, assume
that if bj(x, s) 6= 0 for x ∈ Γj , then x is lying on a segment issued from some obstacle K`, ` 6= j.
From (6.4) we see that the terms with coefficients s−q, 1 ≤ q ≤ M − 1, have these properties.
According to Theorem A. II. 12 in [G], the frequency set of Rj(s)

(
e−sϕj(x)bj(x, s)|Γj

)
is included in

the set determined by the outgoing rays issued from W̃F
(
e−sϕj(x)bj(x, s)

∣∣
Γj

)
. According to Lemma

1, our choice of δ1 shows that these rays do not meet a neighborhood of ∪` 6=jK`. Consequently, the
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traces of Rj(s)
(
e−sϕj(x)bj(x, s)|Γj

)
on Γ`, ` 6= j, are negligible. It is clear also that all terms with

factors s−q will produce traces with this factor.

For fixed n and fixed j, ` 6= j we take the finite sum over the configurations |j| = n + 3 of all
terms having coefficient s−q, 1 ≤ q ≤M, in the traceRj(s)

(
Op(χ0)Un+2,j

∣∣
Γj

)∣∣
Γ`

and we denote this

sum by s−1Rh,n,j,`(x, s). Since we cannot estimate directly the series with the contributions s−q,
we are going to include in s−1Rh,n,j,`(x, s) all terms mentioned above as negligible and appearing
with coefficients s−q, 1 ≤ q ≤M.

Thus for fixed n, summing over j = 1, ..., κ0, j 6= ` and j, we obtain all configurations j with
|j| = n+ 4, jn+3 = ` and we conclude that(

Ph

κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

)∣∣
Γ`

= −
∑

|j|=n+4,n+3=`

e−sϕj(x)aj(x, s)
∣∣
Γ`

+ s−1Rh,n,j,`(x, s) (6.5)

+Qh,j,`

( κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

)
.

To treat (Pgw0,j)|Γ`
, ` 6= j, we apply the same argument. Observe that according to the results

in Appendix II in [G], the frequency set of Rj(s)
(
Op(χ1)Un+2,j(x, s)

∣∣
Γj

)
is related to the outgoing

rays issued from the frequency set of

Op(χ1)
( ∑
|j|=n+3, jn+2=j

e−sϕj(x)aj(y, s)|Γj

)
.

For every j the frequency set of Op(χ1)
(
e−sϕj(y)aj(y, .)

∣∣
Γj

)
is given by (y,∇yϕj(y)) such that

y ∈ supp aj(y, .)
∣∣
Γj
, |∇yϕj(y)| ≥ 1− δ1.

If y ∈ Γj has this property and aj(y, .)
∣∣
Γj
6= 0 for some configuration j, then y is lying on a segment

issued from some Γµ, µ 6= j. Our choice of δ1 guarantees that the outgoing rays mentioned above
pass outside a neighborhood of ∪` 6=jKj . Thus, we deduce(

Pg

κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

)∣∣
Γ`

= s−MRg,n,j,`(x, s). (6.6)

Here the series
∑∞

n=0Rg,n,j,` is convergent but we cannot show that s−M
∑∞

n=0Rg,n,j,` is negligible.
In fact, the results of Theorem 3 cannot be applied to this series and for this reason we take M = 1
in (6.6) and consider Rg,n,j,` together with the terms Rh,n,j,`. A similar analysis can be applied to

Rj(s)
(
Op(χ2)Un+2,j

∣∣
Γj

)∣∣
Γ`

since there are no outgoing rays issued from the elliptic region, and we
obtain (

Rj(s)
(
Op(χ2)Un+2,j

)∣∣
Γj

)∣∣
Γ`

= Qe,j,`

(
Un+2,j

∣∣
Γj

)
,

where the operator Qe,j,` has kernel in C̃∞(Γ` × Γj).

Summing over n and j = 1, ..., κ0, we conclude that for x ∈ Γ we have

V (0)(x, s; k) = m(x, s; k) + s−1R1(x, s; k) + s−MQM,0(x, s; k), (6.7)
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where in the notations the dependence on k is involved. The cancellation of the leading terms
follows from the equality (

a(j,`)(x, s) + aj(x, s)
)∣∣
x∈Γ`

= 0, ` 6= j ,

and the representation (6.5). The negligible terms coming from the action of Qh,j,`, Qe,j.`, j, ` =
1, ..., κ0 to w0,j are included in s−MQM,0(x, s; k), while R1(x, s; k) is the sum over n, j and ` of
the contributions Rh,n,j,`(x, s; k) and Rg,n,j,`(x, s; k) coming from (6.6) with M = 1. Applying the
estimates for Un+2,j

∣∣
Γj

and the analyticity of Ph, Pg and Pe, we deduce that QM,0(x, s; k) and

V (0)(x, s; k)
∣∣
Γ

are analytic for s ∈ D0. Thus we conclude that R1(x, s; k) is analytic for s ∈ D0. We
can prove directly that R1(x, s; k) is analytic examining the series

∞∑
n=nj

Ph,n,j,`(x, s; k),
∞∑

n=nj

Pg,n,j,`(x, s; k).

In fact, it suffices to obtain estimates |Ph,n,j,`| ≤ Bh,j,`θ̃
n,∀n ∈ N, and we treat this question in

the next subsection. Thus the analyticity of R1(x, s; k) is not related to the analyticity of V (0) and
QM and we may work with a parametrix Pe which is not analytic in s (see Appendix A. 4 in [SV]
and Sect. 8). This could simplify a little bit our argument, but we arrange V (0) to be analytic in
order to have similarity with the construction in [I3]. On the other hand, to obtain estimates for
the outgoing resolvent better than (6.2) we must use an approximation by a parametrix.

6.3. Estimates of R1(x, s; k). To estimate R1(x, s; k) we need to estimate Rh,n,j,` and Rg,n,j,`. To
deal with Rh,n,j,`, we use the equality (6.5). Notice that the trace(

Ph

κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

)∣∣
Γ`

is given by the trace on Γ` of

S0(s)
[(
s−MBM (s) + [∆,Ψ]Hh

) κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj

]
.

The term involving s−M is easy to be handled, and we treat the term with [∆,Ψ]. Applying the
estimates (5.7) with p = 0 and applying the L2 estimates for the action of the Fourier integral
operator Hh, we get

‖[∆,Ψ]Hh

( κ0∑
j=1, j 6=`

Un+2,j

)∣∣
Γj
‖0 ≤ Cj,`|s|2+β0〈s+ ik〉θ̃n,

where β0 and 0 < θ̃ < 1 were introduced in Sect. 5 and 〈s + ik〉 comes from (5.7). Next for
g ∈ C0(RN ) with compact support we write S0(s)g = Es ∗ g, where Es(x) is the kernel of S0(s).
This kernel has the form

Es(x) =
i
4

( s

2π|x|

)γ
H(1)
γ (s|x|), γ = (N − 2)/2,

where H(1)
γ (z) is the Hankel function of first type. Since Γ` ∩ supp Ψ = ∅, we can estimate the Cp

norms of
(
S0(s)[∆,Ψ]w

)∣∣
Γ`

exploiting the estimates for the derivatives of H(1)
γ (z). Thus setting
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βN = (N − 3)/2 + β0, we deduce

‖S0(s)[∆,Ψ]Hh

κ0∑
j=1, j 6=`

Un+2,j

∣∣
Γj
‖Γ`,p ≤ Bj,`,p〈s+ ik〉|s|2+p+βN θ̃n. (6.8)

Next for the sum
∑

|j|=n+4,n+3=` e
−sϕj(x)aj(x, s)

∣∣
Γ`

in (6.5) we apply Theorem 3(b). Conse-
quently, summing over n, we obtain estimates for s−1

∑∞
n=nj

Ph,n,j,` with the same order as in (6.8).

The analysis of Rg,n,j,` is very similar. To estimate [∆,Ψ]Hg(
∑κ0

j=1, j 6=` Un+2,j

∣∣
Γj

), we observe
that outside a small neighborhood of Kj the parametrix Hg in the glancing domain can be written

as a Fourier integral operator with real phase and we may estimate
(
S0(s)|∆,Ψ]Hgw

)∣∣
Γ`

as in the
hyperbolic case discussed above. For the remainder Q0,M (x, s; k) we have

‖QM,0(x, s; k)‖Γ,p ≤ Dp〈s+ ik〉p+2|s|p+2+β0 , p ∈ N, (6.9)

where 〈s+ik〉p+2 comes form the estimates of the amplitude b1(x, s; k). Finally, we get the following
crude estimates

‖R1(x, s; k)‖Γ,p ≤ Cp〈s+ ik〉p+2|s|p+3+βN , s ∈ D0, ∀p ∈ N (6.10)
and the term s−1‖R1(x, s; k)‖Γ,0 has no order O(|s|−1) for all s ∈ D0.

It is important to note that in the domain of absolute convergence Re(s) > s0 +d > s0 we have
better estimates for R1(x, s; k). First, in this domain for all γ and |x| ≤ R the series

Dγ
x

( ∞∑
n=1

∑
|j|=n

e−sϕj(x)aj(x, s)
)

(6.11)

are absolutely convergent (see [I3]). Next Proposition 2 shows that the phases ϕj(x) and their
derivatives are uniformly bounded with respect to j and by recurrence we obtain the absolute
convergence of the series

∞∑
n=1

∑
|j|=n

e−sϕj(x)Lq,j(x,Dx)aj(x, s),

Lq,j(x,Dx) being partial differential operators of order q independent on j and n with coefficients
uniformly bounded with respect to j. Now in the equality (6.4) we can sum over the configurations
j and after the action of Rj(s) the sum of all terms with coefficients s−q, 1 ≤ q ≤M − 1, and the
remainder yield contributions which can be included in QM,0. To deal with the traces of

∞∑
n=0

∑
|j|=n+3,jn+2=j

Rj(s)
(
χ0(x,∇yϕj(x))aj(x, s)e−sϕj(x)

∣∣
Γj

)
,

we can exploit the estimates in Sects. 4, 5 in [I3] for the amplitudes cj,µ(x, s) of the asymp-
totic solutions vj,M (x, s). In the same way, we can estimate and sum the negligible contributions
s−MRg,n,j,` coming from the glancing region and show that they yield a negligible term. Thus, for
Re(s) > s0 + d > s0 we deduce

‖R1(x, s; k)‖Γ,p ≤ Cp,d〈s+ ik〉p+2|s|p, p ∈ N, (6.12)

while for |s+ ik| ≤ a+ 1 we obtain

‖R1(x, s; k)‖Γ,p ≤ C ′p,dk
p, p ∈ N. (6.13)
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7. Higher order terms of the asymptotic solution

Our purpose is to improve (6.7) by higher order approximations V (j)(x, s; k), j = 1, ..,M − 1,
where M is an integer such that M > (N − 1)/2. In particular, for N = 2 we can take M = 1 and
the construction in Sect. 6 is sufficient. Recall that the term R1(x, s; k) in the previous section has
the form

∞∑
n=nj

κ0∑
j,`=1

(
Rh,n,j,`(x, s; k) +Rg,n,j,`(x, s; k)

)
with n1 = −2 and nj = −1 for j 6= 1. Fix j and ` and set

e−sϕn(x)m
(j,`)
1,n (x, s; k) = Rh,n,j,`(x, s; k) +Rg,n,j,`(x, s; k), x ∈ Γ`,

where ϕn(x) is one of the phases ϕj(x) in Un+2,j(x, s; k). The choice of ϕn is not important and we
omit in the notation the dependence of (j, `). The analysis in the previous section shows that we
have the estimates

‖m(j,`)
1,n (x, s; k)‖Γ`,p ≤ Dp〈s+ ik〉p+2|s|p+3+βN θ̃n,∀n ∈ N, (7.1)

where 0 < θ̃ < 1 is the same as in Sect. 5. Here and below we denote by F (j,`) some terms
depending on the traces on Kj and Kl, j, ` = 1, . . . , κ0, while j, j′ denote configurations. Now for
fixed n we apply the construction of Sects. 3 and 6 to the oscillatory data e−sϕn(x)m

(j,`)
1,n (x, s; k)

and we obtain a series
∑∞

m=−1 U
(j,`)
1,n,m(x, s; k) with

U
(j,`)
1,n,m(x, s; k) =

∑
|j′|=m+3,j′m+2=l

(−1)m+2e−sϕ1,n,j′ (x)a
(j,l)
1,n,j′(x, s; k),

where the phase functions ϕ1,n,j′(x) depend on the configurations j′. Taking the summation over
n, we are going to study the double series

w1,j,`(x, s; k) =
∞∑

n=nj

∞∑
m=−1

U
(j,`)
1,n,m(x, s; k)

∣∣
Γ`
, x ∈ Γ`. (7.2)

We repeat the argument of the Sect. 5 for σ0 ≤ Re(s) ≤ 1 and applying (7.1) and Theorem 3(b),
we get the estimates

‖U (j,`)
1,n,m(x, s; k)‖Γ`,p ≤ D′

p〈s+ ik〉p+3|s|p+4+βN+β0 θ̃n+m, ∀n ∈ N,∀m ∈ N , (7.3)

with constants D′
p independent of n,m ∈ N. Thus, the double series defining w1,j,`(x, s; k) is

convergent. Applying S`(s) to w1,j,`(x, s; k) and exploiting (7.3), we justify the convergence of the
corresponding series and for s ∈ D0 we obtain analytic terms. The function

V (1)(x, s; k) = −s−1
κ0∑
j,`=1

S`(s)
(
w1,j,`(x, s; k)

)
satisfies the condition (S) in (

◦
Ω,D0) and for s ∈ D0 and x ∈ Γ we get

V (0)(x, s; k) + V (1)(x, s; k) = m(x, s; k) + s−2R2(x, s; k) + s−MQM,1(x, s; k). (7.4)

Here R2(x, s; k) and QM,1(x, s; k) are analytic for s ∈ D0, QM,1 satisfies the same estimates as in
(6.9), while for R2(x, s; k) we have

‖R2(x, s; k)‖Γ,p ≤ Cp〈s+ ik〉p+3|s|p+6+2βN , ∀p ∈ N. (7.5)
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For Re(s) > s0 + d > s0 we obtain again better estimates, since we can choose ϕn(x) = ϕj(x) and
m

(j,`)
1,n (x, s; k) = cj,1(x, s; k)

∣∣
Γ`
, where cj,1(x, s; k) is the coefficient in front of s−1 in the asymptotic

solution vj,M (x, s; k) introduced in Sect. 6. Exploiting the convergence of the series (6.11), we
deduce that in this domain the growth in the right hand side of (7.5) is 〈s+ ik〉p+3|s|p.

Repeating this procedure, we construct V (j)(x, s; k), 0 ≤ j ≤M−1, which are analytic functions

for s ∈ D0 with values in C∞(Ω). They satisfy the condition (S) in (
◦
Ω,D0) and we have

M−1∑
j=0

V (j)(x, s; k) = m(x, s; k) + s−MQM (x, s; k), x ∈ Γ , (7.6)

with polynomial estimates

‖QM (x, s; k)‖Γ,0 ≤ CM 〈s+ ik〉L(M)|s|N(M), s ∈ D0. (7.7)

Here QM (x, s; k) is analytic for s ∈ D0 and CM depend on the norms of the derivatives of ψ(x) and
b(x, s; k) involved in the boundary data m(x, s; k) introduced in the beginning of Sect. 6. Thus, we
establish crude estimates with orders N(M), L(M) depending on M and it seems quite difficult to
obtain more precise estimates for s ∈ D0. Of course, we have N(M) > M , however we will apply
the above estimates for fixed M and the precise value of N(M) is not important for our argument.
For Re(s) ≥ s0 + d > s0, Im(s) ≤ −J the absolutely convergence of (6.11) implies

‖QM (x, s; k)‖Γ,0 ≤ CM,d〈s+ ik〉L(M). (7.8)

The constant CM,d depends on d but L(M) is independent of d. Now we fix an integer M ∈ N so
that M > N−1

2 , N(M) and L(M) are fixed. Next, we fix d > 0 small enough so that

d
N(M)

s0 + d− σ0
< M − N − 1

2
.

In the domain {s ∈ C : σ0 ≤ Re(s) ≤ s0 + d < 0, Im(s) ≤ −J} consider the analytic with
respect to s function

F (x, s; k) =
QM (x, s; k)
(s+ ik)L(M)

.

The estimates (7.7) and (7.8) combined with the Phragmen-Lindelöf theorem (see [T]) show that
for s ∈ {s ∈ C : Re(s) = t, σ0 ≤ t ≤ s0 + d, Im(s) ≤ −J}, we have

‖F (x, s; k)‖Γ,0 ≤ AM |s|κ(t),
κ(t) being the linear function such that κ(σ0) = N(M), κ(s0 + d) = 0. We can choose σ1 < s0 so
that 0 ≤ κ(t) ≤ α for σ1 ≤ t ≤ s0 + d with some 0 < α < M − N−1

2 . Thus, for σ1 ≤ Re(s) ≤
s0 + d, Im(s) ≤ −J, |s+ ik| ≤ |σ0|+ 1 we get

‖QM (x, s; k)‖Γ,0 ≤ AM |s+ ik|L(M)|s|α ≤ BMk
α, k ≥ 1. (7.9)

Moreover, the constant BM depends on the derivatives of∇ψ and b(x, s; k) involved in the boundary
data m(x, s; k) as well as on some global constants depending only on K. The restriction σ1 ≤
Re(s) ≤ s0 + d with s0 + d < 0 was used only to guarantee that the factor (s+ ik)L(M) 6= 0 in this
domain. For Re(s) > s0 + d we can apply the estimate (7.8) to obtain (7.9) with another constant
AM and α = 0. Consequently, for some fixed c such that s0 + c ≥ 1 the estimates (7.9) hold for

s ∈ D1 = {s ∈ C : σ1 ≤ Re(s) ≤ s0 + c, Im(s) ≤ −J, |s+ ik| ≤ |σ0|+ c}.
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8. Integral equation on the boundary

The purpose in this section is to define for s ∈ D1 an operator R(s, k) : L2(Γ) → C∞(
◦
Ω), where

k > J + |σ0| + c will be taken sufficiently large and D1 is the domain introduced in the previous
section. The operator R(s, k) satisfies

(∆x − s2)R(s, k)f = 0, x ∈
◦
Ω,

R(s, k)f ∈ L2(Ω), for Re (s) > 0,
R(s, k)f

∣∣
Γ

= f

(8.1)

and to arrange the boundary condition we will solve an integral equation on Γ. After the construc-
tion of a solution

∑M−1
j=0 V (j)(x, s; k) with the properties in Sect. 7, it was mentioned in Proposition

2.4 in [I3] that the existence of R(s; k) can be obtained by the argument in [I2]. On the other hand,
[I2] deals with the case of two strictly convex obstacles and in that case the geometry of the trapping
rays is rather different from that in [I3] and our paper. For the sake of completeness we will discuss
briefly how we can construct R(s, k) by using the construction in Sects. 6-7 in the hyperbolic region
and those in [I1], [I3], [SV] in the glancing and elliptic regions.

Fix M > (N − 1)/2 and 0 < α < M − N−1
2 as in the previous section and j ∈ {1, ..., κ0}. Let

Y ⊂ Γj and let F ∈ L2(Γj) with suppF ⊂ Y. As in Sect. 6, choose local coordinates (y, η) in T ∗(Y )
with y = (y1, . . . , yN−1) ∈W ⊂ RN−1 , and write

F (y) = (2π)−N+1

∫
ei<y,η>F̂ (η)dη =

( k
2π

)N−1
G(y)

∫
eik<y,η>F̂ (kη)dη,

where G(y) ∈ C∞0 (RN−1), G(y) = 1 on supp F (y) and

F̂ (η) =
∫
e−i<y,η>F (y)dy.

Consider a partition of unity χ0(η) + χ1(η) + χ2(η) = 1 with C∞ functions χi(η), 0 ≤ χi(η) ≤
1, i = 0, 1, 2, such that

supp χ0(η) ⊂ {η : |η| ≤ 1− δ1/2}, supp χ1(η) ⊂ {η : 1− 2
3
δ1 ≤ |η| ≤ 1 +

2
3
δ1},

supp χ2(η) ⊂ {η : |η| ≥ 1 + δ1/2},
0 < δ1 < 1 being the constant in Sect. 6. Set

Fi(y) =
( k

2π

)N−1
G(y)

∫
eik<y,η>χi(η)F̂ (kη)dη, i = 0, 1, 2.

To treat F0 we will apply the results of Sects. 3-7. Consider the function

ψ(y; η) =< y, η >, y ∈W, |η| < 1− δ1/2.

We can construct a phase function ϕ = ϕ(x; η) defined in Vj such that

(i) ϕ
∣∣
suppG

= ψ(y; η), y ∈W,

(ii)
∂ϕ

∂ν
(x; η)

∣∣
Vj∩Γj

≥ δ2 > 0, y ∈W,

(iii) the phase ϕ(x; η) satisfies the condition (P) on Γj .
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The local existence of ϕ(x; η) satisfying the conditions (i)-(ii) has been discussed in [I2], [I3].
To arrange (iii), we use a suitable continuation and we treat this problem in Appendix B below.
Starting with the oscillatory data m0(y; η) = (2π)−N+1G(y)eik〈y,η〉, |η| ≤ 1 − δ1/2 and applying
the argument of Sects. 6-7, we construct an approximative solution V0(x, s; k, η) which satisfies the

condition (S) in (
◦
Ω,D1) and such that

V0(y, s; k, η) = m0(y; η) + s−MQM (y, s; k, η), x ∈ Γ.

Moreover, for QM (x, s; k, η) we have the estimate (7.9) and it is clear that the constants BM and
α in (7.9) can be chosen uniformly with respect to η, |η| ≤ 1− δ1/2. Define the operator

U0(s; k)F =
∫
V0(x, s; k, η)χ0(η)F̂ (kη)kN−1dη

with values in C∞(Ω) so that U0(s; k)F satisfies the condition (S) in (
◦
Ω,D1) and

U0(s; k)F |Γ = F0 + s−M
∫
QM (x, s; k, η)χ0(η)F̂ (kη)kN−1dη

= F0 + L0(s; k)F.
Therefore

‖L0(s; k)F‖2
L2(Γ) ≤ C0

(∫
|η|≤1−δ1/2

k−M+(N−1)/2+α|F̂ (kη)|k(N−1)/2dη
)2

≤ C0k
−2M+N−1+2α

∫
|η|≤1−δ1/2

dη

∫
RN−1

|F̂ (kη)|2kN−1dη ≤ C1k
−2M+N−1+2α‖F‖2

L2(Γ)

with a constant C1 > 0 depending only on K. Moreover, for s ∈ D1 we obtain the estimate

‖U0(s; k)F‖L2(Ω∩{|x|≤R}) ≤ C0,Rk
m0‖F‖L2 . (8.2)

To prove this, it is sufficient to show that

‖V0(x, s; k, η)‖L2(Ω∩{|x|≤R}) ≤ C ′0,Rk
p0 , s ∈ D1 , (8.3)

uniformly with respect to |η| ≤ 1− δ1/2. On the other hand,

V0(x, s; k, η) = V (0)(x, s; k, η)−
M−1∑
m=1

V (m)(x, s; k, η)s−m

and

V (m)(x, s; k, η) =
κ0∑

j1,j2,...,jm=1

Sjm(s)wj1,j2,...,jm(x, s; k, η).

Here wj1,j2,...,jm(x, s; k, η), x ∈ Γ`, are infinite series and the estimates of ‖V (m)‖L2(Ω∩{|x|≤R}) follow
from the estimates for the operators Hh,Hg, S0(s), Pe and the estimates for ‖wj1,j2,...,jm‖H2(Γm).
According to the recurrence procedure in Sect. 7, we deduce that

‖wj1,j2,...,jm‖H2(Γm) ≤ D`|s|q(m), s ∈ D1,m = 0, ...M − 1 ,

for some integers q(m), and we get (8.3) with p0 = supm q(m).
To deal with F1(y), introduce ξ(y, η) ∈ SN−1 such that

ξ(y, η)− 〈ν(y), ξ(y, η)〉 = η, (y, η) ∈ Ξ = suppG× {η : −2
3
δ1 ≤ |η| − 1 ≤ 2

3
δ1}
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and consider ζ(y, η) = ξ(y, η)− 2〈ν(y), ξ(y, η)〉ν(y) ∈ SN−1. Our choice of δ1 in Sect. 6 and Lemma
1 show that at least one of the rays {y + tξ(y, η) : t ≥ 0}, {y + tζ(y, η) : t ≤ 0} does not meet
a d0-neighborhood of

⋃
` 6=jK`. For every fixed (y0, η0) ∈ Ξ we have the above property for at

least one of the rays related to ξ(y0, η0) and ζ(y0, η0) and the same is true for (y, η) sufficiently
close to (y0, η0). Consider a microlocal partition of unity

∑M1
µ=1 ψµ(y)Ξµ(η) = 1 on Ξ so that

supp Ξµ ⊂ {η : −δ1 ≤ |η| − 1 ≤ δ1}, while for (y, η) ∈ supp ψµΞµ we have the property of the
rays mentioned above. We fix µ and assume first that the outgoing rays {y + tξ(y, η) : t ≥ 0},
(y, η) ∈ supp ψµΞµ do not meet a neighborhood of

⋃
` 6=jK`. Consider boundary data

m̃µ(y; k, η) = (2π)−N+1G(y)ψµ(y)eik〈y,η〉, η ∈ supp Ξµ.

Following Proposition 4.7 in [I3] (see also Proposition 7.5 in [I1]), for every M ≥ 1 there exists a
function Zµ,M (x, s; k, η) which satisfies condition (S) in (Ωj ,D1) and

‖Zµ,M (., s; k, η)‖Cp(Ωj∩{|x|≤R}) ≤ CR,pk
p, ∀p ∈ N, (8.4)

Zµ,M (y, s; k, η) = m̃µ(y; k, η) + r−MDµ,M (y, s; k, η), y ∈ Γ ,

with
‖Dµ,M (., s; k, η)‖Γ,p ≤ Cpk

p, ∀p ∈ N.
The constants in the above estimates are uniform with respect to η and µ and they depend only
on the geometry of K.

The construction of Zµ in [I1] is long and technical. We sketch below the main points. The
starting point is to introduce oscillatory boundary data

(2π)−N+1G(y)ψµ(y)h(t)eik(〈y,η〉−t), η ∈ supp Ξµ ,

depending on y and t with h ∈ C∞0 (R+), supp h ⊂ (T, T +1), T > 1 and to construct an asymptotic
solution wµ(x, t; k, η) of the wave equation (∂2

t −∆x)u = 0 for t ≥ 0 with supp wµ(x, t; ., .) ⊂ {(x, t) :
t ≥ 0} and big parameter k. We omit in the notation here and below the dependence on M . In
the glancing region we have two phase functions ϕ± = θ(y, η)± 2

3ρ
3/2(y, η) (see [I1], [G], [SV]) and

ϕ± are constructed so that their traces on suppG ∩ Γj coincide with 〈y, η〉. The outgoing rays are
propagating with directions ∇ϕ+, while the incoming rays are propagating with directions ∇ϕ−.
The proofs in [I1] and [I3] work assuming N odd and one considers the Laplace transform

ŵµ(x, s; k, η) =
∫ ∞

−∞
e−stwµ(x, t; k, η)dt, s ∈ D1.

The assumption N odd is used only by applying the strong Huygens principle to guarantee that for
every fixed x ∈ Ωj the support of wµ with respect to t is compact, hence the integral is convergent.
For N even we apply the finite speed of propagations and the fact that the supports of the solutions
of the transport equations are propagating along the rays {y+ t∇ϕ+(y, η) : t ≥ 0} to show that for
|x| ≤ ρ0 the solution wµ(x, t; k, η) vanishes for t large. This justifies the existence of ŵµ(x, s; k, η)
for |x| ≤ ρ0. Next, using the notation of Sect. 6, consider

Zµ(x, s; k, η) =
1

ĥ(s+ ik)

[
Φŵµ − S0(s)

(
Φ(∆x − s2)ŵµ + [∆,Φ]ŵµ

)]
, (8.5)

where h is chosen so that ĥ(s + ik) 6= 0 for |s + ik| ≤ |σ0| + c. Now let µ be such that the rays
{y + tζ(y, η) : t ≤ 0}, (y, η) ∈ supp ψµΞµ, do not meet a neighborhood of

⋃
` 6=jK`. In this case we

repeat the procedure in Section 7 in [I1] and Section 4 in [I3] to construct an asymptotic solution
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wµ(x, t; k, η) of the wave equation for t ≤ 0 with supp wµ(x, t; ., .) ⊂ {(x, t); t ≤ 0} starting with
oscillatory boundary data

(2π)−N+1G(y)ψµ(y)h(−t)e−ik(−〈y,η〉−t), η ∈ supp Ξµ.

We express 〈y, η〉 by the trace of the phase function ϕ−
∣∣
Γj

related to the incoming directions and
we consider for |x| ≤ ρ0 the Laplace transform

ŵµ(x, s; k, η) =
∫ ∞

−∞
estwµ(x, t; k, η)dt, s ∈ D1.

Next, we define Zµ(x, s; k, η) by (8.5) using the outgoing parametrix S0(s) and deduce the estimates
(8.4). Finally, we introduce

U1(s; k)F =
M1∑
µ=1

∫
Zµ(x, s; k, η)Ξµ(η)χ1(η)F̂ (kη)kN−1dη

and conclude that U1(s; k)F is analytic for s ∈ D1 and satisfies{
(∆x − s2)U1(s; k)F = 0, x ∈ Ωj ,

U1(s; k)F
∣∣
Γ

= F1 + L1(s; k)F.

As above, exploiting the estimates (8.4), we obtain

‖L1(s; k)F‖L2(Γ) ≤ CMk
−M‖F‖L2(Γ), s ∈ D1,

and
‖U1(s; k)F‖

L2(
◦
Ω ∩{|x|≤R})

≤ C1,Rk
N−1

2 ‖F‖L2 . (8.6)

Now we pass to the analysis of the term F2 in the elliptic region. Let Ũj be a small neighborhood
of Kj and let Uj = Ũj \ Kj . Following [SV], Appendix A. 4, we construct a parametrix He :
C̃∞(supp G) −→ C̃∞(Uj) as a Fourier integral operator with complex phase function ϕ̃(x, η) and
big parameter k having the form

(Heu)(x, s) =
( s

2π

)N−1
∫
eik(ϕ̃(x,η)−〈y,η〉)ã(x, η, k)u(y)dydη,

so that {
(∆s − s2)Heu = Keu, x ∈ Uj ,
Heu

∣∣
Γj

= Op(Gχ2)u,
,

where

Op(Gχ2)u =
( k

2π

)N−1
∫
eik〈x−y,η〉G(x)χ2(η)u(y)dydη.

The last operator is defined for u ∈ C∞(Γj) but it can be prolonged to F ∈ L2(Γj) since the symbol
χ2(η) ∈ S(0,0)

0,0 (see Proposition A.I. 6 in [G]).
Assume that locally the boundary Γj is given by the equation xN = 0 and let locally Uj ⊂

{xN ≥ 0}. To satisfy the equation (∆x − s2)Heu = 0 modulo negligible terms, we must choose ϕ̃
so that

|∇ϕ̃|2 = −
( s
k

)2
= γ2, ϕ̃

∣∣
Γj

= 〈x, η〉. (8.7)
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For |s + ik| ≤ |σ0| + c we see that γ = 1 +O(k−1) is a complex parameter close to 1 and we may
repeat the argument in Appendix A. 4 in [SV] and Appendix A. II. 4 in [G] to construct ϕ̃ with
the properties

Im ϕ̃(x, η) ≥ c0xN (1 + |η|), c0 > 0, |Re ϕ̃(x, η)| ≤ c′0(1 + |η|).
The phase ϕ̃ satisfies the eikonal equation modulo O(x∞N ), the amplitudes satisfy the corresponding
transport equations modulo O(x∞N ) and ã(x, η, k) ∈ S0,0

0,0 . Notice that the sign of Imϕ̃(x, η) is related
to the choice k > 0. We have

Re
(
ik(ϕ̃(x, η)− 〈y, η〉)

)
= −kIm ϕ̃(x, η) ≤ −c0kxN (1 + |η|)

and the integral HeF is convergent for xN > 0 and F ∈ L2(Y ). Moreover, we have

sup
xN≥0

xmNe
−c0xN (1+|η|) ≤ cm(1 + |η|)−mk−m, ∀m ∈ N

and this implies that the kernel of Ke is in C̃∞(Uj × supp G) and we obtain Ke = O(|k|−∞)
uniformly with respect to xN ∈ [0, ε].

Next, let Ψ(x) ∈ C∞0 (Uj) be a cut-off function such that Ψ(x) = 1 in a small neighborhood of
Kj . Define

U2(s; k)F =
[
ΨHe − S0(s)

(
ΨKe + [∆,Ψ]He

)]
F.

Then U2(s; k)F satisfies {
(∆x − s2)U2(s; k)F = 0, x ∈

◦
Ω, s ∈ D1,

U2(s; k)F
∣∣
Γ

= F2 + L2(s; k)F,

but U2(s; k)F is not analytic with respect to s which will not be important for the proof of Theorem
2 below. On the other hand, the trace on Γ of S0(s)[∆,Ψ]HeF is negligible and the same is true
for the trace of S0(s)ΨKeF. Thus, ‖L2(s; k)F‖L2(Γ) ≤ CMk

−M‖F‖L2(Γ), ∀M ∈ N. Moreover, we
have the estimate

‖U2(s; k)F‖L2(Ωj∩{|x|≤R}) ≤ C2,R‖F‖L2(Γ) (8.8)

which is a consequence of L2 estimates of ΨHeF and [∆,Ψ]HeF . In fact, the estimate of ‖[∆,Ψ]HeF‖L2

is easy since Ψ = 1 in a neighborhood of Ωj and the kernel of [∆,Ψ]He is in C̃∞(Uj × supp G).
To estimate ‖ΨHeF‖L2 , we observe that for small xN ≥ 0, He is a Fourier integral operator with
non-degenerate phase function of positive type φ(x, y, η) = ϕ̃(x, η)− 〈y, η〉 (see Definition 25.4.3 in
[H]). Thus, we can estimate

‖(HeF )(xN , ., s; k)‖L2(Uj∩{xN=z}) ≤ B‖F‖L2(Γ)

uniformly with respect to z ∈ [0, ε] (see Theorem 25.5.6 in [H]) and this leads to (8.8). Finally,
introduce

LY (s; k)F = U0(s; k)F + U1(s; k)F + U2(s; k)F

and conclude that

LY (s; k)F |Γ = F +
2∑
i=0

Li(s; k)F = F +QY (s; k)F

with
‖QY (s; k)F‖L2(Γ) ≤ BY k

−M+(N−1)/2+α‖F‖L2(Ω).
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By using a partition of unity on Γ, we define an operator

L(s; k) : L2(Γ) 3 f −→ L(s; k)f ∈ C∞(
◦
Ω)

and deduce that L(s; k)f satisfies
(∆x − s2)L(s, k)f = 0, x ∈

◦
Ω,

L(s, k)f ∈ L2(Ω), for Re (s) > 0,
L(s, k)F

∣∣
Γ

= f +Q(s; k)f

with

‖Q(s; k)f‖L2(Γ) ≤ Bk−M+(N−1)/2+α‖f‖L2(Γ).

Choosing k1 sufficiently large, the operator I+Q(s; k) : L2(Γ) → L2(Γ) is invertible for s ∈ D1 and
k ≥ k1. We define

R(s, k)f = L(s; k)(I +Q(s; k))−1f : L2(Γ) −→ C∞(
◦
Ω)

and it is clear that R(s, k)f for s ∈ D1 satisfies (8.1).

Proof of Theorem 2. Given g ∈ L2(
◦
Ω) and χ ∈ C∞0 (

◦
Ω) with supp χ ⊂ {|x| ≤ ρ}, ρ ≥ ρ0, by

(6.3) we obtain S0(s)(χg) ∈ H1(|x| ≤ ρ) and this yields [S0(s)(χg)]
∣∣
Γ
∈ H1/2(Γ). Setting s = iz,

consider for Im (z) < 0

v = S0(iz)(χg)−R(iz, k)
(
[S0(iz)(χg)]

∣∣
Γ

)
. (8.9)

Then for the cut-off resolvent Rχ(z) introduced in Sect. 1 we get

Rχ(z)(χg) = χv, Im (z) < 0.

The operators χS0(iz)χ and Rχ(z) admit respectively analytic and meromorphic continuation from
Im (z) < 0 to {z ∈ C : Im (z) ≤ −σ1, Re (z) < −J1}, where −J1 = min{−J, |σ0| + c − k1}. Thus,
χR(iz, k)

(
[S0(iz)(χg)]

∣∣
Γ

)
is also meromorphic in this domain and to show that it is analytic for

iz ∈ D1 it suffices to prove that this operator is bounded. For iz ∈ D1 this follows from the
estimates (8.2), (8.6), (8.8) above and we obtain a polynomial bound for ‖χR(iz, k)‖

L2(Γ)→L2(
◦
Ω)

.

Consequently, Rχ(z) admits an analytic continuation and we get (1.7) for Re (z) < −J1 < 0. Next
to cover the case Re (z) > J1 > 0, we can use the fact that the poles of Rχ(z) are symmetric with
respect to iR+ or repeat the argument with k << 0.

To obtain Corollary 1 we establish the estimate

‖Rχ(z)‖
HL(

◦
Ω)→L2(

◦
Ω)
≤ C(1 + |z|)m−L, z ∈ S,

where m ∈ N is the integer in (1.7) and L ∈ N, L > m. The proof goes repeating that in the
non-trapping case (see Theorem 1 in [TZ]) and we omit the details.
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9. Appendix A : Stable and instable manifolds for open billiards

Let z0 = (x0, u0) ∈ S∗(Ω). For convenience we will assume that x0 /∈ K. Assume that the
backward trajectory γ−(z0) determined by z0 is bounded, and let η ∈ Σ−A be its itinerary.

Given x ∈ RN and ε > 0, by B(x, ε) we denote the open ball with center x and radius ε in RN .
In this section we use some tools from [I3] to construct the local unstable manifold4 W u

loc(z0) of
z0 in S∗(Ω) and show that it is Lipschitz in z0 (and η). In a similar way one deals with local stable
manifolds.

Notice that if the boundary Γ of K is only Ck (k ≥ 2) the C∞ smoothness below should be
replaced by Ck.

Proposition 4. There exists a constant ε0 > 0 such that for any z0 = (x0, u0) ∈ S∗δ0(Ω∩B0) whose
backward trajectory γ−(z0) has an infinite number of reflection points Xj = Xj(z0) (j ≤ 0) and
η ∈ Σ−A is its itinerary, the following hold:

(a) There exists a smooth (C∞) phase function ψ = ψη satisfying part (i) of the condition (P)
on U = B(x0, ε0)∩Ω such that ψ(x0) = 0, u0 = ∇ψ(x0), and such that for any x ∈ Cψ(x0)∩U+(ψ)
the billiard trajectory γ−(x,∇ψ(x)) has an itinerary η and therefore d(φt(x,∇ψ(x)), φt(z0)) → 0 as
t→ −∞ . That is,

W u
loc(z0) = {(x,∇ψ(x)) : x ∈ Cψ(x0) ∩ U+(ψ)}

is the local unstable manifold of z0. Moreover, for any p ≥ 1 there exists a global constant Cp > 0
(independent of z0 and η) such that

‖∇ψη‖(p)(U) ≤ Cp . (9.1)

(b) If (y, v) ∈ S∗(Ω ∩ B0) is such that y ∈ Cψ(x0) and γ−(y, v) has the same itinerary η, then
v = ∇ψ(y), i.e. (y, v) ∈W u

loc(z0).

(c) There exist a constant α ∈ (0, 1) depending only on the obstacle K and for every p ≥ 1 a
constant Cp > 0 such that for any integer r ≥ 1 and any ζ, η ∈ Σ−A with ζj = ηj for −r ≤ j ≤ 0,
we have ‖∇ψη −∇ψζ‖p(V ) ≤ Cp α

r, where V = U(ψη) ∩ U(ψζ).

Proof. (a) Take ε0 > 0 so small that whenever (x, u) ∈ S∗δ0/2(Ω∩B0) and (y, v) ∈ S∗(Ω) is such
that ‖x− y‖ < ε0 and ‖u− v‖ < ε0 we have (y, v) ∈ S∗δ0(Ω). Then define U as in part (a) above.

Set,d−m = ‖X−m+1 − X−m‖ and u−m = X−m+1−X−m

‖X−m+1−X−m‖ ∈ Sn−1 (m ≥ 1). Given any integer

m ≥ 1, consider the linear phase function ψ(m) = ψ(m,η) in Ω such that ∇ψ(m) ≡ u−m and
ψ(m)(X−m) = −(d−m + d−m+1 + . . .+ d−1). Then define

ψ(m)
m = ψ(m,η)

m = Φη0
η−1

◦ Φη−1
η−2

◦ . . .Φη−m+2
η−m+1

◦ Φη−m+1
η−m

(ψ(m)) .

Clearly ψ(m)
m is a smooth phase function defined everywhere on U (in fact, on a much larger subset

of Ω) with ψ(m)
m (X0) = 0. Moreover, it follows from Proposition 2 in Sect. 2 above that

‖∇ψ(m)
m −∇ψ(m+1)

m+1 ‖p(U) ≤ Cp α
m , m ≥ 1 (9.2)

for some global constant Cp > 0 depending only on K and p. Here we use the fact that ‖∇ψ(m) −
∇ψ(m+1)‖(p) ≤ C, due to the special choice of the phase functions ψ(m) and ψ(m+1). Since

ψ
(m)
m (X0) = ψ

(m+1)
m+1 (X0) = 0, it now follows that there exists a constant Cp > 0 such that

4Notice that W u

loc(z0) and W u
ε (z0) (see Appendix C) coincide in a neighborhood of z0.
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‖ψ(m)
m (x) − ψ

(m+1)
m+1 (x)‖ ≤ Cp α

m for x ∈ U ∩ B0 . This implies that for every x ∈ U there ex-

ists ψ(x) = limm→∞ ψ
(m)
m (x). Now (9.2) shows that ψ is C∞-smooth in U and

‖∇ψ(m)
m −∇ψ‖p(U) ≤ Cp α

m , m ≥ 1 . (9.3)

In particular, ‖∇ψ‖ ≡ 1 in U . Extending ψ in a trivial way along straight line rays, we get a phase
function ψ satisfying part (i) of the condition (P) in U .

Let us now show that W = {(x,∇ψ(x)) : x ∈ Cψ(x0) ∩ U+(ψ)} is the local unstable manifold
of z0. Given x ∈ Cψ(x0) ∩ U+(ψ) sufficiently close to x0 and an arbitrary integer r ≥ 0, consider
the points X−r(x, ψ(m)

m ) ∈ ∂Kη−r for m ≥ r. By Proposition 1 in Sect. 2 above, there exist
global constants C > 0 and α ∈ (0, 1) such that ‖X−r(x, ψ(m)

m ) − X−r(x, ψ(m′)
m′ )‖ ≤ C αm−r for

m′ ≥ m > r . Thus, there exists X−r = limm→∞X−r(x, ψ(m)
m ) ∈ ∂Kη−r and

‖X−r(x, ψ(m)
m )−X−r‖ ≤ C αm−r , m > r . (9.4)

It is now easy to see that {X−j}∞j=0 are the successive reflection points of a billiard trajectory in Ω
and this is the trajectory γ−(x,∇ψ). The backward itinerary of the latter is obviously η. Moreover,
(9.3) implies d(φt(x,∇ψ(x)), φt(z0)) → 0 as t→ −∞, so (x,∇ψ(x)) ∈W u

loc(z0).

Finally, by (2.1), ‖ψ(m)
m ‖(p)(U) ≤ Cp ‖ψ(m)‖(p) ≤ Cp , and combining this with (9.3) gives (9.1).

(b) Let (y, v) ∈ S∗(Ω) be such that y ∈ Cψ(x0) and γ−(y, v) has the same itinerary η. Define the
phase functions ϕ(m)

m and ϕ(m) as in part (a) replacing the point z0 = (x0, u0) by z = (y, v), and let
ϕ(x) = limm→∞ ϕ

(m)
m (x). Then by part (a), we have W u

loc(z) = {(x,∇ψ(x)) : x ∈ Cϕ(y) ∩ U+(φ)}.
On the other hand, it follows from Proposition 2 that there exist constants C > 0 and α ∈ (0, 1)

such that ‖∇ψ(m)
m − ∇ϕ(m)

m ‖ ≤ C αm for all m ≥ 0, which implies ϕ = ψ. Thus, v = ∇ϕ(y) =
∇ψ(y) ∈W u

loc(z0).

(c) Choose the constants α ∈ (0, 1) and Cp > 0 (p = 1, . . . , k) as in part (a). Let ζ, η ∈ Σ−A be
such that ζj = ηj for all −r ≤ j ≤ 0 for some r ≥ 1. Construct the phase functions ψ(m,η)

m and
ψ

(m,ζ)
m (m ≥ 1) as in part (a); then ψη = limm→∞ ψ

(m,η)
m , ψζ = limm→∞ ψ

(m,ζ)
m . It follows from

Proposition 2 that ‖∇ψ(r,η) −∇ψ(r,ζ)‖ ≤ Cp α
r. Combining this with (9.3) with m = r for η and

then with η replaced by ζ, one gets

‖∇ψη −∇ψζ‖ ≤ ‖∇ψη −∇ψ(r,η)‖+ ‖∇ψ(r,η) −∇ψ(r,ζ)‖+ ‖∇ψ(r,ζ) −∇ψζ‖ ≤ Cp α
r .

This proves the assertion.

10. Appendix B : Construction of a phase function satisfying the condition (P)

Consider a local representation xN = h(y) of the boundary Γj with y = (y1, ..., yN−1) ∈ W ⊂
RN−1. We wish to construct a phase function ϕ(x; η) such that

ϕ(y, h(y); η) = 〈y, η〉, (y, h(y)) ∈ U, η = (η1, ..., ηN−1),

U being a small neighborhood of a fixed point x0 ∈ Γj so that ϕ(x; η) satisfies the conditions
(i) − (iii) of Sect. 8. Assume that |η| ≤ 1 − µ, where 0 < µ < 1. It is convenient to consider
a little more general problem with boundary data given by a smooth function χ(y) such that
|∇yχ(y)| ≤ 1− µ for y ∈ W. We will construct a phase function ϕ(x) such that

ϕ(y, h(y)) = χ(y), y ∈W , (10.1)
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omitting the dependence on η in the notation. From the boundary condition (10.1) we determine
the derivatives of ϕ on the boundary Γj . Set ϕy = (ϕy1 , ..., ϕyN−1), hy = (hy1 , ..., hyN−1), χy =
(χy1 , ..., χyN−1). We have ϕy + ϕxNhy = χy, so setting ϕxN =

√
1− |ϕy|2 and solving the system

ϕy +
√

1− |ϕy|2hy = χy

we get
(1− |ϕy|2)|hy|2 = |χy|2 + |ϕy|2 − 2〈χy, ϕy〉.

On the other hand,

2〈χy, ϕy〉+ 2
√

1− |ϕy|2〈hy, χy〉 = 2|χy|2 ,
which gives

(1 + |hy|2)(1− |ϕy|2)− 2〈hy, χy〉
√

1− |ϕy|2 + |χy|2 − 1 = 0.

Consequently, for ϕxN =
√

1− |ϕy|2 we obtain

ϕxN (y, h(y)) =
1

1 + |hy|2
(
〈hy, χy〉+

√
〈hy, χy〉2 + (1− |χy|2)(1 + |hy|2)

)
.

Now it is easy to see that we have the condition

〈∇ϕ(x), ν(x)〉 ≥ δ0 > 0, x = (y, h(y)) ∈ U. (10.2)

In fact in local coordinates x = (y, h(y)) the outward normal to Γj is given by

ν(x) =
1√

1 + |hy|2
(−hy, 1)

and we deduce

〈∇ϕ(x), ν(x)〉 =
1√

1 + |hy|2
[
(1 + |hy|2)ϕxN − 〈hy, χy〉

]
≥
√

1− |χy|2 ≥
√

2µ− µ2 > 0.

By using (10.2) and a standard argument, we can solve locally the eikonal equation |∇ϕ(x)| = 1
with initial data

ϕ(y, h(y)) = χ(y),

∇xϕ(y, h(y)) =
(
ϕy(y, h(y)), ϕxN (y, h(y))

)
, (y, h(y)) ∈ U.

This argument works for local boundary condition χ(y) = 〈y, η〉, |η| ≤ 1 − δ1/2, and we obtain a
phase function ϕ(x; η), x = (y, h(y)), y ∈ W. As in [I3],[B], we show that the principal curvatures
of the wave front

Gϕ(z) = {y ∈ RN : ϕ(y; η) = ϕ(z; η)}
are strictly positive for every z = (y, h(y)) ∈ U.

In order to satisfy the condition (P) on Γj , we will construct a suitable continuation of ϕ(x; η).
For this purpose fix a point x0 = (y0, h(y0)) ∈ U. Without loss of generality, we can assume that
ϕ(x0; η) = 0. Consider a sphere S0 passing through x0 with center O in the interior of Kj so that
the unit outward normal ν0 of S0 at x0 coincides with ∇ϕ(x0; η).

Choosing local coordinates (θ, z(θ)), θ ∈ W ⊂ RN−1 on S0, let Ξ0 = {(θ, z(θ)) : |θ − θ0| ≤
2ε} ⊂ S0 be a small neighborhood of x0 = (θ0, z(θ0)). Consider the trace Φ(θ) = ϕ(θ, z(θ)) of ϕ on
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Ξ0. (We omit again the dependence on η in the notation.) Since Φ(θ0) = 0 and ∇θΦ(θ0) = 0, we
have

|Φ(θ)| ≤ C0ε
2, |∇θΦ(θ)| ≤ C1ε, θ ∈ Ξ0.

Choose a smooth cut-off function α(θ), 0 ≤ α(θ) ≤ 1, such that α(θ) = 1 for |θ−θ0| ≤ ε/2, α(θ) = 0
for |θ − θ0| ≥ ε with |∇θα| ≤ C2ε

−1. Set χ(θ) = α(θ)Φ(θ). Then for small ε > 0 we have

|∇θχ(θ)| ≤ (C0C2 + C1)ε < 1− µ < 1.

By the above procedure we construct a phase function Ψ(x) so that Ψ(θ, z(θ)) = χ(θ), |θ−θ0| ≤ 2ε.
For Ξ′ = {(θ, z(θ)) : ε ≤ |θ − θ0| ≤ 2ε} ⊂ Ξ0, it is easy to see that ∇xΨ

∣∣
Ξ′

coincides with the unit
normal ν0 to S0. Thus if x = z + tν0(z), t ≥ 0 with z ∈ Ξ′, we have Ψ(x) = t and for such x the
phase Ψ(x) coincides with the phase function Ψ̃(x) defined globally in a neighborhood of S0 and
having boundary data Ψ̃(x) = 0, ∀x ∈ S0. Consequently, we may consider Ψ̃(x) as a continuation
of Ψ(x), so Ψ(x) is defined globally outside a small neighborhood of the center O of S0 lying in
the interior of Kj . It is clear that Ψ satisfies the condition (P) on S0. On the other hand, for
Ξ1 = {(θ, z(θ)) : |θ − θ0| ≤ ε/2} we have Ψ

∣∣
Ξ1

= ϕ
∣∣
Ξ1

and locally in a neighborhood of x0 the
phases Ψ(x) and ϕ(x) coincide. Thus, we can consider Ψ(x) as a continuation of ϕ(x).

11. Appendix C: Dolgopayt type estimates for open billiards

Here we first state the assumptions about the billiard flow and the non-wandering set Λ under
which the results in [St4] imply the Dolgopyat type estimates (3.3). Following [PS2], we then explain
how to apply these in the situation described in Sect. 6 above. Full details of the arguments can
be found in [PS2].

For x ∈ Λ and a sufficiently small ε > 0 let

W s
ε (x) = {y ∈ S∗(Ω) : d(φt(x), φt(y)) ≤ ε for all t ≥ 0 , d(φt(x), φt(y)) →t→∞ 0 } ,

W u
ε (x) = {y ∈ S∗(Ω) : d(φt(x), φt(y)) ≤ ε for all t ≤ 0 , d(φt(x), φt(y)) →t→−∞ 0 }

be the (strong) stable and unstable manifolds of size ε. Then Eu(x) = TxW
u
ε (x) and Es(x) =

TxW
s
ε (x).

The following pinching condition5 is one of the assumptions mentioned above:

(P): There exist constants C > 0 and 0 < α ≤ β such that for every x ∈ Λ we have
1
C
eαx t ‖u‖ ≤ ‖dφt(x) · u‖ ≤ C eβx t ‖u‖ , u ∈ Eu(x) , t > 0 ,

for some constants αx, βx > 0 depending on x but independent of u and t with α ≤ αx ≤ βx ≤ β
and 2αx − βx ≥ α for all x ∈ Λ.

Notice that when N = 2 this condition is always satisfied. For N ≥ 3, some general conditions
on K that imply (P) are given in [St5]. According to general regularity results, (P) implies that
W u
ε (x) and W s

ε (x) are Lipschitz in x ∈ Λ. In fact, it follows from [Ha2] (see also [Ha1]) that
assuming (P), the map Λ 3 x 7→ Eu(x) is C1+ε with ε = 2 infx∈Λ(αx/βx)− 1 > 0, in the sense that
this map has a linearization at any x ∈ Λ that depends (uniformly Hölder) continuously on x. The
same applies to the map Λ 3 x 7→ Es(x).

5It appears that in the proof of the estimates (3.3), in the case of open billiard flows (and some geodesic flows),
one should be able to replace the condition (P) by just assuming Lipschitzness of the stable and unstable laminations
– this will be the subject of some future work.
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Next, we need some definitions from [St4]. Given z ∈ Λ, let expuz : Eu(z) −→ W u
ε0(z) and

expsz : Es(z) −→ W s
ε0(z) be the corresponding exponential maps. A vector b ∈ Eu(z) \ {0} will be

called tangent to Λ at z if there exist infinite sequences {v(m)} ⊂ Eu(z) and {tm} ⊂ R \ {0} such
that expuz (tm v

(m)) ∈ Λ ∩W u
ε (z) for all m, v(m) → b and tm → 0 as m→∞. It is easy to see that

a vector b ∈ Eu(z) \ {0} is tangent to Λ at z if there exists a C1 curve z(t) (0 ≤ t ≤ a) in W u
ε (z)

for some a > 0 with z(0) = z and ż(0) = b, and z(t) ∈ Λ for arbitrarily small t > 0. In a similar
way one defines tangent vectors to Λ in Es(z).

Denote by dα the standard symplectic form on T ∗(RN ) = RN × RN . The following condition
says that dα is in some sense non-degenerate on the ‘tangent space’ of Λ near some its points:

(ND): There exist z0 ∈ Λ, ε > 0 and µ0 > 0 such that for any ẑ ∈ Λ∩W u
ε (z0) and any unit vector

b ∈ Eu(ẑ) tangent to Λ at ẑ there exist z̃ ∈ Λ ∩W u
ε (z0) arbitrarily close to ẑ and a unit vector

a ∈ Es(z̃) tangent to Λ at z̃ with |dα(a, b)| ≥ µ0.

Remark 6. Clearly the above is always true for N = 2. It was shown very recently in [St5] that
for N ≥ 3 this conditions is always satisfied for open billiard flows satisfying the pinching condition
(P).

It follows from the hyperbolicity of Λ that if ε > 0 is sufficiently small, there exists δ > 0 such
that if x, y ∈ Λ and d(x, y) < δ, then W s

ε (x) and φ[−ε,ε](W u
ε (y)) intersect at exactly one point

[x, y] ∈ Λ (cf. [KH]). That is, there exists a unique t ∈ [−ε, ε] such that φt([x, y]) ∈W u
ε (y). Setting

∆(x, y) = t, defines the so called temporal distance function. Given E ⊂ Λ, we will denote by
IntΛ(E) and ∂ΛE the interior and the boundary of the subset E of Λ in the topology of Λ, and by
diam(E) the diameter of E. Following [D], a subset R of Λ will be called a rectangle if it has the
form R = [U, S] = {[x, y] : x ∈ U, y ∈ S} , where U and S are subsets of W u

ε (z)∩Λ and W s
ε (z)∩Λ,

respectively, for some z ∈ Λ that coincide with the closures of their interiors in W u
ε (z) ∩ Λ and

W s
ε (z) ∩ Λ.

Let R = {Ri}ki=1 be a Markov family of rectangles Ri = [Ui, Si] for Λ (see e.g. [Bo1], [D] or
[St4] for the definition). Set R = ∪ki=1Ri , denote by P : R −→ R the corresponding Poincaré map,
and by τ the first return time associated with R. Then P(x) = φτ(x)(x) ∈ R for any x ∈ R. Notice
that τ is constant on each stable fiber of each Ri. We will assume that size χ = maxi diam(Ri)
of the Markov family R = {Ri}ki=1 is sufficiently small so that each rectangle Ri is between two
boundary components Γpi and Γqi of K, that is for any x ∈ Ri, the first backward reflection point
of the billiard trajectory γ determined by x belongs to Γpi , while the first forward reflection point
of γ belongs to Γqi .

Moreover, using the fact that the intersection of Λ with each cross-section to the flow φt is a
Cantor set, we may assume that the Markov family R is chosen in such a way that

(i) for any i = 1, . . . , k we have ∂ΛUi = ∅.

Finally, partitioning each Ri into finitely many smaller rectangles if necessary and removing
some ‘unnecessary’ rectangles from the family formed in this way, we may assume that

(ii) for every x ∈ R the billiard trajectory of x from x to P(x) makes exactly one reflection.

From now on we will assume that R = {Ri}ki=1 is a fixed Markov family for φt of size χ < ε0/2
satisfying the above conditions (i) and (ii). Set

U = ∪ki=1Ui .
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The map σ̃ : U −→ U is given by σ̃ = π(U) ◦ P, where π(U) : R −→ U is the projection along stable
leaves.

Let A = (Aij)ki,j=1 be the matrix given by Aij = 1 if P(Ri) ∩ Rj 6= ∅ and Aij = 0 otherwise.
Consider the symbol space

ΣA = {(ij)∞j=−∞ : 1 ≤ ij ≤ k,Aij ij+1 = 1 for all j },
with the product topology and the shift map σ : ΣA −→ ΣA given by σ((ij)) = ((i′j)), where
i′j = ij+1 for all j. As in [Bo1] one defines a natural map Ψ : ΣA −→ R . Namely, given any
(ij)∞j=−∞ ∈ ΣA there is exactly one point x ∈ Ri0 such that Pj(x) ∈ Rij for all integers j. We then
set Ψ((ij)) = x. One checks that Ψ ◦ σ = P ◦Ψ on R. It follows from the condition (i) above that
the map Ψ is a bijection.

In a similar way one deals with the one-sided subshift

Σ+
A = {(ij)∞j=0 : 1 ≤ ij ≤ k,Aij ij+1 = 1 for all j ≥ 0 },

where the shift map σ : Σ+
A −→ Σ+

A is defined in the same way. There exists a unique map
ψ : Σ+

A −→ U such that ψ ◦ π = π(U) ◦Ψ, where π : ΣA −→ Σ+
A is the natural projection.

Notice that the roof function r : ΣA −→ [0,∞) defined by r(ξ) = τ(Ψ(ξ)) depends only on the
forward coordinates of ξ ∈ ΣA. Indeed, if ξ+ = η+, where ξ+ = (ξj)∞j=0, then for x = Ψ(ξ) and
y = Ψ(η) we have x, y ∈ Ri for i = ξ0 = η0 and Pj(x) and Pj(y) belong to the same Rij for all
j ≥ 0. This implies that x and y belong to the same local stable fibre in Ri and by condition (ii),
it follows that τ(x) = τ(y). Thus, r(ξ) = r(η). So, we can define a roof function r : Σ+

A −→ [0,∞)
such that r ◦ π = τ ◦Ψ.

Let B(Σ+
A) be the space of bounded functions g : Σ+

A −→ C with its standard norm ‖g‖0 =
supξ∈Σ+

A
|g(ξ)|. Given a function g ∈ B(Σ+

A), the Ruelle transfer operator Lg : B(Σ+
A) −→ B(Σ+

A)

is defined by (Lgh)(η) =
∑

σ(η)=ξ e
g(η)h(η) . Denote by CLip(U) the space of Lipschitz functions

h : U −→ C, and for h ∈ CLip(U) let Lip(h) denote the Lipschitz constant of h. For t ∈ R, |t| ≥ 1,
define

‖h‖Lip,t = ‖h‖0 +
Lip(h)
|t|

, ‖h‖0 = sup
x∈U

|h(x)| .

Given a real-valued function g on Σ+
A with g ◦ ψ−1 ∈ CLip(U), there exists a unique number

s(g) ∈ R such that Pr(−s(g) r + g) = 0. Notice that if G : Λ −→ C is a continuous function such
that (g ◦ ψ−1 ◦ π(U))(x) =

∫ τ(x)
0 G(φt(x)) dt (x ∈ R), then s(g) = Prφt(G), the topological pressure

of G with respect to the flow φt on Λ (see e.g. Ch. 6 in [PP]).
The following is an immediate consequence of the main result in [St4], taking into account the

particular considerations for open billiard flows in [St5].

Theorem 4. Assume that the billiard flow φt over Λ satisfies the conditions (P) and (ND). Let
g : Σ+

A −→ R be such that g ◦ ψ−1 ∈ CLip(U). Then there exist constants a > 0, t0 ≥ 1,
σ(g) < s(g), C > 0 and 0 < ρ < 1 so that for any s = τ + it with τ ≥ σ(g), |τ | ≤ a and
|t| ≥ t0, any integer n ≥ 1 and any function v : Σ+

A −→ C with v ◦ ψ−1 ∈ CLip(U), writing
n = p[log |t|] + l, p ∈ N, 0 ≤ l ≤ [log |t|]− 1, we have

‖
(
Ln−sr+g v

)
◦ ψ−1‖Lip,t ≤ Cρp[log |t|]elPr(−τr+g)‖v ◦ ψ−1‖Lip,t . (11.1)

Remark 7. Another way to state the above estimate is the following ([D], [St4]): For every
g : Σ+

A −→ R with g ◦ ψ−1 ∈ CLip(U) and every ε > 0 there exist constants 0 < ρ < 1, a0 > 0
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and C > 0 such that for any integer m > 0, any s = τ + i t ∈ C with |τ | ≤ a0, |t| ≥ 1/a0 and any
function v : Σ+

A −→ C with v ◦ ψ−1 ∈ CLip(U) we have

‖
(
Lm−sr+g v

)
◦ ψ−1‖Lip,t ≤ C ρm |t|ε ‖v ◦ ψ−1‖Lip,t .

In the remaining part of this section, following [PS2], we show how to apply the Dolgopyat
type estimates (11.1) to obtain the estimates of ‖LnsGsṽs‖Γ,0 required in Sect. 5. The problem
is that the operator Ls acts on C(Σ+

A), that is, it is related to the coding of billiard trajectories
by means of the components of K, while the Dolgopyat type estimates apply to Ruelle transfer
operators L−sr+g defined by means of Markov families and acting on functions v such that v ◦ψ−1

is Lipschitz with respect to the standard metric in the phase space. Here we describe how the two
types of Ruelle transfer operators relate, and show that the function (Gsṽs)◦ψ−1 is Lipschitz. This
makes it possible to apply (11.1).

Apart from the coding described above, we can also use the coding of the flow over Λ by using
the boundary components of K described in Sect. 3 above. We will use the notation from there,
notably f(ξ), g(ξ), η(k) for any k = 1, . . . , κ0, e(ξ), χf = χ1, χg = χ2, f̃(ξ) and g̃(ξ). Define the
map Φ : ΣA −→ Λ∂K = Λ ∩ S∗Λ(Ω) by Φ(ξ) = (P0(ξ), (P1(ξ)− P0(ξ))/‖P1(ξ)− P0(ξ)‖). Then Φ is
a bijection such that Φ ◦ σ = B ◦ Φ, where B : Λ∂K −→ Λ∂K is the billiard ball map. As before,
given any function G ∈ B(Σ+

A), the Ruelle transfer operator LG : B(Σ+
A) −→ B(Σ+

A) is defined by
(LGH)(ξ) =

∑
σ(η)=ξ e

G(η)H(η) .
Let ω : V0 −→ S∗∂K(Ω) be the backward shift along the flow defined in Sect. 3 on some

neighborhood V0 of Λ in S∗(Ω). Consider the bijection S = Φ−1 ◦ω ◦Ψ : ΣA −→ ΣA. Its restriction
to Σ+

A defines a bijection S : Σ+
A −→ Σ+

A. Moreover S ◦σ = σ ◦S. Define the function g′ : ΣA −→ R
by g′(i) = g(S(i)).

Next, for any i = 1, . . . , k choose ĵ
(i)

= (. . . , j(i)−m, . . . , j
(i)
−1) such that (ĵ

(i)
, i) ∈ Σ−A. It is

convenient to make this choice in such a way that ĵ
(i)

corresponds to the local unstable

manifold Ui ⊂ Λ ∩W u
ε (zi), i.e. the backward itinerary of every z ∈ Ui coincides with ĵ

(i)
. Now

for any i = (i0, i1, . . .) ∈ Σ+
A (or i ∈ ΣA) set ê(i) = (ĵ

(i0)
; i0, i1, . . .) ∈ ΣA . According to the

choice of ĵ
(i0)

, we then have Ψ(ê(i)) = ψ(i) ∈ Ui0 . (Notice that without the above special choice
we would only have that Ψ(ê(i)) and ψ(i) ∈ Ui0 lie on the same stable leaf in Ri0 .) Next, define

χ̂g(i) =
∞∑
n=0

[
g′(σn(i))− g′(σn ê(i))

]
for i ∈ ΣA. As before, the function ĝ : ΣA −→ R given by

ĝ(i) = g′(i)− χ̂g(i)+ χ̂g(σ i) depends on future coordinates only, so it can be regarded as a function
on Σ+

A.
We will now describe a natural relationship between the operators LV : B(Σ+

A) −→ B(Σ+
A) and

Lv : B(Σ+
A) −→ B(Σ+

A) with v appropriately defined by means of V .
First define Γ : B(ΣA) −→ B(ΣA) by Γ(v) = v ◦ Φ−1 ◦ ω ◦ Ψ = v ◦ S. Since by property

(ii) of the Markov family, ω : R −→ Λ∂K is a bijectiion, it follows that Γ is a bijection and
Γ−1(V ) = V ◦ Ψ−1 ◦ ω−1 ◦ Φ. Moreover, Γ induces a bijection Γ : B(Σ+

A) −→ B(Σ+
A) . Indeed,

assume that v ∈ B(ΣA) depends on future coordinates only. Then v◦Φ−1 is constant on local stable
manifolds in S∗Λ(Ω). Hence v ◦ Φ−1 ◦ ω is constant on local stable manifolds on R, and therefore
Γ(v) = v ◦ Φ−1 ◦ ω ◦Ψ depends on future coordinates only.
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Next, let v, w ∈ B(Σ+
A) and let V = Γ(v), W = Γ(w). Given i, j ∈ Σ+

A with σ(j) = i, setting
ξ = S(i) and η = S(j), we have σ(η) = ξ. Thus,

LWV (i) =
∑
σ(j)=i

eW (j) V (j) =
∑
σ(j)=i

ew(S(j)) v(S(j)) = Lwv(ξ)

for all i ∈ Σ+
A. This shows that (Lwv) ◦ S = LΓ(w)Γ(v).

The equality
Pr(−τr + ĝ) = Pr(−τ f̃ + g̃) (11.2)

and the following proposition are established in Section 3 in [PS2].

Proposition 5. Assume that the map Λ 3 x 7→ W u
ε (x) is Lispchitz. Then there exist Lipschitz

functions δ1, δ2 : U −→ R such that setting δ̂s(i) = es δ1(ψ(i))+δ2(ψ(i)), we have(
Ln−s f̃+g̃

u
)

(S(i)) =
1

δ̂s(i)
· Ln−s r+ĝ

(
δ̂s · (u ◦ S)

)
(i) , i ∈ Σ+

A , s ∈ C , (11.3)

for any u ∈ C(Σ+
A) and any integer n ≥ 1.

Combining (11.1), (11.2), (11.3), we deduce the following

Theorem 5 ([PS2]). Assume that the billiard flow φt over Λ satisfies the conditions (P) and (ND).
Then there exist constants a > 0, t0 ≥ 1, σ0 < s0, C ′ > 0 and 0 < ρ < 1 so that for any
s = τ + i t ∈ C with τ ≥ σ0, |τ | ≤ a, |t| ≥ t0, any integer n ≥ 1 and any function u : Σ+

A −→ R
with u ◦ S ◦ ψ−1 ∈ CLip(U), writing n = p[log |t|] + l, p ∈ N, 0 ≤ l ≤ [log |t|]− 1, we have∥∥∥(Ln−sf̃+g̃

u
)
◦ S ◦ ψ−1

∥∥∥
Lip,t

≤ C ′ρp[log |t|]elP (−τ f̃+g̃)‖u ◦ S ◦ ψ−1‖Lip,t. (11.4)

The estimate (3.3) is a consequence of (11.4) and it could hold even if the assumption (P) is
not fulfilled (see Remark 6 above for (ND)).

Next, for the needs of Sect. 5 above, we have to estimate ‖Ln−sf̃+g̃
Gsṽs‖Γ,0, where the operator

Gs is defined in Sect. 3. For any integer n ≥ 0 we have

Ln−sf̃+g̃
Gsv(ξ) =

∑
σnη=ξ

∑
σζ=η

e−s f̃n(η)+g̃n(η) e−φ
+(ζ,s)−sf̃(ζ)+g̃(ζ)v(ζ)

=
∑

σn+1ζ=ξ

e−s f̃n+1(ζ)+g̃n+1(ζ) e−φ
+(ζ,s)v(ζ) = Ln+1

−sf̃+g̃
(e−φ

+(·,s)v) (ξ) .

Thus, it is enough to estimate ‖Ln+1

−sf̃+g̃
(e−φ

+(·,s) ṽs)‖Γ,0. As in Sects. 3-5 above, we will consider
these operators over Γ1.

Given s ∈ C, consider the functions ws : U1 −→ R and ŵs : Σ+
A −→ R defined by

ws(x) = ws(ψ(i)) = ŵs(i) = e−φ
+(ξ,s)ṽs(ξ) ,

for x = ψ(i) ∈ U1, i ∈ Σ+
A, ξ = S(i). In order to use the Dolgopyat type estimate (3.3), we have to

show that ws is Lispchitz on U1. We will deal in details with

w(1)
s (x) = es

P∞
n=0[f(σne(ξ))−f+

n (ξ)]−sϕ(Q0(ξ)) h(Q0(ξ)) ;

in a similar way one can deal with w(2)
s (x) = e−

P∞
n=0[g(σne(ξ))−g+n (ξ)]. It follows from the definitions

of φ+(ξ, s) and ṽs in Sect. 3 that ws(x) = w
(1)
s (x)w(2)

s (x).
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Fix an arbitrary point y1 ∈ Λ such that η(1) ∈ Σ−A corresponds to the local unstable manifold
W u

loc(y1), i.e. the backward itinerary of every z ∈W u
loc(y1)∩V0 coincides with η(1). It follows from

the Lipschitzness of the stable and unstable laminations that the map H1 : U1 −→W u
loc(y1) defined

by H1(x) = φ∆(x,y1)([x, y1]) is Lipschitz. Here ∆ is the temporal distance function defined in the
beginning of this section.

Next, consider the N -dimensional submanifold X = {(q, q+ t∇ϕ(q) : q ∈ Γ1 , 0 < t} of S∗(RN )
and the (stable) holonomy map H : W u

loc(y1) ∩ Λ −→ X defined by H(y) = W s
loc(y) ∩ X. Since

ϕ satisfies Ikawa’s condition (P), it is easy to see that W s
loc(y) is transversal to X, so H(y) =

W s
loc(y) ∩ X is well-defined for y ∈ W u

loc(y1) ∩ Λ. Moreover, it follows from our assumtions that
the stable (and unstable) holonomy maps for the billiard flow φt are Lipschitz. In particular, H is
Lipschitz.

We can now write down w
(1)
s (x) using the maps H and H1 as follows. Given x ∈ U1, we have

x = ψ(i) for some i ∈ Σ+
A, with i0 = 1. Setting ξ = S(i), we then have ξ0 = 1. For any integer

m > 1 consider

Bm =
m−1∑
n=0

[f(σne(ξ))− f+
n (ξ)]− ϕ(Q0(ξ)) .

Setting y = H1(x) ∈ W u
loc(y1) and z = H(y), we have that z ∈ W s

loc(y), and moreover ω(z) =
(Q0(ξ),∇ϕ(Q0(ξ))). Thus, Q0(ξ) = pr1(ω(z)) = pr1(ω(H(H1(x)))) is Lipschitz in x ∈ U1. Next,
set ε(u) = ‖pr1(u) − pr1(ω(u))‖; then u = φε(u)(ω(y)) and ε(u) is a smooth function on an open
subset of S∗(Ω) (where ω is defined and takes values in S∗Γ1

(Ω)). For Bm we have

Bm = O(θm) + ε(y)− ε(z)− ϕ(ω(z)) = O(θm) + ε(y)− ϕ(z) ,

and letting m→∞ we get

w(1)
s (x) = es[ε(y)−ϕ(z)] h(ω(z)) = es[ε(H1(x))−ϕ(H(H1(x)))] h(ω(H(H1(x)))) ,

so w(1)
s (x) is Lipschitz in x ∈ U1. Moreover, for x ∈ U1 and bounded Re(s) we obtain an uniform

bound for the Lipschitz norm of w(1)
s (x). The same argument works for w(2)

s (x).
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