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Magnetic resonance (MR) imaging plays a crucial role in the detection of pathologies, the study 
of brain organization and clinical research. Every day, a vast amount of MR data is produced in 
clinical settings and this number is increasing rapidly, which prevents the use of manual analysis 
approaches. As a result, the development of reliable segmentation techniques for the automatic 
extraction of anatomical structures is becoming an important field of quantitative MR analysis.  
 
Deep Learning (DL) is a fast-growing field in computer vision that has recently obtained many 
successes. DL methods are now considered as the state of the art in numerous applications. 
Moreover, inference time of DL method is really low compared to previous methods thanks to 
GPU implementations. Therefore, there is no doubt that DL methods will soon be a major tool 
for fast quantitative MRI analysis [2]. However, so far, results obtained by DL for brain MRI 
segmentation are not as good as expected compared to performance of DL on other computer 
vision problems. The current limited performance of DL in neuroimaging mainly results from the 
limited number of training MRI available. In this project we propose to tackle this issue by using 
semi-supervised learning (SSL).  
 
SSL approaches are designed to learn a model from a small set of examples. Current SSL 
methods based on DL still require a huge amount of annotated data (»105) for general 
classification tasks in computer vision [6]. On the other hand, SSL methods dedicated to 
classical segmentation methods have the potential to solve efficiently a specific task on brain 
MRI data, from a limited set (»102) of examples [5]. The objective of the project is to fill in the 
gap and propose SSL strategies, build on top of deep network architectures, that can be trained 
from an extremely small set of annotated data. The candidate will namely investigate the use of 
manifold learning [34] and label propagation [1,3,7] methods in order to address the current limit 
of DL in medical imaging.  
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