Let \( V \) be a \( n \)-dimensional Stein manifold, \( I \) be a closed ideal of holomorphic functions on \( V \). It was proved by Roger Gay that, given an analytic functional \( T \) such that \( hT = 0 \) (as a functional) for any \( h \in I \), one can find some \((n, n)\) compactly supported current \( \tilde{T} \), such that \( \tilde{T}(\varphi) = 0 \) for any \( \varphi \in I\mathcal{E}^{0,0}(V) \) and \( T(h) = \tilde{T}(h) \) for any \( h \) analytic on \( V \). In this paper, we give some explicit construction of \( \tilde{T} \) in terms of residual currents when \( I \) is defined as a complete intersection or is locally Cohen-Macaulay. Moreover, by means of integral representation formulas of the Andersson-Berndtsson-Passare type, we also study the non complete intersection case in order to represent analytic functionals orthogonal to the ideal in terms of currents annihilated (as currents) by some power (less than \( n \)) of the local integral closure of \( I\mathcal{E}^{0,0}(V) \).

1. Introduction.

In [15], [16], one of us considered the following problem: give integral representations for entire solutions with exponential type in \( C^n \) to some particular system of convolution equations. Let \( I\mathcal{E}^{0,0}(C^n) \) be an ideal in \( \mathcal{E}^{0,0}(C^n) := C^\infty(C^n) \) generated (as an ideal in \( \mathcal{E}^{0,0}(C^n) \)) by holomorphic functions which correspond to characteristic functions of the given equations. Using the techniques developed in the two papers quoted above, it is possible to prove the existence of \((n, n)\) compactly supported currents \( T \) in \( C^n \), orthogonal (as currents) to such an ideal \( I\mathcal{E}^{0,0}(C^n) \); the integral representation of a solution \( h \) of the convolution equation (or the system of convolution equations) is then of the form

\[
h(z) = \langle T(\zeta), \exp \langle \zeta, z \rangle \rangle,
\]

where \( T = T_h \) is such a current. In this setting, this was a version of the so called Ehrenpreis’s fundamental Principle. The results obtained in [15], [16], were, in some sense, optimum, as long as we limited ourselves to the use of cohomology without any growth conditions. Nevertheless, some natural questions were remaining unanswered. Among them, the following: given a compactly supported \((n, n)\) current \( T \) orthogonal to some ideal \( I\mathcal{E}^{0,0}(C^n) \), is there any representation of \( T \) in terms of residual currents (as defined in Coleff-Herrera’s work [8])? Or also this one: can one make \( T \) (in (1.1)) completely explicit (in terms of the characteristic functions of the convolution equations)?

The aim of this paper is to give a preliminary answer, which will be partial but positive and complete in some particular cases, to such questions. We will use two different kinds of techniques: one is cohomologic and is based on [15], [16]; the other one, more analytic in nature, is inspired by our approach of residue currents and division formulas via analytic continuation ([4], [5], [7],[36]).

The fundamental notion that appears in this context is the notion of analytic functional (on a complex analytic manifold \( V \), which will usually be a Stein manifold) orthogonal to some closed ideal \( I \) of holomorphic functions on \( V \). The set of all such functionals will be denoted by \( I^\perp \). In our application, \( V \) is a convex open subset of \( C^n \). The exponential type functions, which are solutions of the system of convolution equations one considers, are the Fourier-Borel transforms of compactly supported distributions with support included in the zero set of the ideal \( I \). In the one variable case, these distributions are linear combinations of Dirac masses and derivatives of Dirac masses at some finite set of points; via Fourier-Borel transform, the corresponding exponential type entire functions are in this case the exponential polynomials. In the multivariable case, the exponential type functions one obtains that way can be viewed as a natural generalization of exponential polynomials in higher dimension (such a generalization is certainly as natural as considering exponential polynomials in several variables, which correspond to zero dimensional ideals).

We will give, in Section 2, most of the background which is necessary in order to understand the cohomological method of [16]. Then, in Section 3, we will study in detail (in the particular case where \( I \) is given as a complete intersection) how residual currents play a role in this method (and how \( I^\perp \) can be expressed in terms of them). In Section 4, we will apply cohomological methods to study situations more general than complete intersections. We will describe in detail what happens in the case when \( I \) is locally Cohen-Macaulay (for example, when \( I \) is a zero dimensional ideal). Finally, Section 5 will be devoted to the description of the analytic method.

For a general survey about convolution equations, we refer to [6].

2. Some preliminary background.
From now on, $V$ will denote a complex analytic $n$-dimensional manifold, $n \geq 1$, which as usual we will assume to be countable at infinity. $\mathcal{O}(V)$ denotes the Fréchet space of holomorphic functions on $V$. $\Omega^p$ is the sheaf of holomorphic $p$-forms on $V$, $\mathcal{E}^{p,q}$ (resp. $\mathcal{D}^{p,q}$) denotes the sheaf of $(p, q)$ $\mathcal{C}^\infty$ differential forms on $V$ (resp. $(p, q)$ currents on $V$). As usual, $\mathcal{O}$ will be the sheaf of germs of holomorphic functions on $V$.

Let $\mathcal{F}$ be a sheaf of $\mathcal{O}$ modules. One can associate to the functor (from the category of sheaves of $\mathcal{O}$-modules with base $V$ into itself)
\[ \mathcal{M} \mapsto \mathcal{H}om_{\mathcal{O}}(\mathcal{F}, \mathcal{M}) \]
its successive derived functors (with values in the category of sheaves of $\mathcal{O}$-modules with base $V$)
\[ \mathcal{M} \mapsto \mathcal{E}xt^q_{\mathcal{O}}(\mathcal{F}, \mathcal{M}), \; q \geq 0. \quad (2.1) \]
In the same vein, if $c$ denotes the family of all compact subsets of $V$, one can associate to the functor (from the category of sheaves of $\mathcal{O}$-modules with base $V$ into the category of abelian groups)
\[ \mathcal{M} \mapsto \mathcal{H}om_{c,\mathcal{O}}(\mathcal{F}, \mathcal{M}) := \Gamma_c(V, \mathcal{H}om_{\mathcal{O}}(\mathcal{F}, \mathcal{M})) \]
its successive derived functors (with values in the category of abelian groups)
\[ \mathcal{M} \mapsto \mathcal{E}xt^q_{c,\mathcal{O}}(V; \mathcal{F}, \mathcal{M}), \; q \geq 0. \quad (2.2) \]
One can do the same for the family of all closed subsets of $V$; the derived functors (still with values in the category of abelian groups) will then be denoted as
\[ \mathcal{M} \mapsto \mathcal{E}xt^q_{c,\mathcal{O}}(V; \mathcal{F}, \mathcal{M}), \; q \geq 0. \]
When $\mathcal{F}$ is coherent, one can compute these objects using local resolutions of $\mathcal{F}$.

For any nonempty compact subset $K \subset V$, let $q_K$ be the semi-norm on $\mathcal{O}(V)$
\[ f \mapsto q_K(f) = \sup\{|f(z)|; \; z \in K\}. \]
The standard topology on $\mathcal{O}(V)$ (that is that for which one has uniform convergence on any compact subset) is defined by the family of all semi-norms $q_K$, $K$ being any compact of $V$. $\mathcal{O}(V)$, equipped with this topology, is a Frechet-Schwartz (FS) space. In particular, it is reflexive [23]. A linear form on $\mathcal{O}(V)$ is an analytic functional if and only if there exists $K \subset V$, $c_K \geq 0$, such that, for any $f \in \mathcal{O}(V)$,
\[ |< T, f >| \leq c_K q_K(f). \quad (2.3) \]
Such a functional is said to be carried by the compact subset $K$ (which is then called a carrier for $T$) if and only if, for any relatively compact neighborhood $\Omega$ of $K$, there exists $C_\Omega \geq 0$, such that, for any $f \in \mathcal{O}(V)$,
\[ |< T, f >| \leq C_\Omega q_\Omega(f). \quad (2.4) \]
We will denote by $\mathcal{O}^!(V)$ the topologic dual of $\mathcal{O}(V)$, equipped with the strong topology. From Hahn-Banach theorem, it follows that, if $T$ is an analytic functional carried by some compact set $K$, then, for any open subset $\Omega$ of $V$ containing $K$, there exists a $(n, n)$ compactly supported current $T_1$, with support in $\Omega$, such that $T_1$ represents $T$, that is
\[ < T, f > = < T_1, f >, \; f \in \mathcal{O}(V). \quad (2.5) \]
We now recall Malgrange’s version [27] of the duality theorem of J. P. Serre [35]. As usual, $\mathcal{J}$ is the $(0, 1)$ component of the exterior derivative.

Let us consider the two exact sequences of sheaves of $\mathcal{O}$-modules with basis $V$:
\[ 0 \to \mathcal{O} \to \mathcal{E}^{0,0} \to \cdots \to \mathcal{E}^{0,n} \to 0 \quad (2.6) \]
The sheaves involved in these two exact sequences satisfy interesting properties: for any \( x \in V \), for any \( p, q \in \mathbb{N} \) (in particular when \( p = 0 \) and \( q \) is arbitrary), \( \mathcal{E}^p_q \) is a flat \( \mathcal{O}_x \)-module; similarly, for any such \( (p, q) \) (in particular when \( p = n \) and \( q \) is arbitrary), \( \mathcal{D}^p_q \) is an injective \( \mathcal{O}_x \)-module (this is a consequence of the theorem of division for distributions [26]). From these two properties, one can get ([27]) the following version of Serre’s duality theorem.

**Theorem 2.1** [27]. Let \( \mathcal{F} \) be an analytic coherent sheaf of \( \mathcal{O} \)-modules on \( V \). The sequences of \( \mathcal{O} \)-modules on \( V \)

\[
0 \to \mathcal{F} \to \mathcal{F} \otimes \mathcal{E}^{0,0} \to \cdots \to \mathcal{F} \otimes \mathcal{E}^{0,n} \to 0 \quad (2.6)
\]

and

\[
0 \to \text{Hom}_{\mathcal{O}}(\mathcal{F}, \Omega^n) \to \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,0}) \to \cdots \to \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n}) \to 0 \quad (2.7)
\]

are in local duality; moreover \((2.6)’\) is an exact sequence.

In fact one can say much more. Let \( 0 \leq q \leq n \). Following Serre’s argument in [27], one can show the following. If

\[
\Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,p}) \to \Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,p+1})
\]

are homomorphisms (the two spaces being considered as topological vector spaces) for \( p = q \) and \( p = q - 1 \), then the cohomology space \( H^q(V, \mathcal{F}) \) (which can be identified to the \( q \)-cohomology group of the complex \((\Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,*}))\) since \((2.6)’\) is a resolution with fine sheaves, (see [17], p. 181) is equipped with a canonical Frechet space structure; its topologic dual is isomorphic to the the the \( n - q \) cohomology space of the complex

\[
\Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,*})),
\]

that is to say,

\[
\text{Ext}_{\mathcal{O}}^n(V; \mathcal{F}; \Omega^n) = \frac{\text{Ker}\{\Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n-q})) \to \Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n-q+1}))\}}{\text{Im}\{\Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n-q+1})) \to \Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n-q}))\}}.
\]

For example, when \( V \) is a Stein manifold, it follows from the fact that \( H^k(V, \mathcal{F}) = 0 \) for \( k > 0 \) (Cartan’s theorem B) that

\[
\Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,0}) \to \Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,1})
\]

and

\[
\Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,-1}) := \Gamma(V, \mathcal{F}) \to \Gamma(V, \mathcal{F} \otimes \mathcal{E}^{0,0})
\]

are homomorphisms between topological vector spaces. Therefore, one can apply our version of Serre’s theorem for \( q = 0 \) and get that the space

\[
\text{Ext}_{\mathcal{O}}^n(V; \mathcal{F}; \Omega^n) = \frac{\Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n}))}{\text{Im}\{\Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n-1})) \to \Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{D}^{n,n}))\}}
\]

is isomorphic (as a topological vector space) to the topologic dual space of \( \Gamma(V, \mathcal{F}) = H^0(V, \mathcal{F}) \). The duality is realized thanks to the bilinear form

\[
\Phi : H^0(V, \mathcal{F}) \times \text{Ext}_{\mathcal{O}}^n(V; \mathcal{F}; \Omega^n) \to \mathbb{C}
\]

that can be expressed as follows. Since \( H^0(V, \mathcal{F}) = \text{Ext}_{\mathcal{O}}^0(V; \mathcal{O}, \mathcal{F}) \), one can define, for \( u \in H^0(V, \mathcal{F}) \) and \( v \in \text{Ext}_{\mathcal{O}}^n(V; \mathcal{F}; \Omega^n) \),

\[
\Psi(u, v) = u \cdot v,
\]
where the $\circ$ above is the composition product of Ext

$$\text{Ext}^0_{\mathcal{O}}(V; \mathcal{O}, \mathcal{F}) \times \text{Ext}^n_{\mathcal{O}}(V; \mathcal{F}, \Omega^n) \to \text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}, \Omega^n).$$

Now

$$\Psi(u, v) \in \text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}, \Omega^n) = H^n_c(V; \mathcal{O}, \Omega^n) := \frac{\Gamma_c(V; \mathcal{D}^{n,n})}{\partial \Gamma_c(V; \mathcal{D}^{n,n})},$$

so that if $t$ is the trace map which is induced (as one takes quotients) by

$$T \mapsto < T, 1 >, \Gamma_c(V; \mathcal{D}^{n,n}) \to \mathbb{C},$$

one can naturally define

$$\Phi(u, v) = t(\Psi(u, v)),$$

which is the bilinear duality map.

Let $V$ be an open subset of $\mathbb{C}^n$ and $T$ some analytic functional which admits as a carrier some convex compact subset $K$ of $V$. The function from $\mathbb{C}^n$ into $\mathbb{C}$

$$z \mapsto F(T)(z) := < T_{\zeta}, \exp < \zeta, z >>$$

(where $< \zeta, z > := \sum_{j=1}^{n} \zeta_j z_j$) is called the Fourier-Borel Transform of $T$.

For any $\epsilon > 0$, there exists a constant $C_\epsilon \geq 0$ such that

$$|F(T)(z)| \leq C_\epsilon \exp(H_K(z) + \epsilon \|z\|),$$

(2.8)

where $H_K : z \mapsto \sup \{ R < \zeta, z > : \zeta \in K \}$ is the support function of the compact subset $K$. The other way around, if $f$ is an entire function of $n$ variables satisfying (2.8) (for some convex compact $K$ and for any $\epsilon > 0$, with some appropriate constant $C_\epsilon$), there exists some analytic functional $T \in \mathcal{O}'(V)$, which admits $K$ as a carrier, such that $F(T) = f$ ([20]).

We denote as $\text{Exp}(K)$ the vector space of entire functions $f$ in $n$ complex variables, with exponential type, such that

$$\|f\|_K := \sup\{ |f(z)| \exp(-H_K(z)) : z \in \mathbb{C}^n \} < \infty.$$ 

This space, equipped with the norm $\| \cdot \|_K$, is a Banach space. The space

$$\text{Exp}(V) := \lim_{K \subset \subset V} \text{Exp}(K)$$

will be equipped with the inductive limit topology, associated to some exhaustive sequence $(K_n)_{n \geq 1}$ of convex compact subsets of $V$. The topology one defines like that does not depend on the choice of the sequence $(K_n)_n$. It is immediate to check that

$$F : \mathcal{O}'(V) \to \text{Exp}(V)$$

is an isomorphism between topological vector spaces. The space $\text{Exp}(V)'$ is therefore isomorphic to the bidual $\mathcal{O}''(V)$ through the transpose $tF$ of $F$. Since $\mathcal{O}(V)$ is reflexive, one may identify $\mathcal{O}''(V)$ and $\mathcal{O}(V)$. Therefore

$$tF(R)(z) = < R_{\zeta}, \exp < \zeta, z >>, z \in V, R \in \text{Exp}(V)'.$$

The convolution operation between $R \in \text{Exp}(V)'$ and $f \in \text{Exp}(V)$ is defined as usual by

$$(R \ast f)(z) = < R_{u}, f(z + u) >, z \in V.$$ 

This is also $F(\rho T)$, where $\rho := tF(R)$ and $f = F(T)$. The convolution between elements in $\text{Exp}(V)'$ is defined as

$$< R \ast S, f >= < R, S \ast f >, R, S \in \text{Exp}(V)', f \in \text{Exp}(V).$$
One has the relation

\[ t^! F(R \ast S) = (t^! F(R)) \ast (t^! F(S)), \]

which immediately implies that \( \text{Exp}(V)' \) is a convolution algebra isomorphic to \( \mathcal{O}(V) \).

If one uses such a dictionary, solving a homogeneous convolution equation (resp. a system of homogeneous convolution equations) \( R \ast f = 0 \) (resp. \( R_1 \ast f = \cdots = R_m \ast f = 0 \)) is just the same thing than solving a division problem (resp. a system of division equations to solve simultaneously) \( \rho T = 0 \) (resp. \( \rho_1 T = \cdots = \rho_m T = 0 \)), where \( \rho, \rho_1, \ldots, \rho_m \in \mathcal{O}(V) \) and \( T \in \mathcal{O}'(V) \).

Solving the division equation \( \rho T = 0 \) can be done easily on an \( n \)-dimensional Stein manifold. One can represent \( T \) with some \((n, n)\) compactly supported current \( T_1 \) such that there exists a \((n, n - 1)\) compactly supported current \( T_2 \) such that

\[ \rho T_1 = \overline{\partial} T_2. \tag{2.9} \]

The existence of \( T_2 \) is due to the following facts: \( \rho T_1 \) (as a current) is orthogonal to \( \mathcal{O}(V) \) and \( \mathcal{O}'(V) \) can be identified with \( \Gamma_c(\mathcal{V}, \mathcal{D}^{n, n})/\overline{\partial} \Gamma_c(\mathcal{V}, \mathcal{D}^{n, n-1}) \). Then, from Malgrange’s theorem about division of distributions, it follows that there exists \( T_3 \in \mathcal{E}^{n, n-1}(V) \), with compact support, such that \( \rho T_3 = T_2 \). Therefore, one has from (2.9)

\[ \rho(T_1 - \overline{\partial} T_3) = 0 \]

(as currents), which implies that \( T_1 - \overline{\partial} T_3 \) is a \((n, n)\) compactly supported current with support in \( \mathcal{V}(\rho) := \{ z \in V ; \rho(z) = 0 \} \), which represents \( T \).

In the case of a system \( \rho_1 T = \cdots = \rho_m T = 0 \), one would like any solution \( T \) to be represented by some \((n, n)\) compactly supported current \( \tilde{T} \), with support included in the analytic set

\[ \mathcal{V}(\rho_1, \ldots, \rho_m) := \bigcap_{1 \leq j \leq m} \mathcal{V}(\rho_j), \]

the current \( \tilde{T} \) being annihilated (as a current) by the functions \( \rho_j, 1 \leq j \leq m \).

More generally, let \( W \) be an invariant subspace of \( \text{Exp}(V) \) (\( V \) being some open convex subset of \( \mathbb{C}^n \)). That is, \( W \) is closed and, for any \( f \in W \), for any \( u \in \mathbb{C}^n, z \mapsto f(z + u) \) is in \( W \). One can remark that \( t^! F(W^\perp) \) is a closed ideal in \( \mathcal{O}(V) \); moreover, the map \( W \mapsto t^! F(W^\perp) \) is a one-to-one map between invariant subspaces of \( \text{Exp}(V) \) and closed ideals in \( \mathcal{O}(V) \). Given such an invariant subspace \( W \), it would be interesting to give integral representations for the elements in \( W \) in terms of compactly supported \((n, n)\) currents which are orthogonal (as currents) to the closed ideal \( I = t^! F(W^\perp) \) associated to this invariant subspace.

In order to describe \( I^\perp \) (that is, the orthogonal of \( I \) in \( \mathcal{O}'(V) \)), we use Malgrange’s duality theorem [27]. We proceed as follows. The sheaf of ideals \( \mathcal{I} \) which is generated by \( I \) is coherent, and such that \( \Gamma(V, \mathcal{I}) = I \) (\( V \) is a Stein manifold). From classical results, one knows that the sequence

\[ 0 \to \Gamma(V, \mathcal{I}) \to \Gamma(V, \mathcal{O}) \to \Gamma(V, \mathcal{O}_I) \to 0 \]

is an exact sequence of Fréchet spaces. Then

\[ I^\perp = \Gamma(V, \mathcal{I})^\perp = \left( \Gamma \left( V, \frac{\mathcal{O}}{I} \right) \right)^\perp \tag{2.10} \]

and one can identify the dual space in (2.10) thanks to Lemma 2.2 that we are going to state and prove, in order to help the reader. We will denote as \( \mathcal{V}(I) \) the support of the sheaf \( \mathcal{O}/I \). From now on, \( \mathcal{D}_I^{p, q} \) will be the sheaf of germs of \((p, q)\) currents \( T \), with support in \( \mathcal{V}(I) \), such that, for any open subset \( U \subset V \), for any \( f \in \Gamma(U, \mathcal{I}) \), the current \( f \cdot T|_U \) is 0 on \( U \). The space \( \Gamma_c(V, \mathcal{D}_I^{p, q}) \) is the set of sections with compact support of this sheaf.

**Lemma 2.2.** Let \( \mathcal{I} \) be a coherent subsheaf of the sheaf \( \mathcal{O} \) on a Stein manifold. We have the three following assertions.

---
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The space $\Gamma_c(V, \mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n})$ can be identified with the space $\Gamma_c(V, \mathcal{D}^{n,n})$.

The space

$$\text{Im}\{\Gamma_c(V, \mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n-1})\} \xrightarrow{\overline{\partial}} \Gamma_c(V, \mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n})$$

can be identified to the subspace $\overline{\partial}[\Gamma_c(V, \mathcal{D}^{n,n-1})]$ of $\Gamma_c(V, \mathcal{D}^{n,n})$.

The following diagram is commutative

$$
\begin{array}{ccc}
\text{Ext}^0_{\mathcal{O}}(V; \mathcal{O}/\mathcal{I}) \times \text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}/\mathcal{I}, \Omega^n) & \xrightarrow{\bullet} & \text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}, \Omega^n) \\
\uparrow_{\Gamma_c(V, \mathcal{O}, \mathcal{O}/\mathcal{I})} & & \downarrow_{t} \\
\frac{\Gamma(V, \mathcal{O})}{\Gamma(V, \mathcal{O})} \times \left(\Gamma_c(V, \mathcal{D}_I^{n,n})/\overline{\partial}\Gamma_c(V, \mathcal{D}_I^{n,n-1})\right) & \xrightarrow{\overline{\partial}} & \mathbf{C}
\end{array}
$$

where $\bullet$ denotes the composition law of Ext, $t$ the trace map, $j$ the identification map which results from (1) and (2), and $\overline{\partial}$ is obtained when one takes quotients from the standard duality $d : (f, T) \mapsto < T, f >$ between $\mathcal{C}^\infty$ functions and $(n, n)$ compactly supported currents.
Proof.

(1) An element $h$ in $\Gamma_c(V, \mathcal{O}/\mathcal{I}^n)$ is an $\mathcal{O}$-homomorphism with compact support, this support being included in the support of the sheaf $\mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}^n, \mathcal{D}^{n,n}_I)$, which is contained in the support of $\mathcal{O}/\mathcal{I}$, that is $\mathcal{V}(\mathcal{I})$. This means that $h$ can be considered as a collection of $\Gamma(\mathcal{U}, \mathcal{O})$ homomorphisms

$$h_U : \Gamma(U, \mathcal{O})/\Gamma(U, \mathcal{I}) \rightarrow \mathcal{D}^{n,n}(U),$$

for any open subset $U \subset V$, all these homomorphisms being compatible with restrictions. Since $\Gamma(U, \mathcal{O})/\Gamma(U, \mathcal{I})$ is generated by a single element, $h_U$ is determined by $T_U := h_U(\Gamma_U)$. Therefore, one can see immediately that the collection $(T_U)_U$ provides a $(n, n)$-compactly supported current on $V$, $T_V = \Phi(h)$, which is in $\Gamma_c(V, \mathcal{D}^{n,n}_I)$ because of the definition of this space.

It is clear that the map $\Phi : h \mapsto \Phi(h) = T_V$ is a $\Gamma(V, \mathcal{O})$-linear homomorphism from $\Gamma_c(V, \mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n}_I))$ into $\Gamma_c(V, \mathcal{D}^{n,n}_I)$. This map is in fact one to one; in order to prove that, let us explicit its inverse. If $T$ is a current in $\Gamma_c(V, \mathcal{D}^{n,n}_I)$, let’s associate to $T$ an element $\Psi(T)$ in $\Gamma_c(V, \mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n}_I))$. Such an element is determined by the collection of homomorphisms $(\Psi(T)_U)_U$, $U$ being any open subset of $V$, where

$$\Psi(T)_U : \Gamma(U, \mathcal{O})/\Gamma(U, \mathcal{I}) \rightarrow \mathcal{D}^{n,n}(U)$$

is defined by

$$\Psi(T)_U(\hat{f}) = f|_U,$$

$\hat{f}$ being the class of $f \in \Gamma(U, \mathcal{O})$ modulo $\Gamma(U, \mathcal{I})$. The map $\Psi : T \mapsto \Psi(T)$ is $\Gamma(V, \mathcal{O})$-linear and it is immediate to check that $\Phi$ and $\Psi$ are inverse one to each other.

(2) The proof is analogous to the proof of point (1).

(3) We know that $\Gamma(V, \mathcal{O}/\mathcal{I}) = \mathcal{Ext}^0(V, \mathcal{O}, \mathcal{O}/\mathcal{I})$. We also know that

$$\mathcal{Ext}_\mathcal{c}(V, \mathcal{O}/\mathcal{I}, \mathcal{O}^n) = \Gamma_c(V, \mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n}_I))$$

$$= \text{Im} \{ \Gamma_c(V, \mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n-1}_I)) \rightarrow \Gamma_c(V, \mathcal{Hom}_\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{D}^{n,n}_I)) \}$$

from Serre-Malgrange duality theorem. The identification map $j$ is obtained from

$$\text{id}_{\mathcal{V}(\mathcal{O}/\mathcal{I})} \times \Phi$$

when one takes quotients. The fact that the diagram is commutative can be seen as follows: the composition product $\bullet$ of $\mathcal{Ext}$ associates to the pair $j(f, \hat{T})$ the class of $f|_U$ in $\mathcal{H}^n_c(V, \mathcal{O}, \Omega^n) = \Gamma_c(V, \mathcal{D}^{n,n}_I)/\mathcal{D}[\Gamma_c(V, \mathcal{D}^{n,n-1}_I)]$. The lemma is proved. ◯

Now, we know from lemma 2.2 that the orthogonal of any closed ideal $I$ in $\mathcal{O}(V)$ can be identified with

$$\Gamma_c(V, \mathcal{D}^{n,n}_I)/\mathcal{D}[\Gamma_c(V, \mathcal{D}^{n,n-1}_I)],$$

which is a representation of $\mathcal{Ext}^n_{\mathcal{O}}(V, \mathcal{O}/\mathcal{I}, \Omega^n)$. In particular, if $\rho_1 T = \cdots = \rho_m T = 0$, there exists an $(n, n)$-compactly supported current with support in $\mathcal{V}(\rho_1, \ldots, \rho_m)$, which is orthogonal to the ideal $(\rho_1, \ldots, \rho_m)\mathcal{O}^{0,0}(V)$ and represents $T$. Whenever $V$ is a convex open set in $\mathbb{C}^n$, $R_1, \ldots, R_m$ are $m$ elements in $\mathcal{Exp}(V)$ (let us say, for example, $m$ infinite order differential operators with constant coefficients), any solution $f$ in $\mathcal{Exp}(V)$ of the system of convolution equations

$$R_1 \ast f = \cdots = R_m \ast f = 0$$

is of the form $f = F(T)$, where $T \in \mathcal{O}'(V)$ can be represented by some compactly supported $(n, n)$ current $T_I$, with support included in $\mathcal{V}(\rho_1, \ldots, \rho_m)$ ($\rho_j \ast F(R_j)$) such that, for any open subset $U \subset V$, for any $1 \leq j \leq m$, $\rho_j \cdot (T_{1|U}) = 0$. 7
Remark 2.3. It is easy to extend the statements above to closed submodules in \( \mathcal{O}^p(V) \). When \( V \) is a convex open subset in \( \mathbb{C}^n \), one can apply these methods to study systems of convolution equations of the form
\[
\sum_{j=1}^{p} R_{i,j} * \phi_j = 0, \quad 1 \leq j \leq q
\]
where \( R_{i,j} \in \text{Exp}'(V) \), \( \phi_i \in \text{Exp}(V) \) for \( 1 \leq i \leq q, \quad 1 \leq j \leq p \).

Remark 2.4. When \( V \) is a convex open subset in \( \mathbb{C}^n \) and \( W \) an invariant subspace in \( \text{Exp}(V) \), there is a unique analytic subspace \( \mathcal{V}(W) = \mathcal{V}(I) \) (\( I \) being the sheaf of ideals generated by \( I^\perp \) as \( F(W^\perp) \)), such that
\[
W = F \left( \frac{\Gamma_c(V, \mathcal{D}^p_{I^\perp})}{\partial^{|\Gamma_c(V, \mathcal{D}^p_{I^\perp})|}} \right).
\]

Remark 2.5. For some given \( T \in \mathcal{O}'(V) \), the ideal \( I(T) \) of elements \( \rho \in \mathcal{O}(V) \) such that \( \rho T = 0 \) is the largest closed ideal such that \( T \in I^\perp \). When \( I(T) \neq \{0\} \), one can see the analytic space defined by \( I(T) \) as the analytic carrier of the functional \( T \).

Remark 2.6. We would like to mention the beautiful result of L. Gruman, which generalizes, in some substantial way, Ritt’s division theorem. Here is some simplified version of this statement:

Theorem [19]. Let \((I_k)_{1 \leq k \leq m}\) be a collection of finitely generated ideals in \( \mathcal{O}(\mathbb{C}^n) \) and, for each \( k \), \( T_k \) be some analytic functional in \( I_k^\perp \). Assume that, for some collection of \( M \) elements \((\beta_i)_{1 \leq i \leq M}\), for some collection of \( M \) complex numbers \((\epsilon_i)_{1 \leq i \leq M}\), the function
\[
z \mapsto G(z) := \frac{\sum_{1 \leq k \leq m} F(T_k)(z)}{\sum_{i=1}^{M} c_i \exp < \beta_i, z >}
\]
is an entire function in \( \mathbb{C}^n \). Then, there are closed ideals \( J_i, \quad 1 \leq i \leq N \), as well as compactly supported \((n,n)\) currents \( T_i, \quad 1 \leq i \leq N \), such that \( T_i \) is annihilated by \( J_i \) (as a current) for any \( i \), and
\[
G = \sum_{i=1}^{N} F(T_i).
\]

We end this section with the definition of residue currents. We refer to [8], [10], [30], [36] for the properties of residue and multiple-residue principal value currents.

Let \( V \) be a complex manifold of dimension \( n \) and \( \{Y_1, \ldots, Y_p\} \) a family of \( p \) hypersurfaces \((1 \leq p \leq n)\). One can associate to any \((r, q)\) semimeromorphic form having its poles on the union of the given hypersurfaces, a multiple residue current of bidegree \((r,p+q)\). In the particular case where each of the hypersurfaces \( Y_i \) is defined by the vanishing of a global holomorphic function \( f_i \in \mathcal{O}(V) \) and the family is in complete intersection position, given any \( \omega' \in \mathcal{E}^{n,n-p}(V) \), we can consider the semimeromorphic form \( \omega := \frac{\omega'}{f_1 \cdots f_p} \), and the action of the associated residue \((n,n)\)-current \( \frac{\partial}{\partial f_1} \wedge \cdots \wedge \frac{\partial}{\partial f_p} \wedge \omega \) on a test function \( \varphi \), may be defined as the limit along an admissible path \( \varepsilon = \varepsilon(\delta) \) (in the sense of [8]), of the following integrals over semi-analytic tubes
\[
\frac{\partial}{\partial f_1} \wedge \cdots \wedge \frac{\partial}{\partial f_p} \wedge \omega(\varphi) = \lim_{\delta \to 0} \frac{1}{(2\pi i)^p} \int_{\{|f_1|=\varepsilon_1, \ldots, |f_p|=\varepsilon_p\}} \frac{\varphi \omega'}{f_1 \cdots f_p}.
\]

It is interesting to remark that the above limit does not exist in general if we just let \( \varepsilon \in \mathbb{R}_{>0} \) tend to 0, even in the point case \( p = n \), as it has been shown in [31].
The residue current may be equivalently defined by means of analytic continuation as follows: using Atiyah’s theorem [2], one can consider the map

$$\lambda \mapsto I(\cdot; \lambda) = \frac{\lambda^p}{(2i\pi)^p} |f_1 \ldots f_p|^{2(\lambda - 1)} \bigwedge_{j=1}^p \overline{\partial f_j}$$

as a current-valued meromorphic map defined in the whole complex plane. One can show that this map has its poles in $\mathbb{Q}^-$, and is such that, for any $\omega \in \mathcal{E}^{n,n-p}(V)$, for any test function $\varphi$,

$$I(\omega \varphi; 0) = \langle \bigwedge_{f_1} \varphi \wedge \ldots \wedge \bigwedge_{f_p} \varphi \wedge \omega, \varphi \rangle.$$

The local behaviour of this residue current is the following:

Let $Y := \cap_i^p (f_i = 0)$ and $(W, z)$ be a coordinate neighborhood such that for any $A \subseteq \{1, \ldots, n\}$, $|A| = n - p$, there exists a sufficiently small polydisk $U_A \subseteq W$ with the property that $\Pi : U_A \cap Y \to \Pi(U_A \cap Y)$ is a ramified covering, where $\Pi$ is the coordinate projection onto $\{ z : z_j = 0 \forall j \notin A \}$. Denote $U := \cap_A U_A$.

According to the fibered residue formula of Coleff–Herrera, there exist for each $A$, a positive integer $m_A$, a holomorphic function $\rho_A \in \mathcal{O}(U)$ such that $(\rho_A = 0) \cap Y$ contains $\text{sing}(Y)$ and for any $r \in \mathbb{N}_0^p$, $|r| \leq m_A$, semimeromorphic functions $k_A[r]$ on $Y$ with poles contained in $(\rho_A = 0)$ such that, for any test function $\varphi$ with support contained in $U$:

$$\overline{\partial}_{f_1} \ldots \overline{\partial}_{f_p} \wedge \varphi = \sum_{|A|=n-p} P_{Y,\rho_A} \left( \sum_{|r|\leq m_A} \left( \frac{\partial^r}{\partial z_A^r} \right) \varphi \bigg|_Y \cdot k_A[r] \cdot dz_A \wedge d\bar{z}_A \right)$$

(2.11)

($P_{Y,\rho_A}$ denotes the principal value current on $Y$ associated to $(\rho_A = 0)$ and $\frac{\partial^r}{\partial z_A^r} = \frac{\partial^r}{\partial z_{i_1}^r \ldots \partial z_{i_p}^r}$ if $A = \{i_1, \ldots, i_p\}$ with $i_1 < i_2 < \ldots < i_p$).

We observe that $\overline{\partial}_{f_1} \ldots \overline{\partial}_{f_p} \wedge \varphi$ is locally equal to a sum of principal values over $Y$ of linear combinations (with semimeromorphic coefficients $k_A[r]$) of holomorphic derivatives transverse to $\text{reg} Y$ of the test function $\varphi$. These principal values are reduced to integrations if the functions $k_A[r]$ have no singularities, or evaluations if $p = n$. 
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3. The representation of $I^\perp$ in the complete intersection case; a cohomological approach.

In this section, we will characterize $I^\perp$ in terms of residue currents under the hypothesis that the ideal $I$ is generated by a complete intersection $f_1, \ldots, f_p \in \mathcal{O}(V)$ (i.e. $V(I) := \cap_{i=1}^p (f_i = 0)$ has dimension $n-p$).

For any $\omega \in \Gamma_c(V, \mathcal{E}^{n,n-p})$, the distribution $(n,n)$ current $\bar{\partial}_{\mathcal{F}} \wedge \cdots \wedge \bar{\partial}_{\mathcal{F}} \wedge \omega$, has compact support contained in $\text{supp}(\omega) \cap V(I)$ and is annihilated by $f_1, \ldots, f_p$, defining an element in $I^\perp$. We will show that in fact, $I^\perp$ can be identified in a natural way with the $\bar{\partial}$-cohomology space $H^{n-p}_\mathcal{F}(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I}))$, and that the identification is realized via the morphism

$$H^{n-p}_\mathcal{F}(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})) \to I^\perp \quad \bar{\partial} \quad \mapsto \quad (\bar{\partial}(1/f_1) \wedge \cdots \wedge \bar{\partial}(1/f_p) \wedge \varphi)_{|\mathcal{O}(V)}.$$ 

We begin with a characterization of the above cohomology group.

**Proposition 3.1.** Let $V$ be a $n$-dimensional manifold and $f_1, \ldots, f_p \in \mathcal{O}(V)$ generating a (coherent) sheaf of ideals $\mathcal{I}$. Then, for any $m$,

$$H^m_c(V; \Omega^n \otimes \mathcal{O}/\mathcal{I}) \simeq H^m_\mathcal{F}(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})) \simeq \left\{ \phi \in \Gamma_c(V, \mathcal{E}^{n,m})/\bar{\partial}\phi = \sum f_i \psi_i, \text{ for some } \psi_i \in \Gamma_c(V, \mathcal{E}^{n,m+1}) \right\} / \left\{ \sum f_i \psi_i, \varphi \in \Gamma_c(V, \mathcal{E}^{n,m}) \right\}. \quad (3.1)$$

**Proof.** By arguments similar to those in Theorem 2.1, it follows that

$$0 \to \Omega^n \otimes \mathcal{O}/\mathcal{I} \xrightarrow{\bar{\partial} \otimes \text{id}} \mathcal{E}^{n,0} \otimes \mathcal{O}/\mathcal{I} \xrightarrow{\bar{\partial} \otimes \text{id}} \mathcal{E}^{n,1} \otimes \mathcal{O}/\mathcal{I} \xrightarrow{\bar{\partial} \otimes \text{id}} \cdots \to 0$$

is a c-soft resolution of $\Omega^n \otimes \mathcal{O}/\mathcal{I}$, which proves the first isomorphism $H^m_c(V; \Omega^n \otimes \mathcal{O}/\mathcal{I}) \simeq H^m_\mathcal{F}(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I}))$.

In order to prove the second isomorphism, note first that the quoted flatness of $\mathcal{E}^{\bullet,\bullet}$ over $\mathcal{O}$ implies that

$$0 \to \mathcal{E}^{n,\bullet} \otimes \mathcal{I} \to \mathcal{E}^{n,\bullet} \to \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I} \to 0$$

is exact.

As $H^1_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{I}) = 0$, we get the following commutative diagram with exact columns:

\[
\begin{array}{cccc}
0 & \to & \Gamma_c(V, \mathcal{E}^{n,m-1} \otimes \mathcal{I}) & \to & \Gamma_c(V, \mathcal{E}^{n,m} \otimes \mathcal{I}) & \to & \Gamma_c(V, \mathcal{E}^{n,m+1} \otimes \mathcal{I}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \Gamma_c(V, \mathcal{E}^{n,m-1} \otimes \mathcal{I}) & \to & \Gamma_c(V, \mathcal{E}^{n,m} \otimes \mathcal{I}) & \to & \Gamma_c(V, \mathcal{E}^{n,m+1} \otimes \mathcal{I}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \Gamma_c(V, \mathcal{E}^{n,m-1} \otimes \mathcal{E}^{n,m}) & \to & \Gamma_c(V, \mathcal{E}^{n,m} \otimes \mathcal{E}^{n,m}) & \to & \Gamma_c(V, \mathcal{E}^{n,m+1} \otimes \mathcal{E}^{n,m}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \Gamma_c(V, \mathcal{E}^{n,m-1} \otimes \mathcal{E}^{n,m}) & \to & \Gamma_c(V, \mathcal{E}^{n,m} \otimes \mathcal{E}^{n,m}) & \to & \Gamma_c(V, \mathcal{E}^{n,m+1} \otimes \mathcal{E}^{n,m}) & \to & 0 \\
\end{array}
\]

Moreover, the image of $\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{I})$ in $\Gamma_c(V, \mathcal{E}^{n,\bullet})$ is equal to $I \cdot \Gamma_c(V, \mathcal{E}^{n,\bullet})$, by collecting local representations of a section by means of a partition of unity.

Therefore, we can compute $\text{Ker}(\bar{\partial} \otimes \text{id})/\text{Im}(\bar{\partial} \otimes \text{id})$ as the stated quotient of global $C^\infty$ compactly supported forms. ◊
We know from §2 that $I^\perp$ can be represented as $\text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}, \Omega^n)$. In the case of a complete intersection ideal of codimension $p$, this global Ext can be characterized as follows:

**Proposition 3.2.** Let $V$ be a $n$-dimensional manifold and let $\mathcal{I}$ be a coherent sheaf of ideals in $\mathcal{O}$. Suppose there exist $p \leq n$ such that $\text{Ext}^n_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)$ is nonzero only for $q = p$. Then,

$$\text{Ext}^n_{\mathcal{O}}(V; \mathcal{O}/\mathcal{I}, \Omega^n) \simeq H^{n-p}_c(V, \text{Ext}^p_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)).$$

(3.2)

Moreover, if there exist $f_1, \ldots, f_p$ elements in $\mathcal{O}(V)$ in complete intersection position generating $\mathcal{I}$, one also has the following identification

$$\text{Ext}^p_{\mathcal{O}}(V; \mathcal{O}/\mathcal{I}, \Omega^n) \simeq H^{n-p}_c(V; \mathcal{O}/\mathcal{I} \otimes \Omega^n)$$

(3.3)

**Proof.** As $\text{Ext}^p_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)$ is nonzero only for $q = p$, the spectral sequence of $\text{Ext}$ degenerates at $E_2$ and one has for $q \geq p$ the following isomorphism

$$\text{Ext}^q_{\mathcal{O}}(V; \mathcal{O}/\mathcal{I}, \Omega^n) \simeq H^{q-p}_c(V, \text{Ext}^p_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)).$$

In particular, when $q = n$, we get (3.2). In order to prove this result, let us consider an injective resolution $\mathcal{J}^\bullet$ of $\Omega^n$: one closes the double complex $K$ as below

$$
\begin{array}{ccccccc}
0 & & 0 \\
\downarrow & & \downarrow \\
0 & \rightarrow & \Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \Omega^n)) & \rightarrow & \cdots & \Gamma_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{J}^\bullet)) & \rightarrow \\
\downarrow & & \downarrow \\
0 & \rightarrow & \Gamma_c(V, \mathcal{C}^0(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \Omega^n))) & \rightarrow & \cdots & \Gamma_c(V, \mathcal{C}^0(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{J}^\bullet))) & \rightarrow \\
\downarrow & & \downarrow \\
0 & \rightarrow & \Gamma_c(V, \mathcal{C}^1(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \Omega^n))) & \rightarrow & \cdots & \Gamma_c(V, \mathcal{C}^1(V, \text{Hom}_{\mathcal{O}}(\mathcal{F}, \mathcal{J}^\bullet))) & \rightarrow
\end{array}
$$

For this complex, one may compute

$$
{}^tE_1^{p,q}(K) = H^q(C^p_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)))
= C^p_c(V, \mathcal{C}^q(\mathcal{O}/\mathcal{I}, \mathcal{J}^\bullet))
= C^p_c(V, \text{Ext}^q_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)),
$$

since Godement's functor $\mathcal{F} \mapsto \mathcal{C}_c(V, \mathcal{F})$ is exact (see [17], p. 168). Therefore

$$
{}^tE_2^{p,q}(K) = H^p_c(V, \text{Ext}^q_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)).
$$

Since we have, for any integer $m$

$$
{}^tE_{2}^{m-r,r} = H^{m-r}_c(V, \text{Ext}^r_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)) = 0
$$

for $r \neq p$, it follows from Theorem 4.4.1, p. 81 in [17], that

$$
H^n(K) \cong {}^tE_2^{n-p,p}(K) = H^{n-p}_c(V, \text{Ext}^p_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \Omega^n)).
$$

(3.4)

Since the sheaves $\text{Hom}_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \mathcal{J}^\bullet)$ are flabby, we have also, for any $q \geq 1$,

$$
{}^nE_1^{p,q}(K) = H^p_c(C^\bullet(V, \text{Hom}_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \mathcal{J}^\bullet))) = H^p_c(V, \text{Hom}_{\mathcal{O}}(\mathcal{O}/\mathcal{I}, \mathcal{J}^p)) = 0.
$$

(3.5)
Then, using again Godement’s Theorem 4.4.1, we get from (3.5)
\[ H^n(K) = E_2^{n,0}(K) = H^n_e(V, \mathcal{H}om_\mathcal{O}(\mathcal{O}/\mathcal{I}, J^*)) = \text{Ext}^n_e(V; \mathcal{O}/\mathcal{I}, \Omega^n). \] (3.6)

From (3.4) and (3.6), we deduce the isomorphism (3.2).

In order to prove (3.3), observe first that there exist an invertible matrix \( A = (a_{ij}) \in GL(C, p) \) such that the functions \( g_i := \sum_{j=1}^p a_{ij} f_j \) form a regular sequence in \( \mathcal{O}(V) \) generating \( I \) ([11, Prop. 1.2]). We can suppose then w.l.o.g. that the given generators \( f_1, \ldots, f_p \) are a regular sequence and we consider the associated Koszul projective resolution of \( \mathcal{O}/\mathcal{I} \):
\[ 0 \rightarrow \Lambda^p \mathcal{O}^p \xrightarrow{\beta} \Lambda^{p-1} \mathcal{O}^p \rightarrow \cdots \rightarrow \Lambda^1 \mathcal{O}^p \xrightarrow{\beta} \mathcal{O} \rightarrow \mathcal{O}/\mathcal{I} \rightarrow 0 . \]

The sheaves \( \text{Ext}^p_e(\mathcal{O}/\mathcal{I}, \Omega^n) \) are the cohomology sheaves of the dual complex \( (\mathcal{H}om_\mathcal{O}(\Lambda^p \mathcal{O}^p, \Omega^n), \mathcal{I}, \mathcal{O}^p) \), which again can be identified to a Koszul complex. Therefore,
\[ a) \text{ for any } q \geq 1, q \neq p, \text{ Ext}^p_e(\mathcal{O}/\mathcal{I}, \Omega^n) = 0, \text{ and so (3.2) is true.} \]
\[ b) \text{ Ext}^p_e(\mathcal{O}/\mathcal{I}, \Omega^n) \simeq \mathcal{O}/\mathcal{I} \otimes \Omega^n, \text{ proving that} \]
\[ \text{Ext}^p_e(V; \mathcal{O}/\mathcal{I}, \Omega^n) = H^{n-p}_e(V; \mathcal{O}/\mathcal{I} \otimes \Omega^n). \]

Finally, we deduce (3.3) from Proposition 3.1.

**Corollary 3.3.** If \( I \) is generated by a complete intersection \( f_1, \ldots, f_p \in \mathcal{O}(V) \),
\[ I^\perp \simeq H^{n-p}_e(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})). \]

We show next that every element in \( I^\perp \) is represented by a residue current. The approach to prove this special case of the classical duality theorems ([33],[34]), is inspired by [28] (see also [13]).

**Theorem 3.4.** Let \( V \) be an \( n \)-dimensional Stein manifold and \( I \subseteq \mathcal{O}(V) \) generated by a complete intersection \( f_1, \ldots, f_p \in \mathcal{O}(V) \). Let \( \mathcal{I} \) denote the coherent sheaf of ideals associated to \( I \). Then,
\[ H^{n-p}_e(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})) \rightarrow I^\perp \xrightarrow{\varphi} (\overline{\partial}(1/f_1) \wedge \cdots \wedge \overline{\partial}(1/f_p) \wedge \varphi)_{|\mathcal{O}(V)} \]
is an isomorphism.

**Proof.** By ([12, Prop. 1.2]), there exist an invertible matrix \( A = (a_{ij}) \in GL(C, p) \) such that the functions \( g_i := \sum_{j=1}^p a_{ij} f_j \) are another set of \( p \) generators of \( I \) satisfying the additional hypotheses that, for any subset \( J \subseteq \{1, \ldots, p\} \) with cardinal \( k \), \( \cap_{i \in J} \{g_i \neq 0\} \) is an analytic set of codimension \( k \). Moreover, by the Transformation Law for residue currents (see for example [18] for the discrete case, [21], p. 171 and [12] for the complete intersection case), we have the equality of currents:
\[ \overline{\partial}(1/g_1) \wedge \cdots \wedge \overline{\partial}(1/g_p) = \left( \frac{1}{\det(A)} \right) \overline{\partial}(1/f_1) \wedge \cdots \wedge \overline{\partial}(1/f_p) . \]

Therefore, we can suppose w.l.o.g. that the given generators \( f_1, \ldots, f_p \) define a regular sequence for any order.

Let \((\mathcal{R}^\bullet, \rho)\) be the Koszul resolution of \( \mathcal{O}/\mathcal{I} \):
\[ \mathcal{O} \longrightarrow \Lambda^p \mathcal{O}^p \xrightarrow{\rho} \cdots \xrightarrow{\rho} \Lambda^2 \mathcal{O}^p \xrightarrow{\rho} \Lambda^1 \mathcal{O}^p \xrightarrow{\rho} \Lambda^0 \mathcal{O}^p \xrightarrow{\pi} \mathcal{O}/\mathcal{I} \longrightarrow 0 , \]
where \( \rho(e_1, \ldots, e_s) = \sum_{j=1}^{s} (-1)^{j-1} f_j \cdot e_1 \wedge \ldots \wedge e_j \wedge \ldots \wedge e_s. \)

Denote by \( Z_0 \) the set

\[ \{ \omega \in \text{Hom}_0(\mathcal{R}^*, \mathcal{E}^n): \omega(\Lambda^i \mathcal{O}^n) \subseteq \mathcal{E}^{n-i-j}, j = 0, \ldots, p, \text{ and } \overline{\partial} \omega = \omega \} \]

Following Palamodov ([28]), each \( \omega \in \Gamma_c(V, Z_0) \) is called a (closed) peripherical form.

Given \( I \subseteq \{ 1, \ldots, p \} \), denote \( e_I = e_{i_1} \wedge \ldots \wedge e_{i_s} \) if \( I = \{ i_1, \ldots, i_s \} \) with \( i_1 < i_2 < \ldots < i_s \), and let \( \omega_I = \omega(e_I) \). Then, each \( \omega \in \Gamma_c(V, Z_0) \) is determined by a collection \( (\omega_I)_{I \subseteq \{ 1, \ldots, p \}} \) of \( C^\infty \) compactly supported forms verifying:

i) \( \omega_I \in \Gamma_c(V, \mathcal{E}^{n-n-i(I)}) \), for all \( I \subseteq \{ 1, \ldots, p \} \).

ii) \( \overline{\partial} \omega_I = \sum_{j=1}^{i(I)} (-1)^{j-1} f_j \cdot \omega_{I-(i_j)} \), for all \( I \) such that \( |I| \geq 2 \), and \( \overline{\partial} \omega_{\{ i \}} = f_i \cdot \omega(1) \) for all \( i = 1, \ldots, p \).

Consider

\[ Z_1 := \{ \omega \in \text{Hom}_0(\mathcal{R}^*, \mathcal{E}^{n*}): \omega(\Lambda^i \mathcal{O}^n) \subseteq \mathcal{E}^{n-n-i-1}, j = 0, \ldots, p \} \]

and let \( \Delta : Z_1 \to Z_0 \) defined by

\[ \Delta(\omega)(e_I) = \overline{\partial} \omega(e_I) + \omega(\rho(e_I)) \]

as in [28]. By Theorem 5.1 in [28],

\[ \frac{\Gamma_c(V, Z_0)}{\Delta \Gamma_c(V, Z_1, \overline{\partial})} \xrightarrow{\alpha} \frac{I^1}{I^1 \omega(1)} \]

is an isomorphism. By [25, Remarque 2.5],

\[ \frac{\Gamma_c(V, Z_0)}{\Delta \Gamma_c(V, Z_1, \overline{\partial})} \xrightarrow{\beta} \frac{H^{n-p} \Gamma_c(V, \mathcal{E}^{n*} \otimes \mathcal{O}/\mathcal{I})}{\omega(e_1 \wedge \ldots \wedge e_p)} \]

is also an isomorphism.

We claim that for any closed peripherical form \( \omega \) and any holomorphic function \( h \in \mathcal{O}(V) \):

\[ \int_V \omega(1) \cdot h = (-1)^p \left( \frac{1}{f_1} \wedge \ldots \wedge \frac{1}{f_p} \wedge \omega_{\{1, \ldots, p\}}, h \right) \]

(3.9)

The proof of this fact is a consequence of properties 1.7.2(4), 1.7.6(2) and 1.7.7(3) of residue and residue-principal value currents shown in [8].

First,

\[ \int_V \omega(1) \cdot h = \left( \frac{1}{f_1} \wedge f_1 \cdot \omega(1) \right)(h) = \left( \frac{1}{f_1} \wedge \overline{\partial} \omega_{\{1\}} \right)(h) = - \left( \overline{\partial} \frac{1}{f_1} \wedge \omega_{\{1\}} \right)(h) \]

because \( \overline{\partial} h = \overline{\partial} f_1 = 0 \).

Similarly, for any \( k \in \{ 1, \ldots, p \} \),

\[ \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_{k-1}} \wedge \omega_{\{1, \ldots, k-1\}} \right)(h) = \]

\[ = \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_{k-1}} \wedge \frac{1}{f_k} \wedge f_k \cdot \omega_{\{1, \ldots, k-1\}} \right)(h) = \]

\[ = \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_{k-1}} \wedge \frac{1}{f_k} \wedge (-1)^{k-1} \overline{\partial} \omega_{\{1, \ldots, k\}} \right)(h) + \]

\[ + \sum_{j<k} \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_{k-1}} \wedge \frac{1}{f_k} \wedge (-1)^{j+k+1} f_j \cdot \omega_{\{1, \ldots, j, \ldots, k\}} \right)(h) = \]

\[ = (-1)^{k-1} (-1)^{k} \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_k} \wedge \omega_{\{1, \ldots, k\}} \right)(h) + 0 = \]

\[ = - \left( \overline{\partial} \frac{1}{f_1} \wedge \ldots \wedge \overline{\partial} \frac{1}{f_k} \wedge \omega_{\{1, \ldots, k\}} \right)(h), \]
which proves (3.9).

Taking into account (3.1), each class in $H^{n-p}_\partial(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I}))$ is represented by a form $\varphi \in \Gamma_c(V, \mathcal{E}^{n,\bullet})$ with $\overline{\partial} \varphi = \sum f_i \psi_i$, for some $\psi_i \in \Gamma_c(V, \mathcal{E}^{n,n-p+1})$. Let $\varphi$ be any such form; by (3.8), there exists a peripheral form $\omega_\varphi$ such that $\varphi = \overline{\partial} \omega_\varphi(e_1 \wedge \ldots \wedge e_p)$.

By (3.7), (3.8) and (3.9),

$$H^{n-p}_\partial(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})) \rightarrow \mathcal{I}^\perp$$

$$\varphi \mapsto (\overline{\partial}_{1/f} \wedge \omega_\varphi(e_1 \wedge \ldots \wedge e_p))|_{\mathcal{O}(V)}$$

is an isomorphism.

On the other side, by (3.1), $\varphi - \omega_\varphi(e_1 \wedge \ldots \wedge e_p) = \overline{\partial} \psi + \sum f_i \varphi_i$, where $\psi \in \Gamma_c(V, \mathcal{E}^{n,n-p-1})$ and $\varphi_i \in \Gamma_c(V, \mathcal{E}^{n,n-p})$, $\forall i = 1, \ldots, p$. Now,

(a) $\left\langle \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p} \wedge \overline{\partial} \psi, h \right\rangle = \pm \left\langle \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p} \wedge \psi, \overline{\partial} h \right\rangle = 0$,

for any $h \in \mathcal{O}(V)$ and

(b) $\left\langle \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p}, \sum f_i \varphi_i \right\rangle = 0$

since the residue current is annihilated by the ideal $(f_1, \ldots, f_p)$.

Finally, we deduce that

$$\left( \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p} \wedge \omega_\varphi(e_1 \wedge \ldots \wedge e_p) \right)|_{\mathcal{O}(V)} =$$

$$= \left( \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p} \wedge \varphi \right)|_{\mathcal{O}(V)},$$

which proves the theorem. ◊

**Corollary 3.5.** Let $V$ be an $n$-dimensional Stein manifold and $I \subseteq \mathcal{O}(V)$ generated by a complete intersection $f_1, \ldots, f_p \in \mathcal{O}(V)$. For any $T \in I^\perp$ and any open Stein neighborhood $\Omega$ of a carrier $K$ of $T$, there exists a $\mathcal{C}^\infty(n,n-p)$-form $\varphi_T$ with compact support contained in $\Omega$ such that

$$T(h) = \left\langle \overline{\partial}_{1/f_1} \wedge \ldots \wedge \overline{\partial}_{1/f_p} \wedge \varphi_T, h \right\rangle$$

for all $h \in \mathcal{O}(V)$.

Moreover, $\varphi_T$ can be chosen verifying:

$$\overline{\partial} \varphi_T = \sum_{i=1}^p f_i \cdot \varphi_i,$$

for some $\varphi_i \in \Gamma_c(V, \mathcal{E}^{n,n-p+1})$.

**Proof.** As $T$ extends to an analytic functional over $\mathcal{O}(\Omega)$ by (2.5), the Corollary follows from Theorem 3.4 and the representation of

$$H^{n-p}_\partial(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I}))$$

given in Proposition 3.1. ◊

**Remark 3.6.** From the injectivity of the “residue” isomorphism

$$H^{n-p}_\partial(\Gamma_c(V, \mathcal{E}^{n,\bullet} \otimes \mathcal{O}/\mathcal{I})) \rightarrow I^\perp$$
in Theorem 3.4, we deduce that given \( \varphi \in \Gamma_c(V, \mathcal{E}^{n,n-p}) \) defining a cohomology class (i.e. such that \( \overline{\partial}_\varphi = \sum_{i=1}^p f_i \varphi_i \), for some \( \varphi_i \in \Gamma_c(V, \mathcal{E}^{n,n-p+1}) \), \( i = 1, \ldots, p \)), the restriction of the residue current \( \overline{\partial}(1/f_1) \land \cdots \land \overline{\partial}(1/f_p) \land \varphi \) to \( \mathcal{O}(V) \) defines the zero functional iff there exist forms \( \beta \in \Gamma_c(V, \mathcal{E}^{n,n-p-1}) \), and \( \beta_i \in \Gamma_c(V, \mathcal{E}^{n,n-p}) \) \( \forall i = 1, \ldots, p \), such that \( \varphi = \overline{\partial}\beta + \sum_{i=1}^p f_i \beta_i \).

In fact,
\[
\mathcal{O}(V)/I \times H^{n-p}_\beta(\Gamma_c(V, \mathcal{E}^{n,n}) \otimes \mathcal{O}/\mathcal{I}) \quad \longrightarrow \quad \mathbb{C}
\]
\[
\overline{\partial} \times \varphi \quad \longrightarrow \quad (\overline{\partial}(1/f) \land \varphi)(h)
\]
is a non-degenerated bilinear pairing.

We can also rediscover here the Duality Law for residue currents with holomorphic numerators ([11],[29]):

Given \( h \in \mathcal{O}(V) \), the condition \( h \in I \) is equivalent to
\[
(\overline{\partial}(1/f_1) \land \cdots \land \overline{\partial}(1/f_p))(\varphi) = (\varphi \overline{\partial}(1/f_1) \land \cdots \land \overline{\partial}(1/f_p))(h)
\]
is 0 \( \forall \varphi \in \Gamma_c(V, \mathcal{E}^{n,n-p}) \)

(or even for any such \( \varphi \) for which \( \overline{\partial}_\varphi \) is in the ideal generated by \( I \) in \( \Gamma_c(V, \mathcal{E}^{n,n-p+1}) \)).

4. From complete intersections to locally Cohen–Macaulay ideals.

In this section, we extend the results of §3 to describe \( I^\perp \) in terms of residue currents in case \( I \) is a closed ideal such that each local quotient \( \mathcal{O}_x/\mathcal{I}_x \) is a Cohen–Macaulay ring of some fixed dimension. We recall that a local ring \( \mathcal{O}_x/\mathcal{I}_x \) is said to be Cohen–Macaulay if it has a regular sequence of germs vanishing at \( x \) of length equal to \( \dim(\mathcal{I}_x) \). In particular, if \( \dim(\mathcal{I}_x) = 0 \) or if \( \mathcal{I}_x \) is a complete intersection, then \( \mathcal{O}_x/\mathcal{I}_x \) is Cohen-Macaulay.

We give a simple proof for the case of dimension 0, using Taylor expansions of \( C^\infty \) functions in local coordinates around each point in \( V(I) \). In the general Cohen-Macaulay case, the proof relies on cohomological methods.

The following lemma will be used to reduce this case to the complete intersection case previously studied.

**Lemma 4.1.** Let \( V \) be a Stein manifold of dimension \( n \) and let \( I \subseteq \mathcal{O}(V) \) be a proper closed ideal such that \( \operatorname{codim} V(I) = k \in \{1, \ldots, n\} \). There exist \( f_1, \ldots, f_k \in I \) such that \( \operatorname{codim} \cap_{i=1}^k \{ f_i = 0 \} = k \).

**Proof.** Let \( f_1 \in I \setminus \{0\} \). For \( k > 1 \), given \( 1 \leq j \leq k-1 \) and \( f_1, \ldots, f_j \in I \) such that \( \operatorname{codim} \cap_{i=1}^j \{ f_i = 0 \} = j \), let \( N \) be a countable set such that \( N \cap (\mathcal{Z}_p \setminus \cap_{i=1}^j \{ f_i = 0 \}) \neq \emptyset \) for each irreducible component \( \mathcal{Z}_p \) of \( \cap_{i=1}^j \{ f_i = 0 \} \). For any \( x \in N \), \( A_\nu := \{ f \in I/\mathcal{I}(x) \neq 0 \} \) is an open dense subset of \( I \), and then \( A := \cap_\nu A_\nu \) in non void. For any \( f_{j+1} \in A \), the sequence \( \{ f_1, \ldots, f_{j+1} \} \subseteq I \) is a complete intersection. \( \diamondsuit \)

We show in the next proposition that when \( \dim V(I) = 0 \), each functional in \( I^\perp \) is the restriction to \( \mathcal{O}(V) \) of a residual current associated to any complete intersection ideal contained in \( I \).

**Proposition 4.2.** Let \( I \subseteq \mathcal{O}(V) \) be a closed ideal such that \( \dim V(I) = 0 \). For any \( T \in I^\perp \) there exists a unique compactly supported residual current \( R_T \) such that:

(i) \( R_T|\mathcal{O}(V) = T \).

(ii) \( h \cdot R_T = 0 \) in \( \Gamma_c(V', \mathcal{D}^{n,n}) \), for any \( h \in I \).

Moreover, for any complete intersection ideal \( K \) contained in \( I \) with \( V(K) \) discrete, generated by \( f_1, \ldots, f_n \), there exists \( \omega \in \Gamma_c(V, \mathcal{E}^{n,0}) \) with \( \overline{\partial}_\omega \in K \cdot \Gamma_c(V, \mathcal{E}^{n,1}) \) such that
\[
R_T = \overline{\partial}(1/f_1) \land \cdots \land \overline{\partial}(1/f_n) \land \omega.
\]
Proof. By Lemma 4.1, there exists a complete intersection ideal \( K \subseteq I \) of dimension 0 generated by a regular sequence \( f_1, \ldots, f_n \). Given a functional \( T \) orthogonal to \( I, T \) is also in \( K' \). By Theorem 3.4 (or Corollary 3.5), there exists \( \omega \in \Gamma_c(V, \mathcal{E}^{0,0}) \) with \( \delta \omega \in K \cdot \Gamma_c(V, \mathcal{E}^{0,1}) \) such that the residual current \( R_T := \delta(1/f_1) \wedge \cdots \wedge \delta(1/f_n) \wedge \omega \) extends \( T \) and is annihilated by \( K \) as a current. It remains to show that \( R_T \) is also annihilated as a current by all elements in \( I \).

Let \( \varphi \in \Gamma_c(V, \mathcal{E}^{0,0}) \) and \( h \in I \). By a partition of unity argument, we may suppose that \( \text{supp} \varphi \cap V(K) = \emptyset \) (and then \( R_T(\varphi) = 0 \)), or that \( \text{supp} \varphi \) is contained in a small coordinate neighborhood \( \Omega \) of a point \( P_0 \in V(K) \) and \( \text{supp} \varphi \cap V(K) = \{ P_0 \} \). We assume then that there exist \( n \) global holomorphic functions \( z_1, \ldots, z_n \) defining a system of local coordinates in \( \Omega \) and such that \( z_i(P_0) = 0 \ \forall i = 1, \ldots, n \). As \( R_T \) has compact support, it has finite order bounded by \( m \). Consider the Taylor expansion of order \( m \) of \( \varphi(z) \):

\[
\varphi(z) = \varphi_1(z) + \varphi_2(z) + \varphi_3(z)
\]

where

\[
\varphi_1(z) = \sum_{\alpha \in \mathbb{N}^n} \frac{1}{\alpha!} \frac{\partial^{\alpha} \varphi}{\partial z^\alpha}(0) \ z^\alpha
\]

\[
\varphi_2(z) = \sum_{j=1}^n \delta_j \ \theta_j(z)
\]

\[
\varphi_3(z) = \sum_{|\alpha| = m+1} K_\alpha(z) \ z^\alpha
\]

for some \( \theta_j \) and \( K_\alpha \) in \( \mathcal{E}^{0,0}(\Omega) \).

Now,

(i) \( h \cdot R_T(\varphi_1) = R_T(h \cdot \varphi_1) = T(h \cdot \varphi_1) = 0 \), because \( \varphi_1 \in \mathcal{O}(V) \).

(ii) \( h \cdot R_T(\varphi_2) = R_T(h \cdot \varphi_2) = 0 \) because each function \( \delta_j \) is the conjugate of a holomorphic function vanishing at \( \text{supp} R_T \cap \Omega \) (cf. 1.7.5 (2) in [8]; it is in fact a consequence of (2.11)).

(iii) \( h \cdot R_T(\varphi_3) = 0 \) by the choice of \( m \).

Then, \( h \cdot R_T \equiv 0 \), as wanted.

Suppose that \( K' = \langle f'_1, \ldots, f'_n \rangle \) is another complete intersection ideal of dimension 0 contained in \( I \), and let \( \omega' \in \Gamma_c(V, \mathcal{E}^{0,0}) \) such that the residual current \( R_T' := \delta(1/f'_1) \wedge \cdots \wedge \delta(1/f'_n) \wedge \omega' \) also coincides with \( T \) (and then with \( R_T \)) on \( \mathcal{O}(V) \). Let \( m \geq \max\{ \text{ord} R_T, \text{ord} R_T' \} \). Again, by a partition of unity argument we may suppose that we are given a test \( C^\infty \) function \( \varphi \) such that \( \text{supp} \varphi \cap (V(K) \cup V(K')) = \emptyset \) (and then \( R_T(\varphi) = 0 = R_T'(\varphi) \)), or that \( \text{supp} \varphi \) is contained in a small coordinate neighborhood of a point in \( V(K) \cup V(K') \). In this case, taking into account that \( \text{supp} R_T \subseteq V(K) \), \( \text{supp} R_T' \subseteq V(K') \), and expanding \( \varphi = \varphi_1 + \varphi_2 + \varphi_3 \) up to order \( m \) as in (4.1), we deduce by arguments similar to the previous one that \( R_T(\varphi) = R_T'(\varphi). \)

In the case of locally Cohen-Macaulay ideals with positive dimensional zero set, we still have a residue representative \( R_T \) for each \( T \in I' \) (see Theorem 4.4 below), but uniqueness is lost. This “non uniqueness” is already present in the complete intersection case. For example, consider \( I = \langle z_1, \ldots, z_{n-1} \rangle \) in \( V = \mathbb{C}^n \) and any \( \varphi \in \Gamma_c(\mathbb{C}^n, \mathcal{E}^{0,0}) \). Then, \( \delta(1/z_1) \wedge \cdots \wedge \delta(1/z_{n-1}) \wedge \delta \varphi \) is in general a non zero current, but its restriction to \( \mathcal{O}(V) \) is the zero functional.

**Theorem 4.4.** Let \( I \subseteq \mathcal{O}(V) \) be a closed ideal such that each local quotient \( \mathcal{O}_x/I_x \) is a Cohen–Macaulay ring of some fixed dimension \( n-p \in \{0, \ldots, n\} \). For any \( T \in I' \) there exists a compactly supported residual current \( R_T \) such that:

(i) \( R_T|_{\mathcal{O}(V)} = T \).

(ii) \( h \cdot R_T = 0 \in \Gamma_c(V', \mathcal{D}^{n,n}) \), for any \( h \in I \).
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Moreover, for any complete intersection ideal $K =< f_1, \ldots, f_p >$ contained in $I$, there exists $\omega \in \Gamma_c(V, \mathcal{E}^{n,n-p})$ with $\mathcal{O}_x \subset K \cdot \Gamma_c(V, \mathcal{E}^{n,n-p+1})$ such that the residue current $\mathcal{O}(1/f_1) \wedge \cdots \wedge \mathcal{O}(1/f_p) \wedge \omega$ extends $T$.

**Proof.** By Lemma 4.1 there exists a complete intersection ideal $K$ contained in $I$. Let $K =< f_1, \ldots, f_p >$ be any such ideal. As in particular $T \in K$, there exists by Corollary 3.5 a compactly supported form $\omega \in \Gamma_c(V, \mathcal{E}^{n,n-p})$ such that $\mathcal{O}_x \subset K \cdot \Gamma_c(V, \mathcal{E}^{n,n-p+1})$ and $R_{f,\omega} := \mathcal{O}(1/f_1) \wedge \cdots \wedge \mathcal{O}(1/f_p) \wedge \omega$ coincides with $T$ on $\mathcal{O}(V)$. This residue current $R_{f,\omega}$ is annihilated by $K$ and we will show that in fact $\omega$ can be chosen in such a way that $h \cdot R_{f,\omega}(\varphi) = 0$, for any $h \in I$ and any test function $\varphi$. For any such $\omega$, $R_{f,\omega}$ satisfies the required properties for $\mathcal{O}_x$ in the statement of the theorem.

Let $\mathcal{K}$ denote the coherent sheaf of (complete intersection) ideals associated to $K$. We know from Lemma 2.2 that $I^\perp$ (resp. $K^\perp$) can be naturally identified with $\text{Ext}^{n}_I\mathcal{O}(V; \mathcal{O}/I, \mathcal{O}^n)$ (resp. $\text{Ext}^{n}_K\mathcal{O}(V; \mathcal{O}/K, \mathcal{O}^n)$). The fact that each local quotient $\mathcal{O}_x/I_x$ is Cohen–Macaulay of codimension $p$ implies that $\text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/I, \mathcal{O}^n)_x = \text{Ext}^{n}_K\mathcal{O}(\mathcal{O}/I, \mathcal{O}^n)_x = 0$ for $x \neq p$, for all $x \in V$. We have then by (3.2) that $\text{Ext}^{n}_I\mathcal{O}(V; \mathcal{O}/I, \mathcal{O}^n) \simeq \text{Ext}^{n}_K\mathcal{O}(V; \mathcal{O}/K, \mathcal{O}^n)$.

At the level of local rings, $\text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/\mathcal{K}, \mathcal{O}^n)_x$ can be identified with $(\mathcal{O}/\mathcal{K} \otimes \mathcal{O}^n)_x$ as was already observed in the proof of Proposition 3.2. The inclusion $\mathcal{K} \hookrightarrow \mathcal{I}$ induces an injection $\text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{O}^n)_x \hookrightarrow \text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/\mathcal{K}, \mathcal{O}^n)_x$, and under the identification $\text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/\mathcal{K}, \mathcal{O}^n)_x \simeq \mathcal{O}_x/\mathcal{K}_x \otimes \mathcal{O}^n_x$, the image of $\text{Ext}^{n}_I\mathcal{O}(\mathcal{O}/\mathcal{I}, \mathcal{O}^n)_x$ is just $[\mathcal{K}_x : \mathcal{I}_x]/\mathcal{K}_x \otimes \mathcal{O}^n_x$ (cf.[25], [32]), where as usual $[\mathcal{K}_x : \mathcal{I}_x]$ denotes the ideal quotient, i.e. all the germs sending any element in $\mathcal{I}_x$ into $\mathcal{K}_x$.

By the results in §3, $I^\perp$ may be regarded as $H^{n-p}_I(V; \mathcal{O}/\mathcal{K} \otimes \mathcal{O}^n)$ (cf. (3.3), and by the above paragraph, any element of $I^\perp$ (inside $K^\perp$) is in the image of $H^{n-p}_I(V; (\mathcal{K} : \mathcal{I}/\mathcal{K}) \otimes \mathcal{O}^n)$. By the identification in terms of global sections given in (3.1), any element in the image of $H^{n-p}_I(V; (\mathcal{K} : \mathcal{I}/\mathcal{K}) \otimes \mathcal{O}^n)$ is represented by a form $\omega \in (\mathcal{K} : I) \cdot \Gamma_c(V, \mathcal{E}^{n,n-p})$. For any such $\omega$, the residue current $R_{f,\omega}$ extends $T$ by Theorem 3.4. Thus, given any $h \in I$, we know that $h \cdot \omega \in K \cdot \Gamma_c(V, \mathcal{E}^{n,n-p})$ and then,

$$h \cdot R_{f,\omega} = \mathcal{O}(1/f_1) \wedge \cdots \wedge \mathcal{O}(1/f_p) \wedge (h \cdot \omega) = 0,$$

proving the theorem. ◊

5. An analytic description of the representation formulas.

In this section, we intend to make explicit some of the results proved with a cohomological approach in the two preceding sections. The first result we would like to illustrate that way is Corollary 3.5. We will start with some formulation of our results for $V$ being some open pseudoconvex subset in $\mathbb{C}^n$. It is easy to extend these results to Stein manifolds. This can be done using Narasimhan-Forster result (see [14]), which allows us to consider the Stein manifold $V$ as a submanifold in some $\mathbb{C}^N$, then using an holomorphic retraction on this manifold to extend holomorphic functions on $V$ to the ambient space (see also [9].)

From now on $V$ will be a pseudoconvex open subset of $\mathbb{C}^n$. We recall one basic consequence of Cartan’s theorem A: given some holomorphic function $f$ on $V$, one can find some holomorphic map

$$g = g[f] = (g[f], \ldots, g[f], n) : V \times V \to \mathbb{C}^n$$

such that, for any $z \in V$, for any $\zeta \in V$,

$$f(z) - f(\zeta) = \sum_{k=1}^{n} g[f, k](z, \zeta)(z_k - \zeta_k).$$

(5.1)

When $V$ is convex, one can make explicit such a map $g[f]$ thanks to Taylor integral formula

$$f(z) - f(\zeta) = \int_{0}^{1} \left( \frac{d}{dt} [f(\zeta + t(z - \zeta))] \right) dt;$$
when \( f \) is a polynomial, one can also use express \( g_{f|z} \) as a polynomial map obtained with successive divided differences. For the sake of simplicity in our next computations, we will denote as \( G_{f|z} \) the \((1,0)\) differential form in \( V \times V \)

\[
G_{f|z}(z, \zeta) := \sum_{k=1}^{n} g_{f|z,k}(z, \zeta) d\zeta_k.
\]

(5.2)

Such a form \( G_{f|z} \) is called an Hefer form for \( f \).

Let \( (K_l)_{l=1}^{\infty} \) be some exhaustive sequence of compact subsets of \( V \) such that, for any \( l \in \mathbb{N}^* \), \( \hat{K}_l \subset \hat{K}_{l+1} \) and \( \hat{K}_l \) is a strictly pseudoconvex open subset with \( C^\infty \) boundary (for the existence of such a sequence \( (K_l)_{l} \), see for example [22], corollary 1.5.11, here \( \hat{K}_l \) denotes the holomorphic hull of \( K \)). Let \( l \in \mathbb{N}^* \); given \( K_l \) and its defining function \( \rho_l \), one can construct a Henkin-Leiterer section

\[
s^{[l]} : \hat{K}_l \times \hat{K}_l \rightarrow \mathbb{C}^n,
\]

which is holomorphic in \( z \), of arbitrary large regularity in \( \zeta \), and such that, for any compact \( K \subset \subset K_l \), for any \( z \in \hat{K}_l \), for any \( \zeta \in \hat{K}_l \),

\[
\Re(< s^{[l]}(z, \zeta), \zeta - z >) \geq \rho_l(\zeta) - \rho_l(z) + \delta(K)||\zeta - z||^2,
\]

(5.3)

for some strictly positive constant \( \delta(K) \). We will denote as \( S^{[l]} \) the differential form on \( \hat{K}_l \times \hat{K}_l \)

\[
S^{[l]}(z, \zeta) := \sum_{k=1}^{n} s^{[l]}_k(z, \zeta) d\zeta_k.
\]

For each \( l \in \mathbb{N}^* \), let \( \varphi^{[l]} \) be an element in \( \mathcal{D}(V) \), with support included in \( \hat{K}_{l+1} \), such that \( \varphi^{[l]} \equiv 1 \) in a neighborhood of \( \hat{K}_l \). We can further assume (from (5.3)) that for any \( z \) in some neighborhood of \( \hat{K}_l \), for any \( \zeta \) in the support of \( \overline{\partial} \varphi^{[l]} \), \( < s^{[l+1]}(z, \zeta), \zeta - z > \) does not vanish. We will also assume that \( S^{[l+1]} \) is smooth for \( z \) in some neighborhood of \( \hat{K}_l \) and \( \zeta \) in some neighborhood of the support of \( \overline{\partial} \varphi^{[l]} \).

Finally, we remind in our setting Koppelman’s representation formulas with weight factors, which are due to M. Andersson and B. Berndtsson ([1], [3]). Let

\[
q : V \times V \rightarrow \mathbb{C}^n, \ (z, \zeta) \mapsto (q_1(z, \zeta), \ldots, q_n(z, \zeta))
\]

where the \( q_j \) are holomorphic in \( z \) and \( C^1 \) in \( \zeta \). Let \( \Phi \) be some entire function in one variable such that \( \Phi(1) = 1 \). For any positive integer \( m \), let \( \Gamma^{(m)} \) be the function on \( V \times V \)

\[
\Gamma^{(m)} : (z, \zeta) \mapsto (d \varphi^{[l]}_{|t=m<q(z,\zeta),z-\zeta> + 1}.
\]

Let also \( Q \) be the \((1,0)\) differential form on \( V \times V \) which is associated to \( q \) by

\[
Q(z, \zeta) := \sum_{k=1}^{n} q_k(z, \zeta) d\zeta_k.
\]

For any \( h \in \mathcal{O}(V) \), for any \( l \in \mathbb{N}^* \), one has the following representation formula for \( z \) in a neighborhood of \( \hat{K}_l \):

\[
h(z) = h(z) \varphi^{[l]}(z) = \frac{1}{n!(2i\pi)^n} \int_{z \in V} h \varphi^{[l]}(\zeta) \Gamma^{(0)}(z, \zeta) (\overline{\partial} \varphi^{[l]})(z, \zeta)
\]

\[
\frac{1}{(2i\pi)^n} \int_{\zeta \in V} \overline{\partial} \varphi^{[l]}(\zeta) \wedge \left( \sum_{m=0}^{n-1} \frac{\Gamma^{(m)} S^{[l+1]} \wedge (\overline{\partial} \varphi^{[l]})^{n-1-m} \wedge (\overline{\partial} \varphi^{[l]})^{m}(z, \zeta)}{m!} \right)
\]

(5.4)
We need some additional notation. If \( U \) is some open subset of \( V \), \( \omega \) is an element in \( \mathcal{E}^{p,q}(U \times U) \) of the form
\[
\omega(z, \zeta) = \sum_{1 \leq i_1 < \cdots < i_p \leq n} \omega_{i_1, \ldots, i_p}(z, \zeta) \, d\zeta^i_1 \wedge d\zeta^i_p,
\]
and \( S \in \mathcal{E}^{p,q}(U) \), we will denote as \( \langle S, \omega(z, \cdot) \rangle \) the differential form on \( U \)
\[
\langle S, \omega(z, \cdot) \rangle : \zeta \mapsto \sum_{1 \leq i_1 < \cdots < i_p \leq n} \langle S, \omega_{i_1, \ldots, i_p}(z, \zeta) \rangle \, d\zeta^i_1 \wedge d\zeta^i_p.
\]
In particular, when \( S = \mu \), where \( \mu \) is a measure with compact support in \( U \),
\[
\int_U \omega(z, \zeta) d\mu(z) := \sum_{1 \leq i_1 < \cdots < i_p \leq n} \left( \int_U \omega_{i_1, \ldots, i_p}(z, \zeta) d\mu(z) \right) \, d\zeta^i_1 \wedge d\zeta^i_p.
\]

We now are ready to state our results about the description of the orthogonal of some ideal \( I \) in \( \mathcal{O}(V) \)
which is defined as a complete intersection. In our first statement, we deal with the zero dimensional case.

**Proposition 5.1.** Let \( f_1, \ldots, f_n \) define a complete intersection in \( \mathcal{O}(V) \). Let \( T \) be some element in \( \mathcal{O}'(V) \)
such that, for any \( j \in \{1, \ldots, n\} \), \( f_j T \equiv 0 \) (as an analytic functional). There exist \( l_0 \in \mathbb{N}^* \), and a Radon measure \( \mu_0 \) with support in \( K_{l_0} \), such that, for any \( h \in \mathcal{O}(V) \),
\[
T(h) = < \partial(1/f_1) \wedge \cdots \wedge \partial(1/f_n), h\omega_T >,
\]
where \( \omega_T \) is the element in \( \mathcal{D}^{n,0}(V) \) defined as
\[
\omega_T(\zeta) = (-1)^{n(n-1)/2} \varphi^{[l_0]}(\zeta) \int_V \left( \bigwedge_{j=1}^n G_j(z, \zeta) \right) d\mu_0(z),
\]
the \( G_j = \sum_k g_{j,k} d\zeta_k \), \( 1 \leq j \leq n \), being Hefer forms respectively for \( f_1, \ldots, f_n \).

Before giving the proof of this statement, let us complete it with the following remark.

**Remark 5.2.** From our point of view, the functions \( \varphi^{[l]} \), \( l \in \mathbb{N}^* \), were fixed a priori (that is independently of the functional \( T \) one wants to represent). For a given \( T \), we can replace \( \varphi^{[l]} \) by any element \( \varphi^{[\ell]} \) in \( \mathcal{D}(K_{l+1}) \) which coincides with \( \varphi^{[l]} \) on \( [K_l]_V \) and is identically equal to 0 near each common zero of \( f_1, \ldots, f_n \) in \( K_{l+1} \setminus [K_l]_V \) (these zeroes are isolated). Formula (5.5) remains valid if in \( \omega_T \) one replaces \( \varphi^{[l_0]} \) by \( \varphi^{[\ell_0]} \), which gives \( \tilde{\omega}_T \) instead of \( \omega_T \). So we have also the representation formula
\[
T(h) = < \partial(1/f_1) \wedge \cdots \wedge \partial(1/f_n), h\tilde{\omega}_T >,
\]
where now \( \tilde{\omega}_T \) satisfies \( \partial\tilde{\omega}_T \equiv 0 \) in some neighborhood of \( \{ f_1 = \cdots = f_n = 0 \} \) (since the \( G_j \) have holomorphic coefficients in \( z \) and \( \zeta \)). Such a representation formula (5.7) (with the additional condition that \( \partial\tilde{\omega}_T \) is in the ideal generated by the \( f_j \)'s in \( \mathcal{E}^{n,1}(V) \), which is clearly realized here for \( \tilde{\omega}_T \), since this form is \( \partial \) closed near \( \{ f_1 = \cdots = f_n = 0 \} \)), fits with Corollary 3.5 in the zero dimensional case.

**Proof of Proposition 5.1.** As we have already seen in the proof of Theorem 3.4, we may assume that \( f_1, \ldots, f_n \) define a regular sequence in \( \mathcal{O}(V) \) whatever the order is (that is, for any \( 1 \leq k \leq n \), for any subset \( J \subset \{1, \ldots, n\} \) such that \( |J| = k \), \( \text{codim}_V \{ f_j = 0; j \in J \} = k \)). Let \( T \in \mathcal{O}'(V) \). Since the \( (K_l)_{l=1}^{\infty} \) define an exhaustion of \( V \), it follows from Hahn-Banach theorem that there exists some \( l_0 \in \mathbb{N}^* \), some Radon measure \( \mu_0 \) supported by \( K_{l_0} \) such that, for any \( h \in \mathcal{O}(V) \),
\[
< T, h > = \int_{K_{l_0}} h(z) d\mu_0(z).
\]
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We now represent any holomorphic function \( h \in \mathcal{O}(V) \) using formula (5.4) for some adapted choice of \( q \) and \( \Phi \). This is inspired from M. Passare and B. Berndtsson works ([3], [7], [29], [36]). We take here the approach which was proposed in [4] (see also [5], chapter 3). In fact \( q \) depends on a complex parameter \( \lambda \) such that, at the beginning \( \Re(\lambda) > 0 \). Instead of defining \( q = q_{\lambda} \), it seems easier to plot the associated (1,0) differential form on \( V \times V \), namely

\[
Q(z, \zeta) = Q_{\lambda}(z, \zeta) := \frac{1}{n!} \sum_{j=1}^{n} |f_j(\zeta)|^{2(\lambda - 1)} \prod_{k=1}^{n} g_{j,k}(z, \zeta) d\zeta_k.
\]

The key fact is that

\[
< q_{\lambda}(z, \zeta), z - \zeta > + 1 = \left( 1 - \frac{1}{n} \sum_{j=1}^{n} |f_j(\zeta)|^{2\lambda} \right) + \frac{1}{n} \sum_{j=1}^{n} |f_j(\zeta)|^{2\lambda} \overline{f_j(z)} f_j(z).
\]

The entire function \( \Phi \) we choose is the polynomial

\[
\Phi(t) = \frac{1}{n!} \prod_{j=0}^{n-1} (nt - j).
\]

For \( z \in K_{l_0} \), one can represent \( h(z)\varphi^{[b_0]}(z) \) thanks to formula (5.4). So

\[
(2\pi)^n h(z) = (2i\pi)^n h(z)\varphi^{[b_0]}(z) = \frac{1}{n!} \int_{\zeta \in V} \varphi^{[b_0]} h(\zeta) \Gamma^{(0)}(z, \zeta)(\overline{\zeta}\zeta Q_{\lambda})^n(z, \zeta) - \int_{\zeta \in V} h\overline{\varphi^{[b_0]}} \wedge \left( \sum_{m=0}^{n-1} \frac{\Gamma^{(m)} S^{(m+1)} \wedge (\overline{\zeta}\zeta Q_{\lambda})^n(z, \zeta)}{m! < s^{[b_0]+1}(z, \zeta), \zeta - z > n-m} \right)
\]

The first integral in the right handside of (5.9), as one can check immediately, equals

\[
\Theta_{h,l_0}(\lambda) = (-1)^{n(n-1)/2} \lambda^n \int_{V} h\varphi^{[b_0]} |f_1 \cdots f_n|^{2(\lambda - 1)} \left( \bigwedge_{j=1}^{n} \partial f_j(\zeta) \right) \wedge \left( \bigwedge_{j=1}^{n} G_j(z, \zeta) \right)
\]

As a function of the complex parameter \( \lambda \), it is known (from [2]) that \( \Theta_{h,l_0} \) can be continued up to the whole complex plane as a meromorphic function of \( \lambda \); in fact, as shown in ([5], chapter 3, Proposition 3.6 and Theorem 3.18), all the poles of \( \Theta_{h,l_0} \) are in \( \{ \Re(\lambda) < 0 \} \) and the value at \( \lambda = 0 \) is

\[
\Theta_{h,l_0}(0) = (-1)^{n(n-1)/2} \left( \overline{\zeta}(1/f_1) \wedge \cdots \wedge \overline{\zeta}(1/f_n) h\varphi^{[b_0]} \bigwedge_{j=1}^{n} G_j(z, \cdot) \right).
\]

Inspired by this idea, one can take in (5.9), as in [5], the analytic continuation of both sides (as meromorphic functions of the complex parameter \( \lambda \)) and compare the values obtained at \( \lambda = 0 \). Thanks to the choice of \( \Phi \), the formula that one obtains at this stage (see [5], pages 74 to 79) is, for \( z \in K_{l_0} \), of the form

\[
h(z) = h(z)\varphi^{[b_0]}(z) = \sum_{j=1}^{n} f_j(z) h_j(z) + r(z).
\]
where the $h_j$ are holomorphic in some neighborhood of $[K_{l_0}]_V$ (since 
$< s^{[l_0]}(z, \zeta), \zeta - z >$ does not vanish for $z$ in some neighborhood of $[K_{l_0}]_V$ and $\zeta$ in the support of $\bar{\partial}\varphi^{[l_0]}$) and

$$r(z) = (-1)^{n(n-1)/2} \left\langle \bar{\partial}(1/f_1) \wedge \cdots \wedge \bar{\partial}(1/f_n), h\varphi^{[l_0]} \wedge \sum_{j=1}^{n} G_j(z, \cdot) \right\rangle.$$  

Since holomorphic functions in some neighborhood of $[K_{l_0}]_V$ can be uniformly approximated on $K_{l_0}$ by elements in $O(V)$ ([23], Theorem 2.6.11 and Lemma 4.3.1), the fact that $T$, as a functional, is orthogonal to $\sum f_j O(V)$ implies

$$\sum_{j=1}^{n} \int_{K_{l_0}} f_j(z) h_j(z) d\mu_0(z) = 0.$$  

Therefore, it follows from (5.11)

$$< T, h >= \int_{K_{l_0}} h(z) d\mu_0(z) = \int_{K_{l_0}} r(z) d\mu_0(z).$$  

We finally use Fubini theorem in order to get

$$\int_{K_{l_0}} r(z) d\mu_0(z) =$$

$$= (-1)^{n(n-1)/2} \int_{K_{l_0}} \left\langle \bar{\partial}(1/f_1) \wedge \cdots \wedge \bar{\partial}(1/f_n), h\varphi^{[l_0]} \wedge \sum_{j=1}^{n} G_j(z, \cdot) \right\rangle d\mu_0(z) =$$

$$=< \bar{\partial}(1/f_1) \wedge \cdots \wedge \bar{\partial}(1/f_n), h\omega_T >,$$

where

$$\omega_T(\zeta) = (-1)^{n(n-1)/2} \varphi^{[l_0]}(\zeta) \int_{V} \left( \wedge_{j=1}^{n} G_j(z, \zeta) \right) d\mu_0(z).$$  

This concludes the proof of the proposition.  

\diamondsuit

For non zero dimensional complete intersections, we have the following result:

**Proposition 5.3.** Let $f_1, \ldots, f_n$ define a complete intersection in $O(V)$. Let $T$ be some element in $O'(V)$ such that, for any $j \in \{1, \ldots, p\}$, $f_j T = 0$ (as an analytic functional). There exists $l_0 \in N^*$, $\mu_0$ a Radon measure with support in $K_{l_0}$, such that, for any $h \in O(V)$, one has

$$< T, h >= < \bar{\partial}(1/f_1) \wedge \cdots \wedge \bar{\partial}(1/f_p), h\eta_T >,$$

where $\eta_T$ is the $(n, n - p)$ form

$$\eta_T(\zeta) =$$

$$= -C_p \varphi^{[l_0]}(\zeta) \wedge \int_{K_{l_0}} \left( S^{[l_0+1]} \wedge (\bar{\partial}\zeta S^{[l_0+1]})(n-p-1)(z, \zeta) \right) \wedge G(z, \zeta) d\mu_0(z)$$

where

$$G(z, \zeta) : \wedge_{j=1}^{p} G_j(z, \zeta), \quad C_p : (-1)^{(p-1)} (2\pi)^{n-p}$$

the $G_j = \sum g_{j,k} d\zeta_k$ being Hefer forms attached to $f_1, \ldots, f_p$. Moreover, there are $p$ elements in $D^{n,n-p+1}(V)$ $\eta_{T,1}, \ldots, \eta_{T,p}$, such that

$$\bar{\partial}\eta_T(\zeta) = \sum_{j=1}^{p} f_j(\zeta) \eta_{T,j}(\zeta).$$  

(5.12)
Remark 5.4. This representation formula, with the additional property (5.12), fits with the statement in Corollary 3.5 as well as in the zero dimensional case.

Proof of Proposition 5.3. The proof follows the same lines of the proof of Proposition 5.1. Again, we may assume that $f_1, \ldots, f_p$ define a regular sequence in $O(V)$ whatever the order is (that is, for any $1 \leq k \leq p$, for any subset $J \subset \{1, \ldots, p\}$ such that $|J| = k$, codim$_V \{f_j = 0; j \in J\} = k$). As before, there exist some $l_0 \in \mathbb{N}^*$, and some Radon measure $\mu_0$ supported by $K_{l_0}$ such that, for any $h \in O(V)$,

$$\langle T, h \rangle = \int_{K_{l_0}} h(z) d\mu_0(z).$$

We represent $h$ in $K_{l_0}$ using formula (5.4) for a convenient choice of $q$ and $\Phi$: $q$ will at the beginning depend on a complex parameter $\lambda$ such that $\Re(\lambda) >> 0$; let’s express $q = q_\lambda$ by plotting its associated $(1,0)$ differential form

$$Q(z, \zeta) = Q_\lambda(z, \zeta) := \frac{1}{p} \sum_{j=1}^p |f_j(\zeta)|^{2(\lambda-1)} \overline{f_j(z)} \sum_{k=1}^n g_{j,k}(z, \zeta) d\zeta.$$ 

We have, as before,

$$\langle q_\lambda(z, \zeta), z - \zeta \rangle + 1 = \left(1 - \frac{1}{p} \sum_{j=1}^p |f_j(\zeta)|^{2\lambda}\right) + \frac{1}{p} \sum_{j=1}^p |f_j(\zeta)|^{2\lambda} \overline{f_j(z)}.$$ 

The entire function $\Phi$ we now choose is the polynomial

$$\Phi(t) = \frac{1}{p} \prod_{j=0}^{p-1} (qt - j).$$

For $z \in K_{l_0}$, one can represent $h(z) \varphi^{(l_0)}(z)$ thanks to formula (5.4). Since it is immediate that, for $m > p$ (and in particular, for $m = n$)

$$(\overline{\partial}_z Q_\lambda)^m = \left(\frac{\lambda}{p}\right)^m \left(\sum_{j=1}^p |f_j(\zeta)|^{2(\lambda-1)} \overline{\partial_f} G(z, \zeta)\right)^m = 0,$$

one has from (5.4), for $z$ in some neighborhood of $[K_{l_0}]_V$,

$$(2\pi)^n h(z) = \int_{\zeta \in V} h \overline{\varphi^{(l_0)}} \wedge \left(\sum_{m=0}^{\Gamma(m) S^{[l_0]} \wedge \overline{(\nabla \zeta S^{[l_0]+1}) m^{-1-m} \wedge (\overline{\partial}_z Q_\lambda)^m(z, \zeta)}\right).$$

This can be written as

$$(2\pi)^n h(z) = \int_{\zeta \in V} h \overline{\varphi^{(l_0)}} \wedge \left(\sum_{m=0}^{\Gamma(m) S^{[l_0]+1} \wedge \overline{(\nabla \zeta S^{[l_0]+1}) m^{-1-m} \wedge (\overline{\partial}_z Q_\lambda)^m(z, \zeta)}\right).$$

(5.14)

where

$$\Psi_{l_0}(z, \zeta) := \frac{S^{[l_0]+1}(z, \zeta) \wedge \overline{(\nabla \zeta S^{[l_0]+1}) n^{-1-m} \wedge (\overline{\partial}_z Q_\lambda)^m(z, \zeta)}\right).$$
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and

\[
\overline{\partial} \mathcal{F} := \bigwedge_{j=1}^{p} \overline{\partial} f_j
\]

\[|f| := |f_1 \cdots f_p|.
\]

When \(z\) is fixed in some neighborhood of \([\hat{K}_{l_0}]_V\), all the forms

\[
\zeta \to \overline{\partial}_\phi^{[l_0]} \wedge \frac{S^{[l_0+1]} \wedge (\overline{\partial}_\xi S^{[l_0+1]})^{n-1-m} \wedge (\overline{\partial}_\xi Q_\lambda)^m(z, \zeta)}{m! < s^{[l_0+1]}(z, \zeta), \zeta - z >^{n-m}}, \quad m = 0, \ldots, p
\]

(among which is \(\overline{\partial}_\phi^{[l_0]} \wedge \Psi_{l_0}(z, \cdot)\)) have coefficients in \(\mathcal{D}(V)\). This follows from the fact that (5.3) (with \(l = l_0 + 1\)) is satisfied for \(z\) in some neighborhood of \([\hat{K}_{l_0}]_V\) and \(z\) in the support of \(\overline{\partial}_\phi^{[l_0]}\). As in the zero dimensional case, it can be shown that the function

\[
\lambda \Xi_{l_0} := (-1)^{p(p-1)/2} \frac{\lambda^p}{(2\pi)^n} \int_{\zeta \in V} h|f|^{2(\lambda-1)} \overline{\partial} \mathcal{F} \wedge \overline{\partial}_\phi^{[l_0]} \wedge \Psi_{l_0}(z, \zeta) \wedge G(z, \zeta)
\]

can be continued as a meromorphic function in the whole complex plane; its poles (as shown in [5], chapter 3, Proposition 3.6 and Theorem 3.18), are in \(\Re(\lambda) < 0\) and

\[
\Xi_{l_0}(0) = \Xi_{l_0}(-\lambda) = \frac{(-1)^{p(p-1)/2}}{(2\pi)^n} \left\langle \bigwedge_{j=1}^{p} \overline{\partial}(1/f_j), h(\cdot) \overline{\partial}_\phi^{[l_0]} \wedge \Psi_{l_0}(z, \cdot) \wedge G(z, \cdot) \right\rangle.
\]

It is clear again (from Atiyah’s theorem [2]) that both sides of (5.14) (considered as functions of the complex parameter \(\lambda\)) have analytic continuations to \(\mathbb{C}\) as meromorphic functions. We take the analytic continuations of both sides and identify their values at \(\lambda = 0\). Thanks to the choice of \(\Phi\), one can show (exactly as in pages 74 to 79 in [5]) that one gets from (5.14), for \(z\) in some neighborhood of \([\hat{K}_{l_0}]_V\), a formula of the form

\[
h(z) = \sum_{j=1}^{p} h_j(z)f_j(z) + r(z),
\]

where the \(h_j\) are holomorphic in this neighborhood and

\[
r(z) = \frac{(-1)^{p(p-1)/2}}{(2\pi)^n} \left\langle \bigwedge_{j=1}^{p} \overline{\partial}(1/f_1), \cdots, \overline{\partial}(1/f_p), h(\cdot) \overline{\partial}_\phi^{[l_0]} \wedge \Psi_{l_0}(z, \cdot) \wedge G(z, \cdot) \right\rangle.
\]

As in the preceding proof, the hypothesis on \(T\) implies

\[
\langle T, h \rangle = \int_{\hat{K}_{l_0}} h(z)d\mu_0(z) = \int_{\hat{K}_{l_0}} r(z)d\mu_0(z).
\]

Applying Fubini theorem as at the end of the proof of Proposition 5.1 leads to

\[
\langle T, h \rangle = \langle \overline{\partial}(1/f_1), \cdots, \overline{\partial}(1/f_p), h_{\eta_T} \rangle,
\]

where \(h_{\eta_T}\) is the \((n, n-p)\) form

\[
h_{\eta_T}(\zeta) = \chi_{\hat{K}_{l_0}}(\zeta) \wedge \int_{\hat{K}_{l_0}} \left( S^{[l_0+1]} \wedge (\overline{\partial}_\xi S^{[l_0+1]})^{n-1-p} \wedge G(z, \zeta) \right) d\mu_0(z)
\]

23
We now are left with the proof of (5.12). For \( z \) in some neighborhood \( U \) of \([K_{[1]}V]\) and \( \zeta \) in some neighborhood \( \tilde{U} \) of \( \text{Supp}(\partial_{\varphi}^{[0]}|_{U}) \), one has
\[
< s^{[n+1]}(z, \zeta), \zeta - z > \neq 0.
\]

Let us write, on \( U \times \tilde{U} \),
\[
\Sigma(z, \zeta) := \frac{S^{[n+1]}(z, \zeta)}{< s^{[n+1]}(z, \zeta), \zeta - z >} = \sum_{k=1}^{n} \sigma_k(z, \zeta) d\zeta_k.
\]

It is clear than on \( U \times \tilde{U} \),
\[
\sum_{k=1}^{n} \sigma_k(\zeta_k - z_k) \equiv 1,
\]
which implies, for \( (z, \zeta) \in U \times \tilde{U} \),
\[
\sum_{k=1}^{n} (\zeta_k - z_k) \partial_{\zeta} \sigma_k(z, \zeta) \equiv 0. \tag{5.15}
\]

Let us state now the following technical lemma.

**Lemma 5.5.** Let \( U \times \tilde{U} \) a product of open sets in \( C^n \times C^n \). Let \( \sigma = (\sigma_1, \ldots, \sigma_n) \) a \( C^\infty \) map from \( U \times \tilde{U} \) in \( C^n \) such that
\[
\sum_{k=1}^{n} (\zeta_k - z_k) \sigma_k(z, \zeta) \equiv 1, \quad (z, \zeta) \in U \times \tilde{U} \tag{5.16}
\]
and the \( \sigma_k \) are holomorphic with respect to the \( z \) variables. Let \( f_1, \ldots, f_p \) be \( p \) functions holomorphic in \( U \) and \( (g_{j,k})_{1 \leq j \leq p, 1 \leq k \leq n} \) a matrix of holomorphic functions in \( U \times \tilde{U} \) such that, for any \( j \in \{1, \ldots, p\} \), one has
\[
f_j(\zeta) - f_j(z) = \sum_{k=1}^{n} g_{j,k}(z, \zeta)(\zeta_k - z_k), \quad (z, \zeta) \in U \times \tilde{U}. \tag{5.17}
\]

Let \( g_j, j = 1, \ldots, p \) the differential forms
\[
g_j(z, \zeta) := \sum_{k=1}^{n} g_{j,k}(z, \zeta) d\zeta_k.
\]

For any ordered subset \( J \subset \{1, \ldots, p\} \), such that \( \#J = m, 1 \leq m \leq p \), one can find a list of forms \( U^J_j, j \in J \), \( U^J_j, j \in J \), \( j \neq l \), \( U^J_{j,l}, j, l \in J, j \neq l \), and so on, with \( C^\infty \) coefficients holomorphic with respect to the \( z \) variables, such that
\[
\left( \sum_{k=1}^{n} \partial_{\zeta} \sigma_k(z, \zeta) \wedge d\zeta_k \right)^{n-m} \wedge \left( \bigwedge_{j \in J} g_j(z, \zeta) \right) = \sum_{j \in J} (f_j(\zeta) - f_j(z)) U^J_j
\]
\[
\partial_{\zeta} U^J_j = \sum_{i \in J, i \neq j} (f_i(\zeta) - f_i(z)) U^J_{j,i}(z, \zeta), \quad j \in J
\]
\[
\partial_{\zeta} U^J_{j,l} = \sum_{r \in J, r \neq j, l} (f_r(\zeta) - f_r(z)) U^J_{j,l,r}(z, \zeta), \quad j, l \in J, j \neq l,
\]

**Proof.** The proof is a proof by induction on \( m = \#J \). We start with \( m = 1 \). From the condition (5.16) on \( \sigma \), it is clear that for any \( z \in U \), for any \( \zeta \in \tilde{U} \), \( z \neq \zeta \). For any point \( (z, \zeta) \) in \( U \times \tilde{U} \), there exists \( t \in \{1, \ldots, n\} \).
such that $z_t - \zeta_t$ remains different from zero in a neighborhood. Fix $t \in \{1, \ldots, n\}$ and consider a point in $U \times \tilde{U}$ such that, in a neighborhood of $(z, \zeta)$, $\zeta_t \neq z_t$ (for some $t \in \{1, \ldots, n\}$). In this neighborhood of $(z, \zeta)$, one can write

$$\left( \sum_{k=1}^{n} \tilde{\partial}_\zeta \sigma_k \wedge d\zeta_k \right)^{n-1} \wedge g_1(z, \zeta) =$$

$$= \left( \sum_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \wedge (d\zeta_k - \frac{\zeta_k - z_k}{\zeta_t - z_t} d\zeta_t) \right)^{n-1} \wedge g_1$$

$$= (-1)^{\frac{(n-1)(n-2)}{2}} (n-1) \left( \bigwedge_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \right) \wedge \left( \bigwedge_{1 \leq k \leq n} (d\zeta_k - \frac{\zeta_k - z_k}{\zeta_t - z_t} d\zeta_t) \right) \wedge g_1$$

$$= (-1)^{n-1} (n-1) \left( \bigwedge_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \right) \wedge (\Delta(z, \zeta) d\zeta_1 \wedge \cdots \wedge d\zeta_n)$$

where $\Delta(z, \zeta)$ is the determinant

$$\Delta(z, \zeta) := \begin{vmatrix}
1 & 0 & 0 & g_{1,1}(z, \zeta) & 0 & \cdots & 0 \\
0 & 1 & 0 & g_{1,2}(z, \zeta) & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & \cdots & \cdots & 0 \\
\frac{\zeta_1 - z_1}{\zeta_t - z_t} & \cdots & \cdots & g_{1,t}(z, \zeta) & \cdots & \cdots & -\frac{\zeta_{n-1} - z_{n-1}}{\zeta_t - z_t} \\
0 & \cdots & \cdots & 1 & 0 & \cdots & 0 \\
0 & \cdots & 0 & g_{1,n-1}(z, \zeta) & \cdots & \cdots & 0 \\
0 & \cdots & 0 & g_{1,n}(z, \zeta) & 0 & \cdots & 1
\end{vmatrix}.$$

Note that this determinant is preserved if one adds to the row $L_t$ with index $t$ the linear combination

$$\sum_{1 \leq k \leq n} \frac{\zeta_k - z_k}{\zeta_t - z_t} L_k.$$

If one uses formula (5.17), one can see that in this new determinant, the line $L_t$ is now replaced by the line

$$\tilde{L}_t = (0, \cdots, 0, \frac{f_1(\zeta) - f_1(z)}{\zeta_t - z_t}, 0, \cdots, 0)$$

where the single nonzero term is at position $t$. Therefore, one has

$$(-1)^{n-1} \Delta(z, \zeta) \bigwedge_{1 \leq k \leq n} d\zeta_k = \frac{f_1(\zeta) - f_1(z)}{\zeta_t - z_t} \left( \bigwedge_{1 \leq k \leq n} d\zeta_k \right) \wedge d\zeta_t,$$

so that

$$\left( \sum_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \wedge \left( d\zeta_k - \frac{\zeta_k - z_k}{\zeta_t - z_t} d\zeta_t \right) \right)^{n-1} \wedge g_1 =$$

$$= \left( \frac{f_1(\zeta) - f_1(z)}{\zeta_t - z_t} \right) (-1)^{\frac{(n-1)(n-2)}{2}} (n-1) \left( \bigwedge_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \right) \wedge \left( \bigwedge_{1 \leq k \leq n} d\zeta_k \right) \wedge d\zeta_t$$

$$= \left( \frac{f_1(\zeta) - f_1(z)}{\zeta_t - z_t} \right) \left( \sum_{1 \leq k \leq n} \tilde{\partial}_\zeta \sigma_k \wedge d\zeta_k \right)^{n-1} \wedge d\zeta_t.$$

(5.18)
This formula can be rewritten as

\[
\left( \sum_{k=1}^{n} \partial_{\zeta} \sigma_k \wedge d\zeta_k \right)^{n-1} \wedge g_1(z, \zeta) = \left( \frac{f_1(z) - f_1(\zeta)}{\zeta - z_t} \right) \Xi_t(z, \zeta).
\] (5.19)

Outside the set \( F_t \) where \((\zeta_t - z_t)\sigma_t(z, \zeta) = 0\), we have

\[
\left( \sum_{k=1}^{n} \partial_{\zeta} \sigma_k \wedge d\zeta_k \right)^{n-1} \wedge g_1(z, \zeta) = \left( \frac{f_1(z) - f_1(\zeta)}{\sum_{t=1}^{m} (\zeta_t - z_t)\sigma_t(z, \zeta)} \right) \sigma_t(z, \zeta) \Xi_t(z, \zeta).
\]

Using the standard rule about proportions that asserts that if

\[
A = \frac{C}{D},
\]

we have also

\[
A = \frac{C}{D} = \frac{A + C}{B + D},
\]

we get, combining formulas of the form (5.19) for all different values of \( t \), that outside the union of the \( F_t \), \( t = 1, \ldots, n \), we have

\[
\left( \sum_{k=1}^{n} \partial_{\zeta} \sigma_k \wedge d\zeta_k \right)^{n-1} \wedge g_1(z, \zeta) = \frac{f_1(\zeta) - f_1(z)}{\sum_{t=1}^{m} (\zeta_t - z_t)\sigma_t(z, \zeta)} \left( \sum_{t=1}^{m} \sigma_t \Xi_t(z, \zeta) \right) = (f_1(\zeta) - f_1(z)) \left( \sum_{t=1}^{m} \sigma_t \Xi_t(z, \zeta) \right).
\]

Such a formula holds everywhere by continuity. Now, one can see at once that

\[
\partial_{\zeta} \left[ \sum_{t=1}^{n} \sigma_t \Xi_t \right] = \sum_{t=1}^{n} (\partial_{\zeta} \sigma_t \wedge d\zeta_t) \wedge \left( \sum_{k \neq t}^{n} \partial_{\zeta} \sigma_k \wedge d\zeta_k \right)^{n-1}
\]

\[
= \sum_{1 \leq k \leq n} \partial_{\zeta} \sigma_k \wedge d\zeta_k = 0.
\]

This is our statement in the case \( m = 1 \). The proof of the inductive step from \( m - 1 \) to \( m \) is exactly the same computation. Suppose the elements in \( J \) are in increasing order and that \#\( J = m \). Let us denote as \( \kappa_n \) the constant

\[
\kappa_n := (-1)^{(n-m)(n-m-1)/2} \binom{n}{m}.
\]

Then, one has

\[
\left( \sum_{k=1}^{n} \partial_{\zeta} \sigma_k(z, \zeta) \wedge d\zeta_k \right)^{n-m} \wedge \left( \bigwedge_{j \notin J} g_j(z, \zeta) \right) = \\
= \kappa_n \sum_{1 \leq k_1 < k_2 < \cdots < k_{m-1} \leq n} \left( \bigwedge_{j=1}^{n-m} \partial_{\zeta} \sigma_{k_j} \wedge \left( \bigwedge_{j=1}^{n-m} \left( d\zeta_{k_j} - \frac{\zeta_{k_j} - z_{k_j}}{\zeta_t - z_t} d\zeta_t \right) \right) \right) \wedge \\
\wedge \left( \bigwedge_{t=1}^{m} g_{k_t}(z, \zeta) \right) = \\
= \kappa_n \sum_{1 \leq k_1 < k_2 < \cdots < k_{m-1} \leq n} \epsilon(k) \left( \bigwedge_{j=1}^{n-m} \partial_{\zeta} \sigma_{k_j} \wedge \Delta_{k_j}(z, \zeta) \right) \wedge \Delta_{k_t}(z, \zeta) \bigwedge_{j=1}^{n} d\zeta_j
\]
where \( \epsilon(k) \) is a convenient sign and \( \Delta_{k,t} \) is the determinant constructed exactly like \( \Delta \) except that the columns labelled with \( q_1, \ldots, q_m \) \( \{q_1, \ldots, q_m\} = \{1, \ldots, n\} \setminus \{k_1, \ldots, k_{n-m}\} \) are respectively replaced by the columns

\[
\begin{pmatrix}
g_{j_1,t} \\
\vdots \\
g_{j_l,t} 
\end{pmatrix}, \quad l = 1, \ldots, m.
\]

Changing the determinant \( \Delta_k \) just by adding to the \( t \)-th row the same linear combination of rows as before, one can rewrite

\[
\epsilon(k) \Delta_{k,t}(z, \zeta) = \sum_{j \in J} f_j(\zeta) - f_j(z) \left( \bigwedge_{j=1}^{n-m} \partial_z \sigma_{k_j} \right) \wedge G_{j,t}(z, \zeta)
\]

where \( G_{j,t}(z, \zeta) \) is the form obtained from \( \bigwedge_{l \in J} g_l(z, \zeta) \) by replacing \( g_j \) by \( d\zeta \). Therefore, adding all these terms for all \( k \) and multiplying by the coefficient

\[
(-1)^{(n-m)(n-m-1)/2} \binom{n}{m},
\]

we get

\[
\left( \sum_{k=1}^{n} \partial_z \sigma_k(z, \zeta) \wedge d\zeta_k \right)^{n-m} \wedge \left( \bigwedge_{j \in J} g_j(z, \zeta) \right) = \sum_{j \in J} (f_j(\zeta) - f_j(z)) \Xi_j, \tag{5.20}
\]

where

\[
\Xi_j := \left( \sum_{l \in J, \ l \neq j} \partial_z \sigma_k \wedge \left( \frac{\zeta_k - z_k}{\zeta_l - z_l} \right) d\zeta_l \right)^{n-m} \wedge G_{j,\zeta}.
\]

Combining formulas of the form (5.20) for the different values of \( t, 1 \leq t \leq n \), exactly as in the case \( m = 1 \), we get

\[
\left( \sum_{k=1}^{n} \partial_z \sigma_k(z, \zeta) \wedge d\zeta_k \right)^{n-m} \wedge \left( \bigwedge_{j \in J} g_j(z, \zeta) \right) = \sum_{j \in J} (f_j(\zeta) - f_j(z)) U_j(z, \zeta),
\]

where

\[
U_j(z, \zeta) = \sum_{l=1}^{n} \sigma_l \left( \sum_{1 \leq k \leq n, \ k \neq l} \partial_z \sigma_k \wedge d\zeta_k \right)^{n-m} \wedge G_{j,\zeta}(z, \zeta)
\]

\[
= \pm \sum_{l=1}^{n} \sigma_l d\zeta_l \wedge \left( \sum_{1 \leq k \leq n, \ l \neq j} \partial_z \sigma_k \wedge d\zeta_k \right)^{n-m} \wedge \left( \bigwedge_{l \in J, \ l \neq j} g_l(z, \zeta) \right)
\]

One can see immediately that, for \( j \in J \),

\[
\partial_z U_j(z, \zeta) = \pm \left( \sum_{1 \leq k \leq n, \ l \neq j} \partial_z \sigma_k \wedge d\zeta_k \right)^{n-m+1} \wedge \left( \bigwedge_{l \in J, \ l \neq j} g_l(z, \zeta) \right).
\]

We now can use the inductive hypothesis to conclude to the proof of the lemma. ♦

We now go back to the proof of Proposition 5.3. Since \( S^{[\theta+1]} \wedge S^{[\theta+1]} = 0 \), one can check that on \( U \times \tilde{U} \),

\[
\Sigma \wedge (\partial_z \Sigma)^{n-p-1} = \frac{S^{[\theta+1]} \wedge (\partial_z S^{[\theta+1]})^{n-p-1}(z, \zeta)}{S^{[\theta+1]}(z, \zeta), \zeta - z > n-p}.
\]
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Therefore, on $U \times \tilde{U}$, one has
\[
\overline{\partial}_\zeta \left[ \left( \frac{S_{[a+1]} \wedge (\overline{\partial}_\zeta S_{[a+1]})^{n-p-1} (z, \zeta)}{\langle S_{[a+1]}(z, \zeta), \zeta - z \rangle^{n-p}} \right) \wedge G(z, \zeta) \right] \equiv (\overline{\partial}_\zeta \Sigma(z, \zeta))^{n-p} \wedge G(z, \zeta).
\]
From Lemma 5.5, one can conclude that in $U \times \tilde{U}$
\[
\overline{\partial}_\zeta [\Psi_{l_0}(z, \zeta) \wedge G(z, \zeta)] = \sum_{j=1}^{p} (f_j(\zeta) - f_j(z)) \omega_j(z, \zeta),
\]
where the forms $\omega_j$ are in $\mathcal{E}^{n,n-p}(U \times \tilde{U})$ and have coefficients holomorphic in $z$. Since
\[
\overline{\partial} \eta_T(\zeta) = -\frac{(1-\eta_T)}{(2i\pi)^{n-p}} \overline{\partial}_\zeta \eta_T(\zeta) \wedge \int_{K_{l_0}} \overline{\partial}_\zeta [\Psi_{l_0}(z, \zeta) \wedge G(z, \zeta)]d\mu_0(z)
\]
and
\[
\int_{K_{l_0}} f_j(z) \omega_j(z, \zeta)d\mu_0(z) = 0, \quad j = 1, \ldots, p
\]
(this is the hypothesis on $T$ and the fact that one can approach uniformly on $K_{l_0}$ any holomorphic function on $U$ by elements in $\mathcal{O}(V)$), we get
\[
\overline{\partial} \eta_T(\zeta) = \sum_{j=1}^{p} f_j(\zeta) \eta_{T,j}(\zeta)
\]
for some differential forms $\eta_{T,j}$ in $\mathcal{D}^{n,n-p+1}(V)$.

We now intend to give some representation formulas for analytic functionals orthogonal to some ideal (again in $\mathcal{O}(V)$, $V$ being some pseudoconvex open subset in $\mathbb{C}^n$) in the non complete intersection case. The first result in this direction is related to the case when the number $p$ of generators of the ideal is strictly smaller than the dimension $n$. The statement is inspired by the statement of Proposition 5.3. Before stating our first result, we need some preliminary notion. Let $I$ be some ideal in $\mathcal{O}(V)$, $\sqrt{I}$ its radical (in $\mathcal{O}(V)$) and $\tilde{I}$ its integral closure. We will denote as $\sqrt{\tilde{I}}\mathcal{E}^{0,0}(V)$ the ideal generated in $\mathcal{E}^{0,0}(V)$ by the conjugates of all elements in $\sqrt{\tilde{I}}$.

**Proposition 5.6.** Let $p < n$ and $I$ be an ideal in $\mathcal{O}(V)$ generated by $f_1, \ldots, f_p$. For each $m \in \{1, \ldots, p\}$ there is a family of $\binom{p}{m}$ $(0, k)$ currents $T_{m,J}$, $J \subset \{1, \ldots, p\}$, $\# J = m$, which are annihilated (as currents) by the ideal $\sqrt{I}\mathcal{E}^{0,0}(V) + \sqrt{\tilde{I}}\mathcal{E}^{0,0}(V)$, such that any functional $T$ orthogonal to $I$ can be represented as
\[
T(h) = \sum_{m=1}^{p} \sum_{J \subset \{1, \ldots, p\}} < T_{m,J}, h^{(m,J)} >, \quad (5.22)
\]
where, for any $m, J, \eta^{(m,J)}_{T,J} \in \mathcal{D}^{n,n-m}(V)$ satisfies
\[
\overline{\partial} \eta^{(m,J)}_{T}(\zeta) = \sum_{j \in J} f_j(\zeta) \eta^{(m,J)}_{T,j}(\zeta)
\]
for some elements $\eta^{(m,J)}_{T,J} \in \mathcal{D}^{n,n-m+1}(V)$.

**Proof.** The proof is similar to the proofs of Proposition 5.1 and 5.2. Let $T$ be an analytic functional orthogonal to $I = \{f_1, \ldots, f_p\}$. There exists $l_0 \in \mathbb{N}^*$, some Radon measure $\mu_0$ supported by $K_{l_0}$, such that, for any $h \in \mathcal{O}(V)$,
\[
<T, h> = \int_{K_{l_0}} h(z)d\mu_0(z).
\]
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Once again, we represent $h$ in $K_{h_0}$ using formula (5.4) for a convenient choice of $q$ and $\Phi$; $q$ will at the beginning depend on a complex parameter $\lambda$ such that $\Re(\lambda) >> 0$; the $(1,0)$ differential form associated to $q = q_\lambda$ is now

$$
\tilde{Q}(z, \zeta) = \tilde{Q}_\lambda(z, \zeta) := \|f(\zeta)\|^{2\lambda} \left( \sum_{j=1}^{p} f_j(\zeta) \sum_{k=1}^{n} g_{j,k}(z, \zeta) d\zeta_k \right),
$$

where

$$
\|f(\zeta)\|^2 := \sum_{j=1}^{p} |f_j(\zeta)|^2.
$$

Note that from an immediate computation, we have

$$
1+ < \tilde{q}_\lambda(z, \zeta), z - \zeta > = 1 - \|f(\zeta)\|^{2\lambda} + \|f(\zeta)\|^{2\lambda} \sum_{j=1}^{p} f_j(\zeta) f_j(z) \|f(\zeta)\|^2.
$$

We take $\Phi(t) = t^p$. For $z$ in some neighborhood of $[K_{h_0}]_{V}$, one has the following representation formula

$$
h(z) = -\frac{1}{(2\pi)^n} \int_{\zeta \in V} h\partial \varphi^{[l_0]} \wedge \left( \sum_{m=0}^{p} \frac{\Gamma(m)}{m!} \Sigma \wedge (\overline{\partial}_z \Sigma)^{n-1-m} \wedge (\overline{\partial}_z \tilde{Q}_\lambda)^{m}(z, \zeta) \right)
$$

where

$$
\Sigma(z, \zeta) = \Sigma^{[l_0+1]}(z, \zeta) := \frac{S^{[l_0+1]}(z, \zeta)}{S^{[l_0]}(z, \zeta)} < S^{[l_0]}(z, \zeta), \zeta - z >.
$$

One can write the differential form which appears between brackets in the integrand (5.25) as

$$
\sum_{m=0}^{p} \left( \begin{array}{c} p \\ m \end{array} \right) (1 - \|f(\zeta)\|^{2\lambda})^{p-m} \Sigma \wedge (\overline{\partial}_z \Sigma)^{n-1-m} \wedge (\overline{\partial}_z \tilde{Q}_\lambda)^{m}(z, \zeta) + \\
\sum_{j=1}^{p} f_j(z) \theta_j(z, \zeta), \lambda,
$$

where the forms $\theta_j$ have coefficients in $\mathcal{E}^{0,0}(U \times \hat{U})$, where $U$ is a neighborhood of $[K_{h_0}]_{V}$ and $\hat{U}$ a neighborhood of $\text{Supp}(\overline{\partial}_z \varphi^{[l_0]})$. Moreover, these coefficients are holomorphic in the $z$ variables. Let $\tilde{Q}_0$ be the differential form

$$
\tilde{Q}_0(z, \zeta) := \sum_{j=1}^{p} f_j(\zeta) \sum_{k=1}^{n} g_{j,k}(z, \zeta) d\zeta_k \|f(\zeta)\|^2.
$$

Clearly, for any $m \in \{1, \ldots, p - 1\}$,

$$
[\overline{\partial}_z \tilde{Q}_\lambda(z, \zeta)]^m = \|f(\zeta)\|^{2\lambda m} \left( [\overline{\partial}_z \tilde{Q}_0(z, \zeta)]^m + m\lambda \|f(\zeta)\|^{2\lambda} \wedge \tilde{Q}_0(z, \zeta) \wedge [\overline{\partial}_z \tilde{Q}_0(z, \zeta)]^{m-1} \right)
$$

and

$$
[\overline{\partial}_z \tilde{Q}_\lambda(z, \zeta)]^p = p!(-1)^{p(p-1)/2} \lambda \|f(\zeta)\|^{2p(\lambda-1)} G(z, \zeta) \wedge \overline{\partial f(\zeta)}
$$

where, as before

$$
G(z, \zeta) := \prod_{j=1}^{p} g_j(z, \zeta), \quad \overline{\partial f(\zeta)} := \prod_{j=1}^{p} \overline{\partial f_j(\zeta)}.
$$
Let us write, for \( m \in \{1, \ldots, p\} \),

\[
\tilde{Q}_0(z, \zeta) \wedge [\mathcal{D} \tilde{Q}_0(z, \zeta)]^{m-1} = \sum_{J \subset \{1, \ldots, p\} \atop J \neq \{m\} \atop J_1 < J_2 < \cdots < J_m} \Theta_{m,J}(\zeta) \wedge \left( \bigwedge_{i=1}^{m} g_{J_i}(z, \zeta) \right).
\]

For any \( m \in \{1, \ldots, p\} \), for any \( J \subset \{1, \ldots, p\} \), the map

\[
\lambda \mapsto \Lambda_{m,J}(\lambda) := \lambda \|f\|^2 \frac{\partial \|f\|^2}{\partial \lambda} \wedge \Theta_{m,J}
\]

(5.25)

has a meromorphic continuation as a map from \( \mathbb{C} \) to \( \mathcal{D}^{0,m}(V) \). This follows from Atiyah’s theorem. We denote as \( T_{m,J} \) the \((0,m)\) current defined as the coefficient of \( \lambda^0 \) in the Laurent expansion of (5.28) around \( \lambda = 0 \). We now take the meromorphic continuation of both sides in formula (5.25) and identify the Laurent coefficients at the origin. The formula one gets at this stage is

\[
(2i\pi)^n h(z) = \sum_{m=0}^{p} \sum_{J \subset \{1, \ldots, p\} \atop \#J = m} (\gamma_m T_{m,J}, h \mathcal{D}^j \varphi^{[j]}) + \sum_{j=1}^{p} h_j(z) f_j(z),
\]

(5.29)

where the \( h_j \) are holomorphic functions in some neighborhood of \([\tilde{K}_0]_V\) and

\[
\gamma_m := m \int_{0}^{1} u^{m-1} \Phi^{(m)}(1-u) du = m \left( \begin{array}{c} p \\ m \end{array} \right) \int_{0}^{1} u^{m-1}(1-u)^{p-m} du = 1
\]

for this particular choice of \( \Phi \). We now use Fubini theorem and the fact that the functional \( T \) is orthogonal to the ideal, so that one can write, for \( h \in \mathcal{O}(V) \),

\[
T(h) = \sum_{m=1}^{p} \sum_{J \subset \{1, \ldots, p\}} < T_{m,J}, h \eta_T^{(m,J)} >,
\]

where

\[
(2i\pi)^n \eta_T^{(m,J)}(\zeta) := -\mathcal{D}^j \varphi^{[j]} \wedge \int_{K_{ij}} \left[ \partial_{\zeta} \left( \mathcal{D}^{j_0+1} \varphi^{[j_0]} \right) n^{-1-m} \wedge \left( \bigwedge_{l=1}^{m} g_{J_l} \right) \right] (z, \zeta) d\mu_0(z).
\]

As in the proof of Proposition 5.3,

\[
\partial \eta_T^{(m,J)}(\zeta) = \frac{1}{(2i\pi)^n} \mathcal{D} \varphi^{[j]}(\zeta) \wedge \int_{K_{ij}} \left[ (\mathcal{D} \varphi^{[j_0+1]})^{n-m} \wedge \left( \bigwedge_{l=1}^{m} g_{J_l} \right) \right] (z, \zeta) d\mu_0(z).
\]

One can use again Lemma 5.5 (with the functions \( f_j, j \in J \)), in order to prove the existence of smooth differential forms \( \eta_T^{(m,J)} \) such that, for any \( m \in \{1, \ldots, p\} \), for any \( J \subset \{1, \ldots, p\} \),

\[
\mathcal{D} \eta_T^{(m,J)}(\zeta) = \sum_{j \in J} f_j(\zeta) \eta_T^{(m,J)}(\zeta).
\]
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In order to conclude the proof of the proposition, we need to prove that the currents $T_{m,j}$ are orthogonal (as currents) to $\mathcal{T}^m \mathcal{E}^{0,0}(V) + \sqrt{T} \mathcal{E}^{0,0}(V)$.

This can be done with the use of resolution of singularities, as in the proof of Theorem 3.25 in [5] (from which the whole proof of Proposition 5.7 is inspired). Clearly, the question is a local one. Let $f := f_1 \cdots f_p$. Let $\zeta(0) \in V$. There exists some neighborhood $\Omega(\zeta(0))$, some $n$-dimensional analytic manifold $X$, together with a proper map $\pi : X \mapsto \Omega(\zeta(0))$ such that the restriction of $\pi$ to $X \setminus \pi^{-1}(0)$ is a biholomorphic map over $\Omega(\zeta(0)) \setminus f^{-1}(0)$ and such that, for each $x_0 \in X$, there are local coordinates $w$ centered at $x_0$, so that, in a local chart around $x_0$, one has, for each $j \in \{1, \ldots, p\}$,

$$\pi^* f_j(w) = u_j(w) w^{\alpha_j},$$

where $\alpha_j \in \mathbb{N}^n$ and $u_j$ is a non-vanishing holomorphic function in the local chart. We next introduce, for such a local chart, the Newton polyhedron $\Gamma^+(\alpha_1, \ldots, \alpha_p)$, defined as the convex hull of

$$\bigcup_{j=1}^p \{\alpha_j + (\mathbb{R}^+)^n\},$$

and the toric manifold $\check{X}_n = X(\Gamma^+(\alpha_1, \ldots, \alpha_p))$ associated to it (see [24]). The projection map $\check{\pi}_n$ is a proper map from $\check{X}_n$ to $\mathbb{C}^n$; furthermore, this map is invertible from $\check{X}_n \setminus \check{\pi}_n(\{w_1 \cdots w_n = 0\})$ to $\mathbb{C}^n \setminus \{w_1 \cdots w_n = 0\}$.

In some local chart $\mathcal{U}$ in $\check{X}_n$, all monomials $\check{\pi}_n(w^\nu)$, $j = 1, \ldots, p$, are multiples of a distinguished one among them, that we will denote $M$. So in such a chart, one can write, for $j = 1, \ldots, p$,

$$(\check{\pi}_n^* \circ \pi) \left[ \frac{\partial}{\partial \|f\|^2} \right] = \theta \frac{\overline{\partial M}}{M},$$

where $\theta$ is a smooth function. Similarly

$$(\check{\pi}_n^* \circ \pi) \left[ \frac{\partial}{\partial \|f\|^2} \right] = \eta_1 \frac{\overline{\partial M}}{M} + \eta_2,$$

where $\eta_1$ is a smooth function (in the local chart) and $\eta_2$ a smooth $(0,1)$ form. So that, for any $J \subset \{1, \ldots, p\}$, one can write, for $\Re(\lambda) >> 0$,

$$(\check{\pi}_n^* \circ \pi)(\Lambda_{m,J}) = \lambda \frac{\|M\|^{2m\lambda} |\nu|^{2m\lambda}}{M^m} \left( \sigma_{m,J} \wedge \frac{\overline{\partial M}}{M} + \tau_{m,J} \right),$$

where again $\sigma_{m,J}$ is a smooth $(0,p-1)$ form (in the local chart), $\tau_{m,J}$ a smooth $(0,p)$ form, and $\nu$ a non-vanishing smooth function in the local chart. Now, if $h \in \mathcal{T}^m \mathcal{E}^{0,0}(V)$, one has locally

$$|h(\zeta)| \leq C \|f(\zeta)\|^m,$$

so that, as it can be seen immediately, $M^m$ divides $(\check{\pi}_n^* \circ \pi)(h)$ in the local chart. Since a function of the form

$$\lambda \mapsto \lambda \int_C \frac{|M|^{2\lambda} \|\nu|^{2\lambda} \psi(t) \overline{dt}}{\tilde{t}^j} \wedge dt,$$

(where $\psi \in \mathcal{D}(\mathbb{C}^n)$, $M$ is a monomial, $\nu$ a smooth function non-vanishing on $\text{Supp}(\psi)$) has a meromorphic continuation which is holomorphic and vanishes at the origin, it is clear that any current $T_{m,J}$ is annihilated by $h$. If now $h \in \sqrt{T} \mathcal{E}^{0,0}(V)$, any coordinate function $t_l$ which appears in the expression of $M$ is such that $t_l$ divides $(\check{\pi}_n^* \circ \pi)(h)$. Since a function of the form

$$\lambda \mapsto \lambda \int_C \frac{|M|^{2\lambda} \|\nu|^{2\lambda} \psi(t) \overline{dt}}{M^m} \wedge dt,$$
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(where $\psi \in D(C^n)$, $M$ is a monomial, $\nu$ a smooth function non-vanishing on $\text{Supp}(\psi)$) has a meromorphic continuation which is holomorphic and vanishes at the origin, it is clear that any current $T_{m,J}$ is also annihilated by $h$.  

The currents involved in this representation formula are not annihilated by the ideal $I$ (as currents). So we do not recover, with such a formula, the existence of a $(n,n)$ compactly supported current $S$, which is annihilated by the ideal as a current, such that, for any $h \in \mathcal{O}(V)$, $T(h) = S(h)$. This was the result stated (and proved with cohomological methods) in section 2. Nevertheless, it seems interesting to remark that it is possible, by a slight change in the method of proof of Proposition 5.6, to give another explicit representation formula for the unique residual current extending a given functional orthogonal to an ideal with isolated zeroes (see Proposition 4.2).

**Proposition 5.7.** Let $I$ be some ideal in $\mathcal{O}(V)$ generated by $f_1, \ldots, f_p$ ($p \geq n$) and such that $V(I)$ is discrete. Any analytic functional $T$ which is orthogonal to the ideal (as a functional) can be represented with a compactly supported $(n,n)$ current $S$ which is orthogonal to the ideal as a current and can be described in terms of the analytic continuation of $\lambda \mapsto \|f\|^{2\lambda}$.

**Proof.** We follow exactly the same proof as in Proposition 5.6, except that we take $\Phi(t) = t^{n+1}$ instead of $\Phi(t) = t^n$. We keep the same notations than in the proof of the mentioned proposition. Formula (5.29) is now replaced by the following. For $z \in [\hat{K}_{I_0}]$, we have

\[
(2i\pi)^n h(z) = -\sum_{m=0}^{n-1} \sum_{J \subset \{1, \ldots, p\} \#J = m} \left< T_{m,J}, h \partial \varphi^{[\eta_{\nu}]} \right> + \sum_{J \subset \{1, \ldots, p\} \#J = n} \left< T_{n,J}, h \varphi^{[\eta_{\nu}]} \right> + \sum_{j=1}^{p} h_j(z) f_j(z),
\]

where the $h_j$ are holomorphic functions in some neighborhood of $[\hat{K}_{I_0}]$. We have then the following representation for $T$

\[
T(h) = \sum_{m=1}^{n} \sum_{J \subset \{1, \ldots, p\} \#J = m} \left< T_{m,J}, h \eta_{\nu}^{(m,J)} \right>,
\]

where

\[
(2i\pi)^n \eta_{\nu}^{(m,J)}(\cdot) := -\partial \varphi^{[\eta_{\nu}]} \int_{K_{I_0}} \left[ \Sigma_{\nu}^{[\eta_{\nu}]} \wedge (\partial \varphi^{[\eta_{\nu}]} \wedge \Sigma_{\nu}^{[\eta_{\nu}]})^{n-1-m} \wedge (\bigwedge_{l=1}^{m} g_{j_l}) \right] (z, \cdot) d\mu_0(z)
\]

for $1 \leq m \leq n-1$, $J \subset \{1, \ldots, p\}$, $\#J = m$ and

\[
\eta_{\nu}^{(n,J)}(\cdot) := \frac{1}{(2i\pi)^n} \varphi^{[\eta_{\nu}]}(\zeta) \int_{K_{I_0}} \left( \bigwedge_{l=1}^{n} g_{j_l} \right) (z, \cdot) d\mu_0(z)
\]

for $J \subset \{1, \ldots, p\}$, $\#J = n$. Currents $T_{m,J}$ for $m \in \{1, \ldots, n\}$ are orthogonal to $\sqrt{T} e^{0,0}(V)$ (as currents). So is the current

\[
S = \sum_{m=1}^{n} \sum_{J \subset \{1, \ldots, p\}} T_{m,J} \wedge \eta_{\nu}^{(m,J)}.
\]

Since $T$ is orthogonal to $I$ as a functional and $T$ and $S$ coincide on $\mathcal{O}(V)$, $S(h) = 0$ for any $h \in I$. Moreover, as $\sqrt{T} \cdot S = 0$, it follows that $\text{supp}(S)$ is a finite set contained in $V(I)$. Then, for $m$ sufficiently big, $S(\varphi) = 0$. 
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for any $\varphi \in \mathcal{E}^{0,0}(V)$ vanishing on $V(I)$ up to order $m$. Now, the proof of $S(h \varphi) = 0$ for any $h \in I$ and $\varphi \in \mathcal{E}^{0,0}(V)$, follows by the same arguments as in the proof of Proposition 4.2. Namely, by means of a partition of unity, we may assume that $\text{supp}(\varphi) \cap \text{supp}(S)$ is a single point $P_0$. Let $z_1, \ldots, z_n$ and the decomposition $\varphi(z) = \varphi_1(z) + \varphi_2(z) + \varphi_3(z)$ be as in (4.1). Then, $S(h \varphi_1) = 0$ because $\varphi_1 \in \mathcal{O}(V)$; $S(h \varphi_2) = 0$ because $\varphi_2 \in \sqrt{\mathcal{T}\mathcal{E}^{0,0}(V)}$, and $S(h \varphi_3) = 0$ by the choice of $m$. Therefore, we deduce that $S$ is orthogonal as a current to $I\mathcal{E}^{0,0}(V)$ and the proposition is proved.
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