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Abstract

In this paper, we establish a new limit theorem for partial sums of random variables. As corollaries, we
generalize the extended Borel-Cantelli lemma, and obtain some strong laws of large numbers for Markov
chains as well as a generalized strong ergodic theorem for irreducible and positive recurrent Markov chains.
(© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction and the main results

Let (Q,%, P) be a probability space, and let (% ,, n = 0) be an increasing sequence of sub-o-
algebras of #. The main purpose of this paper is to establish a general limit theorem for partial
sums of random variables. As corollaries, we generalize the extended Borel-Cantelli lemma (see
Theorem 2), and obtain some strong laws of large numbers for Markov chains (see Theorem 3,
Corollary 2 and Theorem 4) and a strong ergodic theorem for irreducible and positive recurrent
Markov chains (see Theorem 5).
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The main result is the following:

Theorem 1. Let (&,, n = 1) be an (F ,)-adapted sequence of r.v.’s, such that there is a positive
finite K for which |&,| <K for every n = 1. Let (a,) be a sequence of non-negative r.v.’s defined
on (Q,7,P). We denote E[&, |F,—1] by &,, and put

1 n
Qoz{lim a,,:oo,limsupZE[\@H%_lkoo}. (1)
n—:0o0 n—oo dp 1
Then
1 < ~
lim an;(éi ~&)=0, as. on Q. (2)

In order to prove Theorem 1, we prepare two lemmas.

Lemmal. For 0 <x <1 and 0 < A < 0o, we have

xlog A <log(1 + (4 — 1)x). 3)
Forl<l<ocoand x =0, o0r for 0<A<1and 0 <x<1/(1— 1), we have

log(1 + (A — 1)x) < xAlog /. 4)
Proof. For a given 0 <x < 1, we put

f(A)=log(1+(4—1)x)—xlogd, 0<i<o0,

Then

-
l+(A—1)x

(A=D1 —x)x

o= =G Dy

X
Y
A

Thus, /(A1) >0 for A>1 and f/(1) <0 for 0 < A < 1. Since f(1)=0, we must have f(1) > 0.
(3) is proved. [

We are now beginning the proof of (4). We only need to consider the 4 # 1 case. Since a/(1+a)
< log(l +a) < a for all a > — 1, we have

0<logl+(—1x)< (-1, logi=(U—1/A>0 Vi>1, x>0,

log(14+ (A —1x)<(A—1x <0, 0>logi>(i—1)/2 VO</1<1,0<x<ﬁ.
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Consequently, we obtain that

log(1+ (A —1)x) < (A—1x
log/ S O=-1D/

log(1+ (A —1)x) (A—1)x . 1
= =X/ , 0< —
Tog/ =1 xA V0<i<l1, 0 x<1_/1

This proves (4). O

xA Vi>1, x=0,

Lemma 2. Let (¢, n=1) be an (ﬁn)-qg’apwd sequence of non-negative r.v.’s such that &, <1
for all n = 1. We denote E[&;|F 1] by &. Let .. > 0. We set My(L) =1 and put

AZL] &
[, (1 + (= 1)é)

Then (M, (1), n = 0) is a non-negative supermartingale w.r.t. (¥ ,).

M,(A)= nz=l.

Proof. The nonnegativity is obvious; we need only establish the supermartingale claim. By inequality
(3) we get

5 <1+ (A= 1)E,,

so that
EUS| 7,1 <1+ (A= 1)E,
Consequently,
Qe
E[M,()|F 11 =M, (L)E ﬁ\%n,l < M,_1(A).
14+ (A —1),

This shows that (M, (1), n = 0) is a supermartingale w.r.t. (#,). 0O

The Proof of Theorem 1. It is obvious that we may assume K =1, since otherwise the theorem ap-
plies to the random variables &,/K, and the set 2y and (2) remain unchanged. Instead of considering
two sequences (£7) and (&, ), we can further assume that all &, are non-negative. Here & and &
stand for the positive parts and negative parts of &,. In the following proof we follow an approach
proposed by Liu and Yang (1995) and Yang and Liu (2000). We use notations found in Lemma 2.
By Doob’s Martingale Convergence Theorem, M, (/) a.s. converges to a finite non-negative r.v.
Moo(2). In particular, for A > 1 and 0 < u < 1, we have on the set {lim,_ a, = 0o}

lim supiz <§,~ — log(1 + (2= l)éi)> = lim supi M <0 as., %)

oo dn = log A n—ooo dn  log A

1 & log(1 —1)é& 1 logM,
liminf — 3 <gi _ log( +(u—1)c )> liminf L 08M) oo (6)
ooy = log u n—oo a, logu
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On the other hand, for 4 > 1 and 0 < p < 1, by inequality (4) we have

lim sup — Z <log(l + (4= D) — E) (A—1)lim sup— Z &, (7)

n—oo dp 1 logi n—o00

log(1+(n-1D&) _ >

lim inf - 2; ( oz 1 =& ) = (u-Dlimsup - Z & (8)
Noting that

lim sup (o, + B,) < limsup o, + lim sup f3,,,

liminf (&, + f,) = liminf o, + liminf S,
from (5)—(8) we have on the set {lim,_ a, = 0}

lim sup Z (& — &)< (A—1)lim sup Z & as, (7))

lim inf — Z (E—&)=(u—1lim sup Z & as. (8)

Letting A | 1 and u 7 1 in (7) and (8)’, we obtain that

1 & ~
lim sup—Z(i, &) <0< liggréfa—Z(ii —¢) as. on Q,
=1

n—o0 I’l
which implies (2). O

As a corollary of Theorem 1 we obtain the following result which generalizes the extended Borel—
Cantelli lemma.

Theorem 2. Let (¢y, n 2 1) be an (7 ,)-adapted sequence of non-negative r.v.’s such that there is
a positive finite K for which &, < K for all n > 1. We denote E[,|F ,—1] by én Put

o) )

Then we have A =B a.s. (i.e. P(AAB)=0), and
Zi:l éi =1

lim ===

S a.s. on B. 9)
i=1 i
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Proof. If we let a, =3 | & then from (1) we obtain (9), and (9) implies B C 4 a.s.. If we let
a, =" &, then from (2) we see that

nz
lim fol L =1
n—o0 Zi:l éi

which implies A NB° =0 a.s., i.e., A C B, a.s.. Thus we must have 4 =B a.s.. [

a.s. on AN B,

Corollary 1. Let (% ,, n = 0) be an increasing sequence of a-algebras and let B, € & ,. Put

A= {ZIB,:OO}; B= {ZP(B,-L?'}_I):oo}.
i=1 i=1
Then we have A =B a.s., and

" Ig
lim lel B;

m =1 as. onB.
n—oo iy P(BiF i)

Proof. Letting £, = Iz, in Theorem 2 immediately gives the result.

The first part of this corollary is the Extended Borel-Cantelli Lemma (see Chow and Teicher,
1988, p. 249), and the second part of this corollary is the sharper form of the Borel-Cantelli lemma
(see Dubins and Freedman, 1965). O

2. The strong law of large numbers and strong ergodic theorem for Markov chains

Let {Y,, n >0} be a non-homogeneous Markov chain with state space S ={1,2,---}. We let
pu(i, ))=P(Y,=j|Y,—1=1), i,j €S. As an application of Theorem 1, we obtain the following strong
law of large numbers on the ordered couples of states for Markov chain {Y,, n > 0}.

Theorem 3. Let S,(k, 1) be the number of occurrences of the couple (k,1) in the sequence of ordered
couples (Yo, Y1),(Y1,12),...,(Yu_1, Yy), and let (a,) be a sequence of positive random variables. Let
0,(i) = 0;; be the Kronecker é-function. Set

1 n
A= { lim a, = o0, limsup — >~ 8¢(Y—1) pu(k, 1) < oo} . (10)
n—oo n—00 an el
Then,
1 n
lim — {S,,(k, D= 8u(Yu1) pulk, 1)} =0 as. on A (11)
n—oo al’l mz]
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If we set
D(k,1) = { lim > 64 (Y—1) pulk, 1) = oo} :
m=1

then

. Sulk, ) _
n—00 anzl 5k(Ym—l)pm(ka Z)

Proof. Let &, = 04,(Y,—1)0,(Y,) and %, = 6(Yy,...,Y,) in Theorem 1. Then we have S,(k, /) =
et Sm» and

E[én’ynfl] = E[ék(Ynfl)él(YnNYnfl] = 5k(Yn71)pn(k> l)
Thus, from (2) we obtain (11). Letting a, = _ 0x(Yu—1)pm(k, 1) in (11) gives (12). O

1 as. on D(k,I). (12)

The following corollary gives a strong law of large numbers on the frequencies of occurrences of
the states for Markov chain {Y,, n > 0}.

Corollary 2. Let S,(k,1) be defined as above and S,(k) be the number of occurrences of k in the
sequence {Y, Y1,...,Y,—1}. Set

D(k) = {lim,_ S,(k) =00}
Then

. Sn(ka l) B anzl 5k(Ym71)pm(ka l)
st S.(6)

=0 as. on D(k).

If moreover,
lim p,(k,1) = p(k,1),

then

Sk, 1)
Jim. S, plk, 1) as. on D(k).

Proof. Letting a, = S,(k) in (11), and noting that

Suk) =" k(Y1) =D k(Y1) pulk. ),

m=1 m=1

we immediately get the result. O

As an application of Theorem 1, we obtain another strong law of large numbers on the frequencies
of occurrences of the states for Markov chain {Y,, n > 0}.
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Theorem 4. Let (a,) be a sequence of positive random variables. Set

, : 1 ¢
A= { lim a, = oo, limsup — me(Ym_l,k) < oo}.
n—0o0 n—oo Op f—

Then

1 -
lim - {S,,(k) -3 pm(le,k)} =0 as. on A

m=1
In particular, we have
! k

Jlim {Sn(k) - me<Ym_1,k)} =0 as.
If we set

H(k) = { lim > pu(Yu-1.k) = oo},

m=1

then

lim Sa(k) _

n—00 Zzzl pm(mel:k)

Proof. Let &, = 0x(Y,) and F#, = a(Yy, Y1,...,Y,) in Theorem 1. Then

1 as. on H(k).

D &= Su(k) + 0u(Y,) — Sk(Xo),
m=1

and

E[én’g:n—l] = E[ék(Yn)‘Yn—l] = pn(Yn—lak)'

85

(13)

(14)

Thus, from (2) we have that (13) follows. Letting a, = | pu(Yu—1,k) in (13) gives (14). O

As another application of Theorem 1, we obtain the following generalized strong ergodic theorem

for irreducible and positive recurrent Markov chains.

Theorem 5. Let (X, n = 0) be an irreducible and positive recurrent Markov chain with state space
S={1,2,...}, transition probability matrix {p(i, )}, and invariant probability distribution {n(i)}.

Let F(xg,x1,...,xy) be a bounded function on SN*'. Then we have

k=1 jo=1  jx=1

[e%¢] [e%) N
.1 . . . ..
lim — ZF(Xk, v Xpn) = Z T Z 7(jo)F (Jo,---»JN) H P Jis)-
=1

(15)
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Proof. First we prove (15) for N =1. Let &, = F(X}, X;11), and F = 0(Xy, ..., Xiy1). Then by the
Markov property,

E[&|7 k1] = E[F (X X)X =Y F(Xi /) p(Xis f)-
J
By Theorem 1 we have
RN . .
Jim kZ F(Xe Xir1) — Y F(Xi. /) p(Xi, )| =0 as. (16)
=1 j

However, by the Strong Ergodic Theorem for Markov chain (X,) (see Freedman, 1983, p. 75), we
have

1 : AR U
Jim -~ ;F(Xk,J)p(Xk,]) = Zl n(i)F (i, /) p.j),  as.
This together with (16) implies that (15) holds for the case N = 1.

Now we are going to prove (15) for general N by induction. Assume (15) holds for N =m. Let
&G =FXs,.. .. Xkimr1) and F = 0(Xo, ..., Xp+m+1)- Then by the Markov property of {X,} we have

= ZF(X/H R Xk+m’j)p(Xk+m>j)'
J

Consequently, by Theorem 1 and the induction assumption that (15) holds for N = m, we see that
(15) holds for N =m + 1. This completes the proof of the theorem. [J
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