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Abstract. If T (t) = e�tA is a bounded strongly continuous semigroupon some Banach space X, and if C : D(Am) ! Y is a continuous mappingvalued in some Banach space Y , we say that C is �-admissible if it satis�es anestimate of the form R10 t�kCT (t)xk2 dt �M2kxk2. This extends the usualnotion of admissibility, which corresponds to � = 0. In the case when T (t)is a bounded analytic semigroup and A has a `square function estimate', thesecond named author showed the validity of the so-called Weiss conjecture:C is admissible if and only if ft 12C(t + A)�1 : t > 0g is a bounded set.In this paper, we extend that characterisation to our new setting. We show(under the same conditions on T (t) and A) that �-admissibility is equivalentto an appropriate resolvent estimate.

1. Introduction
Let X be a Banach space, and let �A be the generator of a bounded stronglycontinuous semigroup T (t) on X. Let Y be another Banach space and letC : D(A) ! Y be a linear operator de�ned on the domain of A. Assume thatC is continuous with respect to the norm kxk1 = k(IX + A)xkX on D(A). Byde�nition, C is admissible for A if there is a constant M > 0 such that

(1) Z 1

0
CT (t)x2Y dt �M2kxk2X

for any x 2 D(A). The problem of whether an operator C is admissible for A hasreceived much attention recently. For a wide information on this topic, we refer
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2 BERNHARD HAAK AND CHRISTIAN LE MERDY
the reader to the excellent survey [4] and the references therein. A key observationdue to Weiss [18] is that if C is admissible for A, then there is a constant K > 0such that
(2) ��Re(�)� 12 kC(��A)�1k � K
for any complex number � with Re(�) < 0. To �nd conditions on X;Y or A thatensure that the converse implication `(2) ) (1)' holds true is one of the mostimportant questions in the area. Weiss observed very early that this converseis wrong on general Banach spaces. However, the question whether `(2) ) (1)'when X and Y are Hilbert spaces remained open for a while under the name of`Weiss conjecture'. This conjecture was disproved by Jacob, Partington and Pott[5] in the case when X = Y = `2, and by Jacob and Zwart [6] in the case whenX = `2 and Y = C.

In this paper we introduce a generalisation of admissibility that we call �-admissibility. An operator C will be �-admissible (for � > �1) if it satis�es anestimate
(3) Z 1

0 t�CT (t)x2X dt �M2kxk2:
Here the observation operator C may be de�ned only on the domain D(Am) ofa power of A (see Sections 2 and 3 for precise de�nitions). In this context, thereis a natural analogue of (2) which is implied by �-admissibility (see Lemma 3.3)and again, the main question is to �nd conditions which ensure that the converseholds true.

Condition (3) is quite natural in the case when T (t) is a bounded analyticsemigroup, and we will mainly focus on that case. In [11], the second namedauthor showed that if T (t) is bounded analytic, then A 12 is admissible for A ifand only if for any Y and any C : D(A) ! Y , the two conditions (2) and (1)are equivalent. Our main result, namely Theorem 4.2, is a generalisation of thatresult to �-admissibility. We will also consider the dual situation, that is, �-admissible control operators. As in [11], we will make use of the H1 functionalcalculus ([1, 13]), which is briey explained in the next section.
2. Preliminaries on semigroups and H1 functional calculus

We will use standard notation and results on semigroups that the reader caneasily �nd in e.g. [15] or [2]. Let �A be the generator of a bounded stronglycontinuous semigroup T (t) on X. We let %(A) denote the resolvent set of A,and for any � 2 %(A), we let R(�;A) = (��A)�1 denote the associated resolvent



�-ADMISSIBILITY 3
operator. Let IX denote the identity on X. We are going to use the notions ofinterpolation and extrapolation spaces in the sense of [2, Section II.5]. For anyintegerm � 1, the interpolation space Xm is the domain D(Am) of themth powerof A, equipped with the norm kxkm = k(IX + A)mxk. We set X0 = X. Thenfor any m � 1, the extrapolation space X�m is the completion of X for the normkxk�m = kR(�1; A)mxk = k(IX + A)�mxk. The restriction or extension of T (t)to one of these spaces Xm (for m 2 Z) is denoted by Tm(t).

We now give a brief account on sectorial operators and H1 functional calculus.We refer the reader e.g. to [13, 1, 10, 7] for details and complements. Given any0 < � � �, we let S(�) be the open sector of all z 2 Cnf0g such that Arg(z) 2(��; �). Then we let �� be the boundary of S(�), oriented counterclockwise. Theset of all bounded holomorphic functions f on S(�) is denoted by H1(S(�)).This is a Banach algebra for the norm kfk� = supfjf(z)j : z 2 S(�)g. We letH10 (S(�)) be the subalgebra of all f 2 H1(S(�)) for which there exist positivenumbers � > 0; � > 0 such that jf(z)j = O(jzj��) at 1, and jf(z)j = O(jzj�) at 0.
Let 0 < ! < �. A densely de�ned operator (A;D(A)) on X is called sectorial oftype ! if its spectrum is contained in the closure of S(!), and if for any � 2 (!; �),there is a constant C� such that

kzR(z;A)k � C�; z 62 S(�):
It is clear that if �A generates a bounded strongly continuous semigroup, then Ais sectorial of type �2 . Furthermore, �A generates a bounded analytic semigroupif and only if A is sectorial of type ! < �2 .

Assume that A is a sectorial operator of type !. Let � 2 (!; �) and let f 2H10 (S(�)). We set
f(A) := 12�i

Z
� f(z)R(z;A) dz;where � = � for some  2 (!; �). Then f(A) is well de�ned and belongsto B(X), and its de�nition does not depend on the choice of . Moreover themapping f 7! f(A) is an algebra homomorphism on H10 (S(�)).

De�nition 2.1. Let A be a sectorial operator of type ! 2 (0; �) on a Banachspace X and let � 2 (!; �). Then A admits a bounded H1(S(�)) calculus if thereis a constant K � 0 such that
kf(A)k � Kkfk�; f 2 H10 (S(�)):
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If a sectorial operator A has a dense range, then it is also 1-1 by [1, Theorem3.8]. In that case, there is a natural way to de�ne a closed, possibly unboundedoperator f(A) for any f 2 H1(S(�)). Furthermore it is shown in [13, 1] that Aadmits a bounded H1(S(�)) calculus in the above sense if and only if f(A) isbounded for any f 2 H1(S(�)).

Lemma 2.2. Let A be a sectorial operator with a dense range. Then for any

integer k � 1, the operator Ak(IX +A)�(k+1) has a dense range.

Proof. This is a well-known fact. Indeed, nA(IX + nA)�1 ! IX and n(n +A)�1 ! IX pointwise when n ! 1. Hence for a �xed integer k � 1, thesequence �n = nk+1Ak(n+A)�1(IX + nA)�k
converges pointwise to IX . Moreover the ranges of �n and Ak(IX + A)�(k+1)coincide for any n � 1. Thus for any x 2 X, (�n(x))n�1 is a sequence in therange of Ak(IX +A)�(k+1) converging to x. �

Square functions associated to sectorial operators play a key role in our paper.If A is sectorial of type ! and if F is a non-zero function belonging to H10 (S(�))for some � 2 (!; �), we set
kxkF = �Z 1

0
F (tA)x2X dtt

� 12 ; x 2 X:
Note that kxkF may be equal to +1. These square functions were introduced byMcIntosh in [13], see also [14]. The following was proved by McIntosh and Yagiin the case when X is a Hilbert space. Its proof extends verbatim to the Banachspace case.
Theorem 2.3. ([14, Theorem 5]) Let A be a sectorial operator of type ! on a

Banach space X, and assume that A has dense range. Let F;G 2 H10 (S(�))nf0g,
where � > !. Then there exist two positive constants c1 > 0 and c2 > 0 such that

c1kxkG � kxkF � c2kxkG; x 2 X:
This leads to the following

De�nition 2.4. Let A be as in Theorem 2.3, and let F 2 H10 (S(�))nf0g, where� > !. We say that A has a square function estimate if there is a constant c > 0such that kxkF � ckxkX ; x 2 X:
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By Theorem 2.3, this de�nition does not depend on F .
If X is a Hilbert space, then A has a bounded H1(S(�)) calculus if and only ifA and A� admit square function estimates in the above sense [13, Section 8]. Notehowever, that the situation is quite di�erent on non-Hilbertian Banach spaces. Wewill come back to this question in Remark 4.4 (1) below.

3. �-Admissibility
Let T (t) be a bounded strongly continuous semigroup on X, with generatorequal to �A. For simplicity we will assume throughout this section that A has adense range, so that Theorem 2.3 and De�nition 2.4 apply to A.
By de�nition, an observation operator (for A) is a linear map C : Xm =D(Am) ! Y de�ned on the domain of Am for some m � 1, which is continuouswhen Xm is equipped with its norm k km. Here Y is an arbitrary Banach space.For any x 2 D(Am), the function t 7! CT (t)x is continuous from (0;1) into Y .This allows to de�ne the integral in the next de�nition.

De�nition 3.1. Let C : Xm ! Y be an observation operator for A, and let� > �1. We say that C is �-admissible for A, if there is a constant M > 0, suchthat
For all x 2 Xm; Z 1

0 t�kCT (t)xk2Y dt �M2kxk2X :
Of course, admissibility of order 0 corresponds to the usual admissibility. Toexplain the motivation for this generalised form of admissibility, it is instructiveto have a look at the analytic case. Assume that A is sectorial of type < �2 . Let'0 be de�ned by '0(z) = z1=2e�z. Then '0 2 H10 (S(�)) for any � < �2 . As wasobserved in [11], we haveZ 1

0 kA1=2T (t)xk2X dt = Z 1

0 k(tA)1=2T (t)xk2X dtt = Z 1

0 k'0(tA)xk2X dtt :
Thus A1=2 is admissible for A if and only if A has a square function estimate.Likewise, for any � > �1, we let

'�(z) = z 1+�2 e�z:
Then '� 2 H10 (S(�)) for any � < �2 , andZ 1

0 t�kA 1+�2 T (t)xk2X dt = Z 1

0 k'�(tA)xk2X dtt :
This yields the following
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Lemma 3.2. If A is sectorial of type < �2 , then A 1+�2 is �-admissible for A if

and only if A has a square function estimate.

Note that according to Theorem 2.3, A1=2 is admissible for A if and only ifA 1+�2 is �-admissible for A. The following is an analogue of the Weiss necessarycondition.
Lemma 3.3. Let C : Xm ! Y be an observation operator for some m � 1. Let� > �1 and � > �1 be two real numbers such that k = �+�2 is a nonnegative

integer. If C is �-admissible for A, then there exists a constant K > 0 such that(�Re(�)) 1+�2 CR(�;A)k+1 � K; � 2 C; Re(�) < 0:
Proof. Let M be the constant appearing in De�nition 3.1. We start from thefact that for any � 2 C with negative real part and for any x 2 X, we have

R(�;A)1+kx = (�1)k+1k!
Z 1

0 tke�tT (t)x dt :
If x 2 Xm = D(Am), then R(�;A)1+kx 2 Xm. Furthermore t 7! T (t)x iscontinuous with values in Xm. Since C is continuous on Xm, we deduce that

CR(�;A)1+kx = (�1)k+1k!
Z 1

0 tke�tCT (t)x dt :
Hence by Cauchy-Schwarz, we have

kCR(�;A)1+kxk � 1k!
Z 1

0 t�2 t �2 eRe(�)t kCT (t)xk dt
� 1k!

�Z 1

0 t�kCT (t)xk2 dt� 12 �Z 1

0 t�e2Re(�)t dt� 12

�Mkxkk!
� 1�2Re(�)

� 1+�2 �(1 + �) 12 ;

where � is the usual Gamma function. This shows our result. �

4. Main result
We now come to the main result characterizing �-admissibility in the analyticcase. We will prove a generalization of [11, Theorem 4.1] which says that (2)implies (1) if A is sectorial of type < �2 and has a square function estimate. Westart with a technical result on holomorphic functions. The next statement in thecase k = 1 appears in [9]. We are grateful to Nigel Kalton who showed us a proofof the general case.
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Lemma 4.1. Let � 2 (0; �), let ' 2 H10 (S(�)), and let k � 1 be an integer.

There exist a function f 2 H10 (S(�)) and a constant a 2 C such that

(4) '(z) = zk f (k)(z) + a zk(1 + z)k+1 ; z 2 S(�):
Furthermore, if �; � 2 (0; 1) are positive numbers such that

(5) j'(z)j = O(jzj��) at 1 and j'(z)j = O(jzj�) at 0;
then f can be chosen so that we also have jf(z)j = O(jzj��) at 1, and jf(z)j =O(jzj�) at 0.
Proof. We start with a general integration principle, stated as a
Claim: If g : S(�) ! C is a holomorphic function such that jg(z)j = O(jzj�r) at1 for some r > 1, there exists a (necessarily unique) holomorphic functionG : S(�)! C such that G0 = g and jG(z)j = O(jzj�r+1) at 1. If furtherjg(z)j = O(jzj�s) at 0 for some s > 1, then we have jG(z)j = O(jzj�s+1) at0. Moreover if g is bounded away from 0 (i.e. fg(z) : z 2 S(�); jzj � �gis bounded for any � > 0), then G also is bounded away from 0.

Indeed, note that since jg(z)j = O(jzj�r) at 1, with r > 1, one can de�ne
G(z) = �Z 1

z g(�) d� ; z 2 S(�);
this integral being de�ned on any reasonable contour. For example, if z = jzjei�0with j�0j < �, we can write

G(z) = �ei�0 Z 1

jzj g(tei�
0) dt :

Clearly G is holomorphic and we have G0 = g. Moreover if jg(z)j � Kjzj�r forjzj large enough, then we �nd that
jG(z)j � Z 1

jzj Kt�r dt =
Kr � 1 jzj�r+1:

This proves the estimate at in�nity. Then the assertion on boundedness awayfrom 0 is clear. For the estimate at 0, note that we have
jg(�)j � K � j�j�r if j�j � 1j�j�s if j�j 2 (0; 1)

for some K > 0. Hence we have an estimate jG(z)j � cjzj1�s + d, for jzj < 1.Since s > 1, we deduce that G(z) = O(jsj�s+1) at zero as expected.
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We now prove our lemma. Let ' in H10 (S(�)), and let � 2 (0; 1) and � 2 (0; 1)such that (5) holds true. We apply the above claim with the function g(z) = '(z)zkand the exponent r = k + �. We let Gk�1 = � R1

�
'(�)�k d� denote the associatedfunction. Then we have jGk�1(z)j = O(jzj�k+1��) at in�nity. We set Gk = gfor convenience. Next (if k � 2), we can use our claim repeatedly to de�neby induction holomorphic functions Gk�2; : : : ; G0 such that G0p = Gp+1 for any0 � p � k�2, and jGp(z)j = O(jzj�p��) at in�nity. Thus we obtain a holomorphicfunction G0 : S(�)! C such that

(6) G(k)0 (z) = Gk(z) = '(z)zk ;
and
(7) jG0(z)j = O(jzj��) at 1:
Moreover G0 is bounded away from 0. For the behaviour at zero, we can also usethe claim repeatedly, using the fact that � < 1. We obtain that
(8) jG1(z)j = 0(jzj��1) at 0:
Since � < 1, this implies that G1 is integrable on (0;1). We can therefore de�nea constant

c := �Z 1

0 G1(t) dt :
Then we set

f(z) := G0(z)� c1 + z ; z 2 S(�):
This obviously de�nes a holomorphic function, which is bounded away from 0. Itreadily follows from (6) that (4) is satis�ed, with a = c(�1)kk!. Thus it remainsto check that f belongs to H10 (S(�)) and has the desired estimates at 1 and 0.On the one hand, (7) ensures that jf(z)j = O(jzj��) at in�nity (here we use thefact that � < 1). On the other hand, we see using holomorphy that

c�G0(z) = �Z z
0 G1(�) d�; z 2 S(�):

Hence arguing as in the claim, we deduce from (8) that jG0(z) � cj = O(jzj�) atzero. Now writing
f(z) = (G0(z)� c) + c zz + 1 ;we deduce that we also have jf(z)j = O(jzj�) at zero. �
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Throughout the rest of this paper, we let T (t) be a bounded strongly continuoussemigroup on X, we let �A denote its generator, and we assume as in Section 3that A has a dense range.

Theorem 4.2. Let A be a sectorial operator of type ! < �2 on X which has a

square function estimate. Let C : Xm ! Y be an observation operator for somem � 1. Let � > �1 and let � 2 (�1; 3) such that k = �+�2 is a nonnegative

integer. Then C is �-admissible for A if (and only if) there is a constant K > 0
such that

(9) t 1+�2 CR(�t; A)k+1 � K; t > 0:
Remark 4.3. Let � > �1 and � > �1 be such that k = �+�2 is a nonnegativeinteger, and assume that (9) holds true for some K > 0. Let �0 = � + 2 andk0 = k + 1, so that k0 = �+�02 . Since A is sectorial, the set ftR(�t; A) : t > 0g isbounded, hence for any t > 0, we have

t 1+�02 CR(�t; A)k0+1 � t 1+�2 CR(�t; A)k+1 tR(�t; A) � K 0;
for some K 0 > 0. Thus (9) holds true with (�0; k0;K 0) instead of (�; k;K).
Proof. (Of Theorem 4.2) The `only if' part clearly follows from Lemma 3.3,so we only have to prove the `if' part. Thus we assume throughout that (9)holds true for C. We may assume that m = k + 1, so that we actually haveC : Xk+1 ! Y . Indeed, if we had m > k+1, then (9) ensures that we can extendC to a continuous operator on Xk+1. We also assume that k � 1, the special casek = 0 being treated at the end of this proof.We will use the (unbounded) operator A�1, densely de�ned on the range of A.We set Fk(z) := zke�z. Then for any x 2 Xk+1 and any t > 0, we have
(10) t�2 CT (t)x = t�2�kCA�kFk(tA)x:
Let � 2 (0; 1) and consider the decomposition Fk(z) = '(z) (z) where
(11) '(z) = z�(1 + z)�1; and  (z) = zk��(1 + z)e�z:
The precise value of � 2 (0; 1) will be decided later (it will actually depend on �).Note that  2 H10 (S(�)) for any � < �2 , whereas ' 2 H10 (S(�)) for any � < �.By (10), we have
(12) Z 1

0 t�CT (t)x2Y dt �
Z 1

0
t�+12 �kCA�k'(tA)2  (tA)x2X dtt :

We �x � 2 (!; �) and apply Lemma 4.1 to ', with � = 1��. We let f 2 H10 (S(�))denote the corresponding function satisfying equation (4). Note that according
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to that equation, z 7! zkf (k)(z) belongs to H10 (S(�)). Let � = � for some 2 (!; �). Our aim is to show the representation formula
(13) CA�k[zkf (k)(z)](tA)x = k!2�i

Z
� f(�)tk CR(�; tA)k+1x d� :We let �0 = �0 for some 0 2 (; �). Then we have

[zkf (k)(z)](tA) = 12�i
Z
� �kf (k)(�)R(�; tA) d�

= 12�i
Z
�
h k!2�i

Z
�0

1(� � �)k+1 f(�) d�
i�kR(�; tA) d�

= 12�i
Z
�0 f(�)

h k!2�i
Z
�

�k(� � �)k+1R(�; tA) d�
i d�

= k!2�i
Z
� f(�)(tA)kR(�; tA)k+1 d�:The use of Fubini's Theorem in this chain of equalities is justi�ed by the fact thatsince R(�; tA) = t�1R(t�1�;A), for some appropriate constants K0;K1 > 0, wehaveZ

�
Z
�0
j�jkjf(�)jj� � �jk+1 kR(�; tA)k jd�jjd�j � K0 Z

�0 jf(�)j
Z
�

j�jk�1j� � �jk+1 jd�j jd�j�=j�j�� K1K0 Z�0 jf(�)j
��d�� �� <1 :

The above calculation shows that equation (13) holds true if x belongs to therange of Ak(IX + A)�k�1. The latter is dense by Lemma 2.2. Hence to deduceequation (13) for any x 2 X, it therefore su�ces to show that
(14) Z

� jf(�)j kCR(�; tA)k+1k jd�j <1 :
Let � 2 C� with jArg(�)j �  and let s > 0. By the resolvent equation, we have

R(�;A) = R(�s;A)�IX � (�+ s)R(�;A)�:
Hence CR(�;A)k+1 = CR(�s;A)k+1�IX � (�+ s)R(�;A)�k+1:
Since A is sectorial of type < , the set f(� + j�j)R(�;A) : � 2 �g is bounded.Hence applying the above identity with s = j�j, and our assumption (9), we obtainthat there exists a constant K > 0 such that
(15) j�j 1+�2 CR(�;A)k+1 � K ; jArg(�)j � :
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As already remarked, R(�; tA) = t�1R(t�1�;A); hence we deduce that (14) holdstrue provided that Z

� j�j�
1+�2 jf(�)j d� <1 :

Now recall that by Lemma 4.1, we have jf(�)j = O(j�j�) at 0 and jf(�)j =O(j�j��1) at 1. Hence the above integral is �nite provided that we both have1+�2 � � < 1 and 1+�2 + (1� �) > 1, or equivalently, that we have
� < 1+�2 < 1 + �:

This tells us how to choose �. By assumption, � 2 (�1; 3), hence 1+�2 2 (0; 2).Thus we can certainly �nd � 2 (0; 1) satisfying the above double inequality. Thenwe have proved (14), and hence (13) for any x 2 X. In turn, that equation andthe above calculation imply that there exists a constant M > 0 such thatt�+12 �kCA�k[zkf (k)(z)](tA) �M; t > 0:
Let t > 0. Since �+12 � (k + 1) = � 1+�2 , we have by (9)t�+12 C(1 + tA)�k�1 = t� 1+�2 C�t�1 +A)�k�1 � K:
However, by Lemma 4.1 we have
t�+12 �kCA�k'(tA) = t�+12 �kCA�k[zkf (k)(z)](tA) + a t�+12 C(1 + tA)�k�1;

hence we have proved thatt�+12 �kCA�k'(tA) �M 0 :=M + jajK:
It therefore follows from (12) thatZ 1

0 t�CT (t)x2dt �M 02 Z 1

0
 (tA)x2 dtt :

Since A has a square function estimate, this implies that C is �-admissible for A.It remains to prove the theorem when k = 0. In this case, � = ��, hence� < 1. Let �0 = � + 2. According to Remark 4.3, the set ft 1+�02 CR(�t; A)2g isbounded. Since �0 < 3, our theorem in the case k = 1 ensures that C is indeed�-admissible for A. �

Remark 4.4.(1) If X is a Banach space of cotype 2, and if A has a bounded H1(S(�))calculus for some � < �, then A has a square function estimate. This is shownin the proof of [11, Theorem 4.2], to which we refer for further explanations. Wemerely recall that any Lp-space with p � 2 has cotype 2. Conversely an in�nite
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dimensional Lp-space with p > 2 is not of cotype 2. It turns out that for any2 < p < 1, the Laplacian A = �� on Lp(Rn) admits a bounded H1(S(�))calculus for any � > 0, but does not have a square function estimate (see [1,Section 6]).

(2) To apply Theorem 4.2, we are facing the following (simple) question: givena real number � > �1, what are the numbers � 2 (�1; 3) such that k = �+�2 is aninteger? If � in an odd integer, there is exactly one possible value, namely � = 1.Otherwise, there are exactly two possible values, let us call them � 2 (�1; 1) and�0 = �+2 2 (1; 3). In that case, Theorem 4.2 has two variants, the �rst one with� and k = �+�2 , the second one with �0 and k0 = �+�02 . According to Remark4.3, the second variant is the strongest.
Consider for example the case � = 0. Then our two couples are (�; k) = (0; 0)and (�0; k0) = (1; 1). If we apply Theorem 4.2 with the latter couple, we obtain thefollowing strengthening of [11, Theorem 4.1]: If A has a square function estimateand if C is an observation operator, then C is admissible for A if (and only if)the set ft 32CR(�t; A)2 : t > 0g is bounded.

Remark 4.5. In this remark, we will show that the assumption that A has asquare function estimate in Theorem 4.2 cannot be omitted.
Let A be a sectorial operator of type < �2 , and let 0 � s < 1. Then there is aconstant Ks � 0 such that

tskA1�sR(�t; A)k � Ks; t > 0:
Indeed, this follows from [7, Proposition 4.2] and its proof. Let � > �1 and� 2 (�1; 3) be such that k = �+�2 is a nonnegative integer. Then let n � 0 be aninteger, and 0 � s < 1 such that 1+�2 = n+ s. Then k � n, and

1+�2 = (1� s) + (k � n):
Hence we have
t 1+�2 A 1+�2 R(�t; A)k+1 = tsA1�sR(�t; A) �tnR(�t; A)n� �Ak�nR(�t; A)k�n�

for any t > 0. Since A is sectorial, the two sets
ftnR(�t; A)n : t > 0g and fAk�nR(�t; A)k�n : t > 0g

are bounded. Therefore, there is a constant K > 0 such that
t 1+�2 A 1+�2 R(�t; A)k+1 � K; t > 0:
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Thus we have proved that A 1+�2 satis�es (9). Consequently, if the conclusion ofTheorem 4.2 holds true, then A 1+�2 has to be �-admissible. Hence A must havea square function estimate by Lemma 3.2.

5. Final Remarks
Let T (t) and A be as in Section 3, and assume that X is reexive. We de�nea control operator (for A) to be a bounded linear map B : U ! X�m, where U isa Banach space and m � 1 is an integer. Let � > �1 be a real number. We saythat B is �-admissible for A if there is a constant M > 0 such that

(16) Z 1

0
��
t�2 T�m(t)Bu(t); ���� dt �MkukL2(R+;U) k�kX�

for any u 2 L2(R+; U) and any � 2 (X�m)�. Since X is reexive, (X�m)� � X�

is a dense subspace. Hence if B is �-admissible, the functional
� 7! Z 1

0 t�2 
T�m(t)Bu(t); �� dt
uniquely extends to an element of X�� = X. If we let R10 t�2 T�m(t)Bu(t) dtdenote this element (which is a Pettis integral), then (16) yieldsZ 1

0 t�2 T�m(t)Bu(t) dtX � M kukL2(R+;U):
Since X is reexive, �A� is the generator of the dual semigroup T (t)� onX�. For l 2 N let (X�)l denote the interpolation space associated to A�. Forany m � 1, let �A�m denote the generator of T�m(t) on X�m. There is anisomorphism 	m : (X�)m ! (X�m)� given by
hx;	m(�)i = h(IX�m +A�m)�mx; (IX +A�)m�i; x 2 X�m; � 2 (X�)m:

According to that duality, we may regard C = B� : (X�m)� ! U� as an observa-tion operator for A�. Then it is not hard to check that B is �-admissible if andonly if B� is �-admissible. Thus Theorem 4.2 implies the following result.
Theorem 5.1. Let A be a sectorial operator of type ! < �2 on a reexive Banach

space X, and assume that A� has a square function estimate. Let B : U ! X�m
be a control operator for some m � 1. Let � > �1 and let � 2 (�1; 3) such thatk = �+�2 is a nonnegative integer. Then B is �-admissible for A if (and only if)

there is a constant K > 0 such that

t 1+�2 R(�t; A�m)k+1B � K; t > 0:



14 BERNHARD HAAK AND CHRISTIAN LE MERDY
Our last remark is that there is another way to de�ne square functions onnon Hilbertian Banach spaces, which leads to an alternative framework for �-admissibility. This theory will be developed in [3]. Here we will only outline theprinciple ideas. We let I = (0;1) be equipped with the measure dtt . Let us �rstconsider the case when X = Lp(
), for some 1 < p < 1. The square functionkxkF can be de�ned to be the norm of F (tA)x in Lp(
; L2(I)) (instead of itsnorm in L2(I; Lp(
))). In this context, a square function estimate is therefore aninequality of the form �Z 1

0
��F (tA)x��2 dtt � 12 Lp � ckxk:

The theory of H1 functional calculus shows that perhaps these square functionsare more natural if p 6= 2. Indeed, the existence of a bounded H1 calculus impliessuch a square function estimate, see [1]. Then given an operator C : Xm ! Lq(
0),1 � q <1, one can de�ne �-admissibility by demanding an estimate of the form
(17) �Z 1

0 t� jCT (t)xj2 dt� 12 Lq �M kxk:
In this parallel setting, analogues of Theorems 4.2 and 5.1 can be shown. In-deed, the 0-admissibility of C in the sense of (17) was already treated in [12].It should be mentioned that in this context another notion of boundedness forsets of the form ft 1+�2 CR(�t; A)k+1g naturally enters the game: Rademacher{,or R{boundedness (see i.e. [17]). On general Banach spaces, R{boundednessis stronger than uniform boundedness, but these notions coincide in the Hilbertspace setting.In [8] and [9] it is shown that the norms on Lp(
; L2(I)) have a generalisation toarbitrary Banach spaces X instead of Lp(
), using so-called Gaussian structures.In this context it is possible (see [3]) to extend the two characterisation theorems4.2 and 5.1 to arbitrary Banach spaces X, under a simple geometric condition onthe control and observation spaces U and Y , namely Pisier's property (�) (see[16]), which holds i.e. for Hilbert spaces and Lq{spaces with q 2 [1;1).
Acknowledgement. The �rst author would like to thank Peer Kunstmannfor his continuous interest and support by means of many valuable discussionsand remarks.
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