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Abstract. This article studies Volterra evolution equations from the point of

view of control theory, in the case that the generator of the underlying semi-
group has a Riesz basis of eigenvectors. Conditions for admissibility of the

system’s control operator are given in terms of the Carleson embedding prop-

erties of certain discrete measures. Moreover, exact and null controllability
are expressed in terms of a new interpolation question for analytic functions,

providing a generalization of results known to hold for the standard Cauchy
problem. The results are illustrated by examples involving heat conduction

with memory.

1. Introduction

Consider the evolution equation

(1) x(t) = x0 +
∫ t

0

a(t− s)Ax(s) ds+
∫ t

0

Bu(s) ds, t ≥ 0.

Here we assume that A generates a C0-semigroup (T (t))t≥0 on a Hilbert space X,
a ∈ L1

loc(0,∞) is real-valued and of at most exponential growth, and the control
operator B ∈ L(U,D(A∗)∗), where U is another Hilbert space. It is further assumed
that the uncontrolled system

(2) x(t) = x0 +
∫ t

0

a(t− s)Ax(s) ds t ≥ 0

is well-posed, which is equivalent to the existence of a unique family of bounded
linear operators (S(t))t≥0 on X, such that

(a) S(0) = I and (S(t))t≥0 is strongly continuous on R+.
(b) S(t) commutes with A, which means S(t)(D(A)) ⊂ D(A) for all t ≥ 0, and

AS(t)x = S(t)Ax for all x ∈ D(A) and t ≥ 0.
(c) For all x ∈ D(A) and all t ≥ 0 the resolvent equations hold:

(3) S(t)x = x+
∫ t

0

a(t− s)AS(s)x ds.

The family of bounded linear operators (S(t))t≥0 is called the resolvent or solution
family for (2). We refer to the monograph by Prüss [24] for more about resolvents.
In particular, if we assume further that the resolvent (S(t))t≥0 is exponentially
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bounded, say ‖S(t)‖ ≤ Meωt for t ≥ 0, then the Laplace transform of S(·)x0 is
well-defined and satisfies

Ŝ(λ)x0 =
1
λ

(I − â(λ)A)−1x0 (Reλ > ω)

(here the hat denotes Laplace transform). The assumption of an exponential
growth of the resolvent is indeed a restriction of generality: in contrast with
semigroups or cosine families, resolvents may grow super-exponentially in time
even if the kernel a is integrable and of class C∞ (see [5] for more details).

Notice that by adding ω ·a∗x on both sides of equation (2) we obtain an equation
of the same form where x is replaced by v = x+ ω · a ∗ x, A is replaced by A+ ω,
and a by the solution r of r + ω · a ∗ r = a. Indeed,

v = x0 + a ∗ (A+ ω)x = x0 + [r + ω · a ∗ r] ∗ (A+ ω)x
= x0 + r ∗ (A+ ω)x+ ω · a ∗ r ∗ (A+ ω)x
= x0 + r ∗ (A+ ω)(x+ ω · a ∗ x) = x0 + r ∗ (A+ ω)v.

This transformation shows that without loss of generality we may assume A to
generate a uniformly exponentially stable semigroup. We notice that 1/r̂(λ) =
[1/â(λ)] + ω in this case.

Example 1.1. (a) Consider the standard kernel a(t) = tβ−1

Γ(β) for β ∈ (0, 2)
given in [24, Example 2.1]. We have â(λ) = λ−β . In our main result in
Theorem 3.10 we consider a class of kernels that admit upper and lower
estimates against this standard kernel.

(b) Another important class of kernels is that given by [24, Example 2.2]:

(4) a(t) =
∫ ∞

0

e−st dα(s),

or

â(λ) =
∫ ∞

0

1
λ+ s

dα(s),

where α is a non-decreasing function on [0,∞) such that∫ ∞
1

dα(s)/s <∞.

In Section 3.2 we give a result on controllability of special cases of such
kernels.

(c) Let a(t) =
∫∞

0
tρ−1

Γ(ρ) dρ as considered in [24, Example 2.3]. We then have
â(λ) = 1/ log(λ). In Theorem 3.10 we obtain a sufficient criterion for ad-
missibility in this case.

The mild solution of (1) is formally given by the variation of constants formula

x(t) = S(t)x0 + (S ∗Bu)(t), t ≥ 0,

which is actually the classical solution if B ∈ L(U,X), x0 ∈ D(A) and u sufficiently
smooth. In general however, B is not a bounded operator from U to X and so an
additional assumption on B will be needed to ensure x(t) ∈ X for every x0 ∈ X
and every u ∈ L2(0,∞; U).
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In Section 2 we introduce the idea of admissibility for a control operator, and
explain some of its properties. We also present the more familiar theme of control-
lability, which will also be studied in this paper. The main results of the paper are
contained in Section 3, where we specialise to diagonal systems, and derive con-
ditions for admissibility and controllability of such systems, presented in terms of
Carleson embedding and interpolation properties. Finally, in Section 4, we illustrate
the ideas of this paper with examples involving heat conduction with memory.

2. Admissibility and Controllability

Since the resolvent for (2) commutes with the operator A, it can be easily
seen that the resolvent operator (S(t))t≥0 can be restricted/extended to a resol-
vent operator on D(A)/D(A∗)∗. We denote the restriction/extension again by
(S(t))t≥0. Similarly, the operator A can be extended/restricted to a generator of a
C0-semigroup on D(A)/D(A∗)∗, again denoted by A.

Definition 2.1. Let B ∈ L(U,D(A∗)∗). Then B is called admissible for (S(t))t≥0

if there exists a constant M > 0 such that

(5) ‖(S ∗Bu)(t)‖X ≤M‖u‖L2(0,∞;U), u ∈ L2(0,∞; U), t ≥ 0.

Remark 2.2. B ∈ L(U,D(A∗)∗) is admissible if and only if there exists a constant
M > 0 such that

(6)
∥∥∥∥∫ ∞

0

S(t)Bu(t) dt
∥∥∥∥
X

≤M‖u‖L2(0,∞;U).

for all u ∈ L2(0,∞; U) with compact support.

Proof. Let B be admissible and assume that u ∈ L2(0,∞; U) has compact support,
say [a, b]. Define ũ(s) := u(b− s) when b−s ∈ [a, b] and zero otherwise. Then,∥∥∥∫ ∞

0

S(s)Bu(s) ds
∥∥∥ =

∥∥(S ∗Bũ)(b)
∥∥ ≤M∥∥ũ∥∥

L2(0,∞;U)
= M

∥∥u∥∥
L2(0,∞;U)

.

Conversely, let t ≥ 0 and u ∈ L2(0,∞; U). Define vt(s) = u(t−s) for s ∈ [0, t] and
zero otherwise. Then (6) implies

‖(S ∗Bu)(t)‖ =
∥∥∥∫ ∞

0

S(s)Bvt(s) ds
∥∥∥ ≤M‖vt‖L2(0,t;U) ≤M‖u‖L2(0,∞;U),

whence B is admissible. �

Admissibility of the operator B guarantees that the operator

B∞ : {u ∈ L2(0,∞; U) | u has compact support} → X,

given by,

(7) B∞u :=
∫ ∞

0

S(s)Bu(s) ds,

possesses a unique extension to a linear, bounded operator from L2(0,∞; U) to
X. We denote this extension again by B∞. If the solution family is exponentially
stable, then formula (7) holds for every u ∈ L2(0,∞; U).
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There is also the notion of admissibility of an observation operator C ∈
L(D(A), Y ), where Y is another Hilbert space, guaranteeing that the output y,
where

y(t) = Cx(t), t ≥ 0,

lies in L2. For infinite-time admissibility, the following is the most natural defini-
tion.

Definition 2.3. The operator C is called an admissible observation operator for
the uncontrolled system (2), if there exists a constant M > 0 such that

‖y(·)‖L2(0,∞;Y ) = ‖CS(·)x0‖L2(0,∞;Y ) ≤M‖x0‖, x0 ∈ D(A).

The operator C is called a finite-time admissible observation operator for (2), if
there exist constants M > 0 and ω ∈ R such that

‖y(·)‖ = ‖CS(·)x0‖L2(0,t;Y ) ≤Meωt‖x0‖, x0 ∈ D(A), t > 0.

Notice that the dual operator B ∗∞ is given by x∗ 7→ B∗S(·)∗x∗. Therefore, there
is a natural duality between admissibility of control operators and admissibility of
observation operators, that is, B ∈ L(U,D(A∗)∗) is an admissible control operator
if and only if B∗ ∈ L(D(A∗), U∗) is an admissible observation operator. This is
explained in detail in [15, Section 4]. For more on admissibility for the Cauchy
problem (i.e., a ≡ 1), we refer to the survey [14].

We shall also be interested in obtaining conditions for exact controllability of the
system (1). Accordingly, we make the following definitions.

Definition 2.4. The system (1) is said to be exactly controllable, if every state can
be achieved by a suitable control, i.e., if R(B∞) ⊇ X.

It is said to be null-controllable in time τ > 0 if R(B∞) ⊇ R(S(τ)).

For a recent discussion of these properties in the context of the Cauchy problem,
we refer to [16].

3. Admissible and Controllable Diagonal Systems

From now on we assume that A is the infinitesimal generator of an exponentially
stable C0-semigroup (T (t))t≥0 on H with a sequence of normalised eigenvectors
{φn}n∈N forming a Riesz basis for H, with associated eigenvalues {λn}n∈N, that is,

Aφn = λnφn, n ∈ N.

Let S(θ) be the open sector of angle 2θ symmetric about the positive real axis.
Recall that the condition −λn ∈ S(π/2) for all n ∈ N is necessary for A to generate a
bounded semigroup and that −λn ∈ S(θ) with θ < π/2 is equivalent to A generating
a bounded analytic semigroup.

Since (T (t))t≥0 is assumed to be exponentially stable we have supn∈N Reλn < 0.
Let ψn be an eigenvector of A∗ corresponding to the eigenvalue λn. Without loss
of generality we can assume that 〈φn, ψn〉 = 1. Then the sequence {ψn}n∈N forms
a Riesz basis of H and every x ∈ H can be written as

x =
∑
n∈N
〈x, ψn〉φn =

∑
n∈N
〈x, φn〉ψn.
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Note that the Volterra system is also diagonal, in the sense that there exist functions
cn such that S(t)φn = cn(t)φn; indeed

Ŝ(λ)φn = σ(λ,−λn)φn,

where
σ(λ, µ) =

1
λ(1 + µâ(λ))

, Reµ,Reλ > 0,

so the Laplace transform of cn is σ(·,−λn).

For example, if â(λ) = ξ/(λ+ s) with ξ > 0 and s ≥ 0, the simplest case of (4),
then

σ(λ,−λn) =
λ+ s

λ(λ+ s− λnξ)
=

s

λ(s− λnξ)
− λnξ

(λ− λnξ)(λ+ s− λnξ)
,

and hence

(8) cn(t) =
s

s− λnξ
− λnξ

s− λnξ
exp(λnξ − s)t.

3.1. Admissibility. In [17, Theorem 4.3] the following result was established for
the case of a one-dimensional observation, e.g. a point evaluation (i.e., letting
Y = C).

Theorem 3.1. Let a = 1 + 1 ∗ k with k ∈ W 1,2(0,∞). Then C is a finite-time
admissible observation operator for (2) if and only if there are constants M > 0
and ω ∈ R such that

∞∑
n=1

|Cφn|2

|λ|2|1− â(λ)λn|2
≤ M

Reλ− ω
, Reλ > ω.

A similar statement does not hold for infinite-time admissibility, see [17, Example
5.1].

One may rewrite the theorem by duality for the controlled systems under consid-
eration; however, the kernels given in Example 1.1 do not satisfy the requirements
of the above result. This observation is a primal motivation for the present article.

For the control of distributed parameter systems, the study of one-dimensional
inputs may seem a severe restriction of generality. However, as explained in [11,
Rem. 2.4] for the Cauchy case, in the case of (finite) n-dimensional input spaces,
admissibility is equivalent to the simultaneous admissibility of n one-dimensional
systems. Moreover, the following proposition shows that a one-dimensional criterion
leads immediately to a sufficient criterion for admissibility of control operators
B : U → X for infinite-dimensional input spaces. This observation is of great
practical value since the sufficient condition of admissibility in Theorem 3.10 can
be verified rather easily. Similar results for the Cauchy problem (i.e., a ≡ 1) are
well known in the literature, see e.g. [11, 12], or [9] for the case that X = `q and
U = `p. Our proposition generalises directly [27, Proposition 5.3.7].

Let U = X = `2. Let B : U → X−1 be linear and bounded. Then there are
functionals ϕn ∈ (`2)∗ = `2 such that (Bu)n = 〈u, ϕn〉.

Proposition 3.2. Let X = U = `2. Let (ϕn) be a sequence of elements in U∗

and consider the scalar sequence b defined by bn = ‖ϕn‖ and let the operator B be
defined by (Bu)n = 〈u, ϕn〉.
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If b ∈ D(A∗)∗ is an admissible input element for the resolvent family (S(t))t≥0,
then B is bounded from U to D(A∗)∗ and B is an admissible control operator for
the resolvent family (S(t))t≥0 as well.

Proof. The elementary estimate |〈u, ϕn〉| ≤ ‖u‖ ‖ϕn‖ implies that B is linear and
bounded from U to D(A∗)∗. Now let u ∈ L2(0,∞;U) = L2(0,∞; `2) have compact
support and let uj(·) denote its coordinate functions. Then∥∥∥∥∫ t

0

S(t−s)Bu(s) ds
∥∥∥∥2

`2

=
∞∑
n=1

∣∣∣∣∫ t

0

cn(t−s)〈u(s), ϕn〉 ds
∣∣∣∣2

=
∞∑
n=1

∣∣∣∣〈∫ t

0

cn(t−s)u(s) ds, ϕn
〉∣∣∣∣2

≤
∞∑
n=1

‖ϕn‖2
∥∥∥∥∫ t

0

cn(t−s)u(s) ds
∥∥∥∥2

U

=
∞∑
n=1

‖ϕn‖2
∞∑
j=1

∣∣∣∣∫ t

0

cn(t−s)uj(s) ds
∣∣∣∣2

=
∞∑
j=1

[ ∞∑
n=1

∣∣∣∣∫ t

0

cn(t−s)‖ϕn‖uj(s) ds
∣∣∣∣2]

=
∞∑
j=1

∥∥∥∥∫ t

0

S(t−s)buj(s) ds
∥∥∥∥2

.

By assumption, b is an admissible input element, and so∥∥∥∥∫ t

0

S(t−s)Bu(s) ds
∥∥∥∥2

`2

≤ C

∞∑
j=1

∥∥uj∥∥2

L2 = C ‖u‖2L2(0,∞;`2).

�

After this consideration we focus on the case that U = C, i.e., that the
input space is one-dimensional and let B ∈ L(U,D(A∗)∗). Then we may write
B =

∑
n∈N bnφn, where {bn|λn|−1} ∈ `2. Further, we assume that the solution

family is exponentially stable.

We have for λ ∈ C with Reλ > 0

B∞(e−λ·) =
∫ ∞

0

S(t)Be−λt dt

=
∞∑
n=1

bn

(∫ ∞
0

cn(t)e−λtdt
)
φn

=
∞∑
n=1

bnσ(λ,−λn)φn

=
∞∑
n=1

bn
1

λ− λâ(λ)λn
φn.

(9)
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This implies ∥∥B∞(e−λ·)
∥∥2

H
=
∞∑
n=1

|bn|2

|λ|2|1− â(λ)λn|2
.

Denote by kλ the reproducing kernel kλ(z) := 1
z+λ

. We arrive at the following
result.

Proposition 3.3. The following is a necessary condition for admissibility of a
rank-one control operator B: There exists a constant M > 0 such that

∞∑
n=1

|bn|2

|λ|2|1− â(λ)λn|2
≤ M

Reλ
, Reλ > 0,

or, letting ν :=
∑
n |bn|2δ−λn where δz denotes the Dirac mass in z, equivalently

(10) ‖k 1ba(λ)
‖2L2(C+,ν) ≤M

|λâ(λ)|2

Reλ
, Reλ > 0.

Example 3.4. (a) For the particular choice of â(λ) = λ−β , β ∈ (0, 2), the
necessary condition of the proposition reads

(11)
∥∥kλβ∥∥2

L2(C+,ν)
≤M |λ|

2−2β

Reλ
, Reλ > 0.

(b) In case â(λ) =
∫∞

0
1

λ+s dα(s), the above necessary condition reads∥∥k 1ba(λ)

∥∥2

L2(C+,ν)
≤M 1

Reλ

∣∣∣∣∫ ∞
0

λ

λ+ s
dα(s)

∣∣∣∣2
(c) If â(λ) = 1

log λ , the necessary condition reads∥∥klog(λ)

∥∥2

L2(C+,ν)
≤M |λ|2

Reλ| log λ|2

There is a strong link between admissibility and Carleson measures in the Cauchy
case a(t) ≡ 1, as first observed in [13]. For Volterra systems, we shall establish a
similar connection.

Definition 3.5. For γ > 0, a measure µ on C+ is an embedding γ–Carleson measure
if for one (and hence all) q ∈ (1,∞) satisfying γq > 1 there is an absolute constant
Mq such that ‖f‖Lq(C+,µ) ≤Mq‖f‖Hγq(C) for all f ∈ Hγq(C).

We begin with the case γ ∈ (0, 1]. Here, a measure µ on C is γ–Carleson if, and
only if there is an absolute constant C such that

(12) µ(Qh)γ ≤ C h
for every Carleson square Qh of side h. In case γ = 1 this characterisation is a
celebrated result of Carleson [2, 3], and the extension to γ < 1 is due to Duren [7].
Measures µ that satisfy (12) are called geometric γ–Carleson measures. In the case
γ ≤ 1 in which the embedding and geometric γ–Carleson coincides we simply speak
of γ–Carleson measures.

Remark 3.6. We shall require several times the following easy calculation, where
we set Reλ = ξ > 0, and make the substitution y = ξt:

‖kλ‖pHp =
∫ ∞
−∞

dy

(y2 + ξ2)p/2
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=
∫ ∞
−∞

ξ dt

ξp(t2 + 1)p/2
= Cpp ξ

1−p, say.

That is, ‖kλ‖Hp = Cp(Reλ)−1/p′ , where Cp is a constant depending only on p, and
p′ is the conjugate index to p.

It is possible to use reproducing kernels as test functions for the geometric γ–
Carleson property.

Lemma 3.7. Assume that for p, q ∈ (1,∞) there exists a constant M > 0 such
that

(13) ‖kz‖Lq(R2
+,µ) ≤M‖kz‖Hp(R2

+)

for all z ∈ C+. Then µ is geometric γ–Carleson for γ = p/q. If the support of µ
is contained in a sector S(θ) with θ < π/2, the conclusion is true when (13) merely
holds for all z > 0.

Proof. The proof is a modification of standard arguments that can be seen, for
example in [23, Lec. VII].

By Remark 3.6, ‖kλ‖Hp = Cp(Re(λ))−
1/p′ . For ω ∈ R and r > 0, let λ = iω + r.

Consider the Carleson square Qω,r with centre ω and length r. Then the triangle
inequality yields |kλ(z)| ≥ 1/r for all z ∈ Qω,r and therefore,

µ(Qω,r) =
∫
Qω,r

dµ ≤ rq
∫
Qω,r

∣∣kλ(z)
∣∣q dµ

≤Mrq
∥∥kλ(z)

∥∥q
Hp

= MCpr
q−q/p′ = C r

1/α

This shows that µ is geometric γ–Carleson. If µ has support in a sector, and if Qω,h
is a Carleson square that intersects the sector S(θ), then for x + iy ∈ Qω,h ∩ S(θ)
we have 0 ≤ x ≤ h and |y| ≤ h tan θ. Thus Qω,h ∩ S(θ) ⊂ Q0,h sec θ which justifies
testing with kernels on the real line. �

Remark 3.8. The lemma asserts in particular that for 0 < γ ≤ 1, the ’reproducing
kernel thesis’ holds, i.e., if the estimate from Definition 3.5 holds for the reproduc-
ing kernel functions kλ, λ ∈ C+, the measure µ is embedding γ–Carleson. This
implication fails in the case γ > 1. Indeed, in this case the conditions for a regular
Borel measure µ on C+ to be embedding γ–Carleson is strictly stronger than to be
geometric γ–Carleson, see e.g. [26] for a concrete counterexample.

The following necessary and sufficient condition for being embedding γ–Carleson
in the case γ > 1 can be found in [28], see also [20, Thm. C]. Let Sµ denote the
balayage of µ,

Sµ(iω) =
∫

C+

pz(iω)dµ(z),

where
pz(iω) = π−1 x

x2 + (y − ω)2

denotes the Poisson kernel for z = x+ iy on iR. Then µ is embedding γ–Carleson
if and only if Sµ ∈ Lγ

′
(iR) where γ′ is the conjugate exponent to γ.

A similar characterisation is possible via the Fefferman–Stein maximal function
ψµ = supx∈Q

1
hµ(Q) associated with the measure µ, see [28]. The arguments of the

preceding lemma show that if the measure µ is geometric β–Carleson and supported
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in a sector S(θ) with θ < π
2 , the Carleson square length h ≥ c|x| and so ψµ ∈ Lβ

′,∞

where β′ is the conjugate exponent of β. Consequently, one obtains from the
Marcinkiewicz interpolation theorem that if µ satisfies (12) with γ equals β1 and
β2 then µ is embedding γ–Carleson for all γ ∈ (β1, β2) (see also [9]).

We now introduce the machinery of frames in order to analyse admissibility.

Definition 3.9. Let H be a separable Hilbert space and suppose a sequence
(fn)n≥1 is given. Then (fn)n≥1 is called a frame if there exist constants B > A > 0
such that

A
∥∥ϕ∥∥2

H
≤
∞∑
n=1

∣∣〈ϕ, fn〉H ∣∣2 ≤ B ∥∥ϕ∥∥2

H

for all ϕ ∈ H.

We recall some basic facts from [4, Chapter 3]. If (fn)n≥1 is a frame, then the
so-called frame operator F : H → `2, given by (Fϕ)n = 〈ϕ, fn〉 is clearly bounded.
From the very definition of F it follows that F ∗F is bounded and invertible and
it can be shown the elements f̃n = (F ∗F )−1fn form another (so-called dual) frame
satisfying

B−1
∥∥ϕ∥∥2

H
≤
∞∑
n=1

∣∣〈ϕ, f̃n〉H ∣∣2 ≤ A−1
∥∥ϕ∥∥2

H
,

together with ϕ =
∑
n fn〈ϕ, f̃n〉 for ϕ ∈ H (see e.g. [4, Proposition 3.2.3]). In par-

ticular, we may always find a decomposition ϕ =
∑
cnfn satisfying the ‘Besselian’

estimate ∥∥(cn)
∥∥2

`2
≤ A−1

∥∥∥∥ ∞∑
n=1

cnfn

∥∥∥∥2

H

This elementary property will be used in the proof below. Recall (see [24, Def. I.3.2])
that the kernel a is sectorial of angle θ < π/2 if | arg â(λ)| ≤ θ for all λ with
Reλ > 0, and that the kernel a is 1-regular if there is a constant c > 0 such that
|λâ′(λ)| ≤ c|â(λ)| for all λ with Reλ > 0 (see [24, Def. I.3.3]).

Theorem 3.10. For U = C consider the control operator B ∈ L(U,D(A∗)∗) and
the associated measure µ :=

∑
|bn|2δ−λn to the system (A,B).

(a) Suppose that −λn ∈ S(θ) for all n ∈ N and some θ < π/2, that the kernel
a satisfies â((0,∞)) = (0,∞) and |â(λ)| ≤ C |λ|−β for some C, β > 0 and
every λ > 0.

Then µ being geometric β–Carleson is necessary for admissibility of B.
(b) Suppose that the kernel a is 1-regular, sectorial of angle θ < π/2 and that
|â(λ)| ≥ c |λ|−β for some constants c > 0 and β > 1/2 and every λ > 0. Let
β2 > β > β1 > max{1/2, β/3}.

Then µ being embedding β1 and β2–Carleson is sufficient for admissibility
of B.

Proof. (a) Let B be an admissible control operator. It follows from Remark 3.6 on
letting 1/p + 1/p′ = 1, that we have

(14) ‖k 1ba(λ)
‖Hp = Cp

(
Re 1ba(λ)

)−1/p′
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and hence we obtain ‖k 1ba(λ)
‖Hp ≥ Cp |â(λ)|

1/p′ for Reλ > 0. Using condition (10)
we have for λ > 0

‖k 1ba(λ)
‖L2(C+,ν) ≤

√
M
|λâ(λ)|
λ1/2

≤
√
MC1/p |λ|

1/2−β/p |â(λ)|
1/p′ ≤M ′ ‖k 1ba(λ)

‖Hp ,

where p = 2β. It follows from Lemma 3.7 that µ is a geometric β–Carleson
measure, which proves the first assertion.

(b) We now assume that µ is embedding β1 and β2–Carleson and let p1 = 2β1,
p2 = 2β2. Moreover, let uλ(t) = 2(Re λ)3/2te−λt and µj,k := 2−j + ik2−j for
j, k ∈ Z. Then, ‖uλ‖L2(0,∞) = 1 for all λ with Reλ > 0 and in [6] it is shown that
the system (uµj,k)j,k∈Z is a frame for L2(0,∞). An easy calculation shows that

B∞(uλ) = 2(Re λ)3/2
∞∑
n=1

bn
1− â(λ)λn − λâ′(λ)λn

(λ− λâ(λ)λn)2
φn.

We further define

gλ(s) := 2(Re λ)3/2 1 + â(λ)s+ λâ′(λ)s
(λ+ λâ(λ)s)2

.

Using the 1-regularity of the kernel a, there exists a constant C1 > 0 such that∣∣∣∣1 + â(λ)s+ λâ′(λ)s
(1 + â(λ)s)2

∣∣∣∣ =
∣∣∣∣λâ′(λ) + â(λ)

â(λ)
1

1 + â(λ)s
− λâ′(λ)

â(λ)
1

(1 + â(λ)s)2

∣∣∣∣
≤ C1 max

{
1

|1 + â(λ)s|
,

1
|1 + â(λ)s|2

}
.

Moreover, 1-regularity of the kernel implies |â(λ)| ∼ |â(|λ|)| up to a positive con-
stant, see [24, Lemma 8.1]. Thus |â(λ)| ≥ c′ |λ|−β for all λ ∈ C+. This estimate,
together with sectoriality of the kernel implies for p ∈ {p1, p2}

‖gλ‖Hp(C+)

≤ C1
(Re λ)3/2

|λ|2
max

{∥∥∥ 1
1 + â(λ)s

∥∥∥
Hp(C+)

,
∥∥∥ 1

(1 + â(λ)s)2

∥∥∥
Hp(C+)

}
(14)
= C2

(Re λ)3/2

|λ|2
max

{
1
|â(λ)|

(
Re

1
â(λ)

)−1+1/p

,
1

|â(λ)|2

(
Re

1
â(λ)

)−2+1/p
}

= C2
(Re λ)3/2

|λ|2
max

{
(Re â(λ))−1+1/p

|â(λ)|−1+2/p
,

(Re â(λ))−2+1/p

|â(λ)|−2+2/p

}
≤ C3

(Re λ)3/2

|λ|2
|â(λ)|−1/p ≤ C4

(Re λ)3/2

|λ|2
|λ|β/p,

for positive constants C1, C2, C3 and C4. Thus,∥∥gµj,k∥∥2

Hp(C+)
≤ C2

4

2j(1−2β/p)

(1 + k2)2−β/p ,

and

M1 :=
( ∑
j≥0,k∈Z

∥∥gµj,k∥∥2

Hp1

)1/2

+
( ∑
j<0,k∈Z

∥∥gµj,k∥∥2

Hp2

)1/2

<∞.
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Let u be a finite linear combination of the functions (uµj,k)j,k∈Z and let αj,k =
〈u, ũj,k〉. By the Besselian property of the coefficients αj,k we have

(15)
∑
j,k

|αj,k|2 ≤M2

∥∥u∥∥2

L2(0,∞)

for some constant M2 > 0, independent of u. This implies

‖B∞(u)‖H

=
(∑

n

|bn|2
∣∣∣∣ ∑
j,k∈Z

αj,kgµj,k(−λn)
∣∣∣∣2)1/2

=
(∫

C+

∣∣∣∣ ∑
j,k∈Z

αj,kgµj,k(s)
∣∣∣∣2dµ(s)

)1/2

≤
(∫

C+

∣∣∣∣ ∑
j≥0,k∈Z

αj,kgµj,k(s)
∣∣∣∣2dµ(s)

)1/2

+
(∫

C+

∣∣∣∣ ∑
j<0,k∈Z

αj,kgµj,k(s)
∣∣∣∣2dµ(s)

)1/2

≤M3

(∥∥∥∥ ∑
j≥0,k∈Z

αj,kgµj,k

∥∥∥∥
Hp1 (C+)

+
∥∥∥∥ ∑
j<0,k∈Z

αj,kgµj,k

∥∥∥∥
Hp2 (C+)

)
since µ is embedding β1 and β2–Carleson. Now since p1, p2 ≥ 1, the Minkowski and
Cauchy–Schwarz inequalities together with (15) yield

≤M2M3 ‖u‖L2(0,∞)

(( ∑
j≥0,k∈Z

‖gµj,k‖2Hp1
)1/2

+
( ∑
j<0,k∈Z

‖gµj,k‖2Hp2
)1/2)

= M1M2M3 ‖u‖L2(0,∞),

and the proof is done. �

Remark 3.11. (a) If the spectrum of A is contained in a sector S(θ) with
θ < π/2, the assumption of µ being embedding β–Carleson can be weak-
ened to geometric β–Carleson in the second part of the Theorem by using
Remark 3.8.

(b) The sectoriality of a with angle θ already implies an estimate on the growth
|â(λ)| in the half plane. Indeed, as explained in Monniaux–Prüss [22, Propo-
sition 1],

log â(λ) = k0 + i
π

∫ ∞
−∞

[1− irλ
λ− ir

]
arg(â(ir))

dr

1 + r2

by a Poisson formula applied to arg(â(λ)). Here, k0 is a suitable real
constant. Considering real λ > 1 the authors infer a growth bound
|â(λ)| ≥ c|λ|−α with α = π

2θ . Combining with [24, Lemma 8.1] extends
the estimate to |λ| > 1. Inside the unit ball this estimate is not true in
general. Let e.g. a(t) = t−

1
2 e−t. Then a is a sectorial kernel of type π

4 but

â(λ) =
(
π

1+z

) 1
2 attains a finite non-zero limit at the origin.

Assume that the sectoriality angle satisfies θ ≤ π
2β . Then the growth

condition on â in the second part of Theorem 3.10 at infinity is automatic.
It remains however a non-trivial condition on â in the origin.
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3.2. Controllability. We are now ready to use the techniques of interpolation
to give conditions for controllability of the Volterra system (1). Again we assume
that the solution family is exponentially stable.

Lemma 3.12. The following formula for B∞ holds.

B∞u =
1

2πi

∞∑
n=1

bn

∫
iR

û(λ)
λn − (1/â(−λ))

1
λâ(−λ)

dλφn.

Proof.

B∞u =
∫ ∞

0

S(t)Bu(t) dt

=
∞∑
n=1

bn

∫ ∞
0

cn(t)u(t) dt φn

=
1

2π

∞∑
n=1

bn〈û, ĉn〉H2(C+) φn,

by Plancherel’s theorem. Thus, for suitably small δ > 0, we have

B∞u =
1

2π

∞∑
n=1

bn

∫ ∞
−∞

û(δ + iω)ĉn(iω + δ) dω φn

=
1

2π

∞∑
n=1

bn

∫ ∞
−∞

û(δ + iω)σ(−iω − δ,−λn) dω φn

=
1

2π

∞∑
n=1

bn

∫ ∞
−∞

û(δ + iω)
−δ − iω + (δ + iω)â(−δ − iω)λn

dω φn

=
1

2πi

∞∑
n=1

bn

∫
δ+iR

û(λ)
λn − (1/â(−λ))

1
λâ(−λ)

dλφn.

�

Consider now the kernels defined in (4). For example, we may take â(λ) =
ξ/(λ+ s), where ξ ∈ R and s ≥ 0. We then obtain

B∞u =
1

2πi

∞∑
n=1

bn

∫
δ+iR

û(λ)(−λ+ s)
λ(λnξ + (λ− s))

dλφn,

which can be calculated using the residue formula as

(16) B∞u =
∞∑
n=1

Re(s−λnξ)>0

bn
û(s− λnξ)λnξ

λnξ − s
φn.

The surjectivity of B∞ reduces to an interpolation problem of the type analysed in
McPhail [21] (the case s = 0 and ξ = 1 being applied to controllability questions in
[16]).

We may use McPhail’s theorem as expressed in the half-plane version in [16].
Namely, given (sn) distinct points in C+ and (νn) non-zero complex numbers, one
can find a solution in H2(C+) to F (sn) = νnxn for every (xn) ∈ `2, if and only if
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ν =
∑∞
n=1

(Re sn)2|νn|2
ε2n

δsn is a Carleson measure, where εn =
∏
k 6=n

∣∣∣ sn−sksn+sk

∣∣∣.
The following result therefore generalises part of Theorem 3.1 of [16].

Theorem 3.13. In the case â(λ) = ξ/(λ + s), where ξ ∈ R and s ≥ 0, exact
controllability is equivalent to the property that

∞∑
n=1

|Re(s− λnξ)|2|λnξ − s|2

ε2
n|bn|2|λnξ|2

δλnξ−s

should be a Carleson measure, where

εn =
∏
k 6=n

∣∣∣∣ ξ(λn − λk)
2s− ξ(λn + λk)

∣∣∣∣ .
Likewise, we may obtain conditions for null controllability in time τ . The fol-

lowing result reduces to part of Theorem 2.1 of [16] in the case s = 0, ξ = 1.

Theorem 3.14. In the case â(λ) = ξ/(λ + s), where ξ ∈ R and s ≥ 0, null
controllability in time τ > 0 is equivalent to the property that

∞∑
n=1

|Re(s− λnξ)|2|λnξ − s|2|cn(τ)|2

ε2
n|bn|2|λnξ|2

δλnξ−s

should be a Carleson measure, where

εn =
∏
k 6=n

∣∣∣∣ ξ(λn − λk)
2s− ξ(λn + λk)

∣∣∣∣
and cn is given by (8).

Proof. This follows on observing that the interpolation problem to be solved now
has the form B∞u =

∑∞
n=1 cn(τ)xnφn where (xn) in `2 is arbitrary, and where B∞u

is given in (16). �

For higher-order rational functions, the interpolation problems that arise are
more complicated and will repay future investigation. We now outline some of the
issues involved. For functions h and φ we define the weighted composition operator
Ch,φ by

(Ch,φû)(λ) = h(λ)û(φ(λ)).

We assume that 1/â(−·) maps a piecewise smooth curve Γ bijectively onto iR. Let
φ denote the inverse function of 1/â(−·) mapping iR onto Γ. Assuming that there
are no singularities of the integrand below between iR and Γ, so that (17) and (18)
are equivalent, we have

B∞u = 1
2πi

∞∑
n=1

bn

∫
iR

û(λ)
λn − (1/â(−λ))

1
λâ(−λ)

dλφn(17)

= 1
2πi

∞∑
n=1

bn

∫
Γ

û(λ)
λn − (1/â(−λ))

1
λâ(−λ)

dλφn(18)

= 1
2πi

∞∑
n=1

bn

∫
iR

û(φ(z))
λn − z

zφ′(z)
φ(z)

dz φn
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=
∞∑
n=1

bn〈PH2C zφ′(z)
φ(z) ,φ

u, kλn〉φn.

Example 3.15. Let â(λ) = λ−
1/2 , i.e., φ(z) = z2. In this situation we obtain

B∞u = 1
πi

∞∑
n=1

bn

∫
iR

û(z2)
λn − z

dz φn,

=
∞∑
n=1

2bnPH2(Cφu)(λn)φn.

Now, if v ∈ H2(C+) and v(s) = O(s−2) as |s| → ∞, then it follows by an easy
estimate of

∫∞
−∞ |v((x+ iy)1/2)|2 dy that the function u : s 7→ v(s

1/2) lies in H2(C+),
and thus for such functions v we have

B∞u =
∞∑
n=1

2bnv(λn)φn.

Thus exact controllability is linked to the condition that for all sequences (xn) ∈ `2
there is a function u ∈ H2(C+) with bnu(λ

1/2
n ) = xn, which can once more be

expressed in terms of Carleson measures.

4. Examples

The monograph of Prüss [24] contains numerous examples of Volterra systems
to which Theorem 3.10 can be applied. Here we study one particular example.

Consider a simplified problem of heat conduction with memory in a bounded
domain Ω ⊆ Rd. The uncontrolled situation has been studied by Zacher [31].
Integrating his equations from zero to t one obtains

(19) x(t) = x0 +
∫ t

0

a(t− s)∆x(s) ds+
∫ t

0

Bu(s) ds, t ≥ 0

with some boundary conditions (to be specified later) for the unknown temperature
x. Here, the kernel is given by a(t) = tα where α ∈ [0, 1) is a material parameter and
B : U → D(A∗)∗ is the control operator. Notice that the case α = 0 corresponds
to the classical heat equation and that the (excluded) parameter α = 1 would
correspond to a wave equation.

Dirichlet boundary conditions. Consider (19) under the Dirichlet boundary
condition x|∂Ω = 0. The problem then reads as (1) where A is the Dirichlet Lapla-
cian. It is well known that A is self-adjoint and has compact resolvent and thus
generates a diagonal semigroup. Notice that â(λ) = Γ(1+α)λ−1−α satisfies the
growth conditions of Theorem 3.10 (here Γ denotes the Gamma function). More-
over, a is evidently k–regular for all k ∈ N. From

H(λ) = (I − â(λ)A)−1/λ = 1
λ λ

α+1
(
λα+1 − Γ(α+1)A

)−1

and the sectoriality of A (actually with arbitrary small angle) one concludes finally
that the equation is parabolic in the sense of [24, Definition I.3.1]. Therefore, [24,
Theorem I.3.1] assures the existence of a bounded resolvent family (S(t))t≥0 that
is even C∞((0,∞), B(X)).

We study a rank one control B : C → D(A∗)∗, i.e., B = (bn) via Theorem 3.10
in the most easy case of a one-dimensional rod of length one, say [0, 1]. Then
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λn = −n2π2 for n ∈ N≥1. In virtue of the preceding remark it sufficient to verify
that µ is geometric β1 and β2–Carleson. Let bn satisfy |bn| ≤ Cnδ for some δ > 0.
Notice that b

√
h/πc = 0 when h ∈ [0, π2). We may thus restrict ourselves to h > π2

in the following estimate:

µ(Qh) ≤ C
b
√
h/πc∑
j=1

j2δ ≤ C
∫ b√h/πc

0

x2δ dx =
C

1 + 2δ

(⌊√
h/π

⌋)1+2δ

.

Since h > 1 it is sufficient to establish the estimate (12) for the maximum of β1 and
β2 that may be chosen arbitrarily near to β = 1 + α. Using the trivial inequality
bxc ≤ x, one concludes that for α ∈ [0, 1) given, all elements b = (bn) that satisfy

|bn| ≤ Cnδ with δ < 1
2

1−α
1+α

are admissible. Let X = `2 and let Xθ denote the fractional domain space of X.
Since A is boundedly invertible, we have b ∈ X−θ if, and only if

∞∑
n=1

∣∣∣∣ bnλθn
∣∣∣∣2 <∞

which implies |bn| ≤ Cn2θ− 1
2 . Consequently, all elements b ∈ X−θ with θ < 1

2
1

1+α

are admissible. This result matches well with the case α = 0 of the classical heat
equation, where it is well known that θ < 1/2 is sufficient for admissibility – a result
that fails for θ = 1/2 (see [30]).

Neumann boundary conditions. Next, we study (19) under a Neumann
boundary condition ∂

∂νx = 0. To this end, let Ω ⊂ Rd be a bounded domain that
admits a bi-Lipschitz map from Ω with constant L onto the unit ball in Rn. Let A
denote the negative Neumann Laplacian −∆N on Ω. The eigenvalues of A can be
arranged according to their multiplicities as

0 = µ0 < µ1 ≤ µ2 ≤ . . .
As in the one-dimensional case with Dirichlet boundary conditions, the uncontrolled
problem is parabolic and the existence of a bounded solution family (S(t))t≥0 is
assured by [24, Theorem I.3.1]. It is known (see e.g. [19]) that the eigenvalues of
∆N satisfy an estimate

(20) C|Ω|,d
(
1− Cd,L n−

1/d
)
n

2/d ≤ µn ≤ C ′d,L n
2/d .

where the subscripts refer to the dependencies of the constant on the dimension d,
the bi-Lipschitz constant L and the volume |Ω| respectively. Let φn, n ≥ 0 be a
basis of eigenvectors of ∆N , normalised in a suitable Hilbert function space X, and
let B : U → D(A∗)∗ be bounded, where U is another Hilbert space. Then

Bu =
∞∑
n=1

φn
〈
u, fn

〉
U

with fn = B∗φn ∈ U∗. Combining Theorem 3.10 and Proposition 3.2 yields that
B is admissible provided that the measure

ν =
∞∑
n=1

δµn‖fn‖2U

is geometric β1 and β2–Carleson for suitable βi close to β = 1 + α. Notice that we
did not put any weight at µ0 = 0 since this would destroy the β–Carleson property
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for all β > 0. Since the support of ν does not intersect with a small ball around the
origin, it is again sufficient to establish estimate (12) for the maximum of β1 and β2;
moreover, we may restrict to large µn, i.e., we may assume without loss of generality
that 1

cn
2/d ≤ µn ≤ c n

2/d for some c > 0. Then, essentially the same calculation as
in the example of the one-dimensional rod above yields that if ‖fn‖U ≤ Cnδ for all
n ∈ N, B is an admissible control operator provided that δ < 1

2

2/d−1−α
1+α .

In the linear case, multiplying a boundary control system of the form x′(t) +
∆x(t) = 0, ∂

∂νx = u with a test function and integrating by parts shows that it fits
into the abstract setting x′(t) +Ax(t) = Bu(t) where A = ∆N and B is the adjoint
operator of the Dirichlet trace, see e.g. [1]. One needs therefore to estimate the
boundary traces of the Neumann eigenvectors. The choice of the Hilbert function
spaces X (in the domain Ω) and U (on its boundary) plays an important rôle.

Take e.g. X = H1(Ω) and U = L2(∂Ω) and assume that Ω has a C1 boundary.
Together with µn ≥ c n

2/d for large n and the boundedness of the Dirichlet trace
from H

1/2(Ω) to L2(∂Ω), it readily follows in the case d = 1 and d = 2 that for
α ∈ [0, 1) the boundary control B is admissible. For d ≥ 3 the problem can be
analysed by passing to a higher-order Sobolev space. For smoother domains, it is
possible to use more sophisticated estimates for the Dirichlet trace operator, such
as those given by Tataru [25].
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[15] B. Jacob and J.R. Partington, Admissible control and observation operators for Volterra
integral equations. J. Evol. Equ., 4 (2004), no. 3, 333–343.



ON DIAGONAL VOLTERRA EQUATIONS 17

[16] B. Jacob and J.R. Partington, On controllability of diagonal systems with one-dimensional
input space. Systems Control Lett., 55 (2006), no. 4, 321–328.

[17] B. Jacob and J.R. Partington, A resolvent test for admissibility of Volterra observation op-

erators. J. Math. Anal. Appl. 332 (2007), no. 1, 346–355.
[18] B. Jacob, J.R. Partington and S. Pott, Tangential interpolation in weighted vector-valued

Hp spaces, with applications. Complex Anal. Operator Theory, to appear.
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