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SHOCK CAPTURING WITH RKDG METHODS 31. INTRODUCTIONA wide range of numerical methods has been developed for the resolution ofnonlinear conservation laws. In particular, Direct Numerical Simulation of com-pressible 
ows is a real stake. It is then crucial to derive e�ective methods, able tocapture accurately real 
ows including strong shocks.This paper deals with high-order discretization methods for convection-dominatedproblems on unstructured meshes. In this �eld, Runge-Kutta Discontinuous Galerkinmethods (RKDG) have raised up a great interest during the last twenty years. Theycombine the basis of the Finite Volume and the Finite Element methods, and Rie-mann problems taking into account the physics of wave propagation. The accuracyis then obtained by means of high-order polynomial within elements. These meth-ods are famous for their formal high-order space and time accuracy, their capacityto handle complicated geometries, their high parallelizability and their nice stabil-ity properties.The �rst analysis of the method, elaborated by Reed and Hill [30], has been per-formed by Lesaint and Raviart [26], for a linear transport equation. The adaptationof the scheme to the nonlinear case, which gives rise to the problem of stability,has been �rst carried out by Chavent and Salzano [10]. They proposed an explicitversion of Discontinuous Galerkin method. It deals with a linear spatial discretiza-tion and an Euler Forward time discretization method. The main drawback ofthe method was its bad stability properties (it was stable under a very restrictiveCFL condition). Then, the method has been modi�ed by Chavent and Cockburn[9], by the introduction of a local projection operator (a slope limiter), designed



4 BURBEAU, SAGAUT AND BRUNEAUto improve its stability properties. The resulting scheme was proven to be TotalVariation Diminishing in the Means (TVDM) and Total Variation Bounded (TVB)under a �xed CFL (less than or equal to 1=2). Unfortunately, the scheme is only�rst-order accurate in time and the solution is a�ected in smooth regions.This history is recalled to introduce the RKDG scheme, developed by Cockburnand Shu in a serie of papers [12, 13, 15]. Their investigations into Runge-Kuttatype discretization in time for Discontinuous Galerkin methods, and slope limitersthat maintain the formal accuracy of the scheme extrema have helped to improvethe e�ciency of these methods. It gave rise to RKDG method of arbitrary orderof accuracy both in space and time. For the one dimensional case, the scheme wasproven to be TVB. Jiang and Shu [25] proved a cell entropy inequality for arbitraryorder of accuracy and arbitrary triangulations. The RKDG method has been ex-tended by Cockburn et al. [14, 17] to multidimensional systems, for rectangular andtriangular elements. They proved a maximum principle for general non linearitiesand arbitrary triangulations.The e�ciency of the RKDG method has been widely illustrated by many authors.Indeed, it has been tested successfully by Lomtev, Quillen and Karniadakis [28] andSherwin and Karniadakis [32, 33, 34], for the compressible Euler and Navier-Stokesequations. They coupled the method with a spectral orthogonal and hierarchical setof basis functions due to Dubiner [21]. Numerical simulations with RKDG meth-ods have been also done by Bassi and Rebay [3] who proposed a mixed formulationto discretize the viscous terms. Biswas, Devine and Flaherty [6] used the presentmethod to achieve parallel adaptive re�nement for conservation laws. For moredetails on the use of RKDG methods, see for example the introduction of [11] and



SHOCK CAPTURING WITH RKDG METHODS 5[19, 20, 24, 7].Besides being of arbitrary order of accuracy, RKDG methods are very attractivefor shock-capturing. Indeed, the discontinuous representation of the solution andthe upwind 
ux processing make the scheme well adapted to solutions with dis-continuities. When combined with a stabilization technique that prevents spuriousoscillations near solution discontinuities, the resulting scheme well captures stronggradients. Several forms of nonlinear limiting have been carried out so as to en-sure solution boundedness when discontinuities are present in the 
ow �eld. Thesetechniques can be splitted into two classes : one way consists in supplementing thenumerical scheme with a viscosity term (see [4]), another one is concerned with theelaboration of a projection procedure to enforce the nonlinear stability. Cockburnand Shu have precisely contributed a lot in the construction of a slope limiter whichis applied to the numerical solution given by RKDG method at each time itera-tion [12, 13, 14, 15, 17]. Let us brie
y describe the core of their work. The slopelimiting is based on piecewise linear approximations. They assume that spuriousoscillations are present in the approximate solution only if they are present in itsP 1 part. In regions where limiting is necessary, the expansion is then truncated tosecond order. This technique performs very well in practice (see for example [13]).The high-order accuracy is preserved at local extrema by using a modi�ed minmodfunction, instead of the classical one, as in the initial version of the slope limiting -Itcomes to replace TVDM by TVBM property-. However, the projection is problem-dependent due to the presence of a constant, whose aim is to enforce the TVBMproperty. In addition, as the method is based on second-order approximations, we



6 BURBEAU, SAGAUT AND BRUNEAUcan suppose that it gives rise to a lack of information for high-order DiscontinuousGalerkin methods, once the development is locally reduced to a linear term.Biswas et al. [6] proposed an extension of the method of Cockburn and Shu to higherorders of accuracy, for one-dimensional and two-dimensional rectangular meshes.The method is based on the P 1 TVDM version of Cockburn's slope limiting (whichis a very di�usive procedure), and on a Legendre polynomials basis.The discontinuous Galerkin approach is not the only existing method which canbe high-order accurate in smooth regions and nonoscillatory near solution disconti-nuities. For example, the ENO and WENO schemes (see for example [22][1][23]) arebased on high-order polynomial reconstructions and use an adaptive stencil whichpermits to avoid interpolation accross discontinuities. In [38], Suresh and Huynhconstruct a new class of scheme : a high-order interface polynomial value is �rstreconstructed by using a centered stencil. Next, the interface value is limited in or-der the scheme to satisfy the monotonicity preserving property. A test determineswhether the limiting procedure is needed or not, and then accuracy near extremais preserved in all norms. The limiter is problem-independent. However, only one-dimensional or two-dimensional cartesian meshes are considered, and the stencil isall the wider as the polynomial degree is high. It can give rise to di�culties in theboundary conditions treatment.The case of unstructured grid of triangles is treated in [40]. Wierse proposes a newlimiter function for second-order �nite volume schemes. A proof of a maximumprinciple is given, for which no requirements on the domain discretization are nec-essary. It is shown how to adapt this proof to the case of P 1 discontinuous Galerkin



SHOCK CAPTURING WITH RKDG METHODS 7approximations.The aim of the present work is to propose a new slope limiter for discontinuousGalerkin methods of any order of accuracy, which satis�es the following properties :1. it is totally free of problem-dependence,2. unstructured triangular meshes can be treated,3. it suppresses spurious oscillations near solution discontinuities,4. no loss of accuracy takes place at extrema in the L1-norm,5. the stencil is restricted to one triangle and its neighboors whatever the orderof accuracy is.The guiding principles in those investigations are based on the papers by Cock-burn and Shu [12, 13, 14, 15, 17], and by Biswas et al. [6] which provide a frameof reference for the present work.The paper is organized as follows. Section 2 deals with one-dimensional problems.The necessary background is reviewed, namely : the description of Cockburn's lim-iting procedure for linear approximations, its extension by Biswas et al. to thecase of any-order of accuracy. In part two of this section, the proposed limiter isdetailled. Numerical results illustrate its good behaviour, for any kind of solutions(regular or with discontinuities).Section 3 presents the extension of the new limiting procedure to triangular meshes,for the set of basis functions of Dubiner and in the case of P 1 and P 2 approxima-tions.



8 BURBEAU, SAGAUT AND BRUNEAU2. THE DISCONTINUOUS GALERKIN METHOD WITH SLOPELIMITER IN ONE DIMENSION2.1. Outline of the Discontinuous Galerkin MethodIn this section, the RKDG method is brie
y introduced for the following one-dimensional scalar conservation law :@u@t + @f(u)@x = 0 in 
� (0; T ); 
 � R (1)subject to the initial conditionu(x; t = 0) = u0 ; 8x 2 
 (2)and periodic boundary conditions.Let fIjgj=1���J with Ij = �xj�1=2; xj+1=2� be a partition of the interval 
 intosubintervals. Let us de�neVh = fp 2 BV (
) \ L1(
) : pjIj 2 P k(Ij)g (3)where P k(I) denotes the space of polynomials in I of degree at most k and BVthe space of functions with bounded variation. LetBj = fvl;j(x); l = 1; � � � ; k+ 1gbe the basis of Legendre polynomials on Ij .



SHOCK CAPTURING WITH RKDG METHODS 9For each time t 2 [0; T ], an approximate solution uh(t) that belongs to Vh iscomputed. A weak formulation of the problem is obtained by multiplying (1) by atest function '. The result is integrated on Ij , and the 
ux term is integrated bypart to yield : ZIj @tu(x; t)'(x)dx� ZIj f(u(x; t))@x'(x)dx+f(u(xj+1=2; t))'(x�j+1=2) � f(u(xj�1=2; t))'(x+j�1=2) = 0 (4)where '(x�j+1=2) and '(x+j�1=2; t) are the values of function ', at interfaces xj�1=2of interval Ij .A discrete analogous of (4) is obtained by replacing the exact solution u(x; t) bythe approximation uh(x; t) and the test function ' by each element of the basis setBj successively.The approximate solution can be written as :uh(x; t)jIj = k+1Xl=1 ul;j(t)vl;j (x) 8 x 2 Ij (5)where ful;jgk+1l=1 are the degrees of freedom of uh in the interval Ij .Taking ' = vm;j leads to :ZIj  k+1Xl=1 ddtul;j(t)vl;j(x)! vm;j(x)dx� ZIj f(uh(x; t)) ddxvm;j(x)dx+h(uh)j+1=2vm;j(x�j+1=2) � h(uh)j�1=2vm;j(x+j�1=2) = 0 (6)



10 BURBEAU, SAGAUT AND BRUNEAUSince solution discontinuities are permitted at element interfaces, the boundary
ux f(uh(xj+1=2; t)) is not uniquely de�ned. It is then approximated by a numerical
ux function h that depends on the two values of uh at the point (xj+1=2; t) :hj+1=2 = h(uh)j+1=2 = h(u+j�1=2; u�j+1=2) (7)with u�j�1=2 = uh �x�j�1=2�.The discrete weak formulation yields, by using orthogonality property of Bj :ddtum;j(t) ZIj vm;j(x)2dx! = ZIj f  k+1Xl=1 ul;j(t)vl;j(x)! ddxvm;j(x)dx�hj+ 12 vm;j(x�j+ 12 ) + hj� 12 vm;j(x+j�12 ) (8)where the integral term on the right-hand side is evaluated using Gauss quadra-ture.At last, the following ODE is obtained :ddt (uh) = Lh (uh) (9)For a complete discussion of the method, the reader is refered to [11].2.2. Existing stabilization techniquesThe approach in this section is to describe �rstly the limiting procedure by Cock-burn and Shu, and secondly the generalization of the method to P k approximations.It relies on the construction of a slope limiter ��h whose aim is to enforce nonlinear



SHOCK CAPTURING WITH RKDG METHODS 11stability properties.The TVD Runge-Kutta time discretization introduced in [36] is used to integratethe ODE system (9) in time. It is of great importance for the method to be cor-rectly stabilized.Let ftngNn=0 be a partition of [0; T ]. The Runge-Kutta algorithm reads as follows :1. Set u0h = ��h (u0h);2. For n = 0; � � � ; N � 1 compute un+1h from unh as follows :(i) Set u(0)h = unh;(ii) For i = 1; : : : ; I + 1 compute the intermediate functions :u(i)h = i�1Xl=0 ��h ��ilu(l)h + �il�tLh(u(l)h )�(iii) Set un+1h = u(I+1)hWhen the projection ��h is set equal to the identity operator, the RKDG schemewithout slope limiter is recovered. Thanks to this kind of time discretization, goodnonlinear stability properties can be obtained [11].The mesh size �x is assumed to be constant for sake of clarity.For the one-dimensional case, the solution is approximated by :uhjIj = u1;j + 2�x (x� xj)u2;j = uj + 2�x (x� xj)u2;j (10)



12 BURBEAU, SAGAUT AND BRUNEAUwhere the degrees of freedom of uh are u1;j and u2;j, which are respectively de-signed for the approximation of the mean value of the solution (denoted by uj) andof the solution gradient on the interval Ij.The slope limiter ��h must :(i) maintain the conservation of mass element by element,(ii) not degrade the accuracy of the method,(iii) decrease the gradient of the resulting approximate solution that must be lessor equal to those issued from discontinuous Galerkin space discretization.The following generalized slope limiter, proposed by Cockburn and Shu, doessatisfy such conditions :��huh = euh = uj + 2�x (x� xj) ~u2;j= uj + 2�x (x� xj) minmod(u2;j; uj+1 � uj ; uj � uj�1) 8x 2 Ij(11)where the minmod function is de�ned as follows :minmod(a1; : : : ; am) = 8>><>>: s min1�n�mjanj; if s = sign(a1) = : : : = sign(am);0; otherwise (12)Equation (11) can be rewritten as :



SHOCK CAPTURING WITH RKDG METHODS 138>>>>>>><>>>>>>>: ~u�j+1=2 = uj + minmod�uj+1=2 � uj ; uj+1 � uj; uj � uj�1�~u+j�1=2 = uj � minmod�uj � uj�1=2; uj+1 � uj ; uj � uj�1� (13)The resulting RKDG scheme with the slope limiter previously described is provento be TVDM. It can be rendered TVBM by modifying the minmod function (see[12]) so as not to degrade accuracy at local extrema. Then, it relies on the introduc-tion of a constant M , which is an upper bound of the absolute value of the solutionsecond order derivative at local extrema. The TVB corrected minmod function mis de�ned as follows :m(a1; : : : ; am) = 8>><>>: a1 ; if ja1j �M (�x)2minmod(a1; : : : ; am) ; otherwise (14)This way, ~uh is de�ned in a unique manner for P k approximations with k � 2.For greater values of k, Cockburn and Shu suggest to set ~ul;j = 0 8l > 3. In otherwords, in regions where limiting is necessary, the development of the numerical so-lution is locally truncated. The very interesting property of such a method is thatno loss of accuracy takes place at extrema, even in the uniform norm. However, thedi�culty lies in the evaluation of the constant. Indeed, it can be trivially evaluatedin some cases (for example for a piecewise C2 initial data), but there are someproblems for which it is not easy to determine.The extension by Biswas, Devine and Flaherty of this method to the case ofhigher-order slope limiting is of great interest. The paper [6] contains numerical



14 BURBEAU, SAGAUT AND BRUNEAUresults which point out that their proposed limiting projection doesn't destroy high-order accuracy where the solution is very smooth. Furthermore, in practice, solutionboundedness is ensured near solution discontinuities. It relies on the TVDM ver-sion of the Cockburn and Shu method, and consists in successively di�erentiatingthe numerical solution. The result of this derivation procedure gives a linear termwhich can be treated like in the case of a linear approximation.Let � 2 [�1;+1] be the reference element. Noting that for Legendre polynomials :@l@�l uhjIj = lYm=1(2m� 1)ul;j + l+1Ym=1(2m� 1)ul+1;j�+ k+1Xm=l+2 um;j(t) dld�l vm;j(�) (15)The limited approximation is written :��huh(x; t)jIj = k+1Xl=1 ~ul;j(t)vl;j(x) 8 x 2 Ij (16)whose degrees of freedom are de�ned by :~ul+1;j = 12l + 1minmod((2l + 1)ul+1;j ; ul;j+1 � ul;j; ul;j � ul;j�1); for l = 1; � � � ; k(17)In practice, following Biswas, the limiter is applied adaptively. The highest-ordercoe�cient is �rst limited. The limiter is then applied to successively lower-ordercoe�cients when the next higher-coe�cient on the interval is changed by the lim-



SHOCK CAPTURING WITH RKDG METHODS 15iting. This is a way to maintain accuracy in smooth regions, and to apply limitingprocedure only where it is needed. A comprehensive treatment of the method canbe found in [6]. For vector systems, the limiter is applied to the characteristic �eldsof the system.An improved limiter is proposed in the next section. The resulting method isless di�usive near solution discontinuities and still keeps a good level of accuracyin regions where the solution is smooth.2.3. A new slope limiter for one-dimensional problemsThere are two key points to ensure the success of a limiting procedure. Firstly,as it is crucial to preserve the accuracy of RKDG method in smooth regions, acriterion is necessary to determine regions where the approximate solution mustbe limited. This is exactly the aim of the constant M introduced by Cockburnand Shu in the modi�ed minmod function. Another criterion is proposed in whatfollows. It is free of problem-dependence. Secondly, when limiting, it is necessaryto introduce enough numerical di�usion to stabilize the method. However, a toolarge amount of viscosity can 
atten extrema. Then, a way to balance these twopoints must be found out.Due to the di�erentiation procedure, the method is suited for any order of ac-curacy once the projection is de�ned for a linear approximation. In the presentsection, a new method is proposed, which combines a basic idea due to Van Leer



16 BURBEAU, SAGAUT AND BRUNEAU[39] and the method previously described.We �rst address the problem of the de�nition of a regularity criterion. Oneinteresting idea concerning the slope limiter previously described relies on the factthat in regions where the solution is smooth, we have ~u2;j = u2;j, which means thatthe projection ��h has no e�ect on uh (it is locally reduced to Identity operator).Consequently, ~u2;j = minmod(u2;j; uj+1 � uj; uj � uj�1) (18)will be used as a regularity criterion. In other words, "large" gradients are thosefor which ~u2;j 6= u2;j.It remains to de�ne the limiting procedure. The main drawback of (18) appearson regular extrema which are 
attened. This problem is resolved by relaxing thelimitation procedure as follows :8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>: um2;j = minmod�u�j+1=2 � uj; uj+1 � uj ; uj � uj�1�umax2;j = minmod�u+j+1=2 � uj; u�j+1=2 � uj; uj � u�j�1=2�~u2;j = maxmod�um2;j; umax2;j � (19)with the de�nition of maxmod function :



SHOCK CAPTURING WITH RKDG METHODS 17maxmod(a1; : : : ; am) = 8>><>>: s max1�n�mjanj; if s = sign(a1) = : : := sign(am);0; otherwise (20)Solution gradients at interfaces of each cell are then evaluated by two di�erentways, and the gradient which less restricts the approximate gradients coming fromthe discontinuous Galerkin method is retained.A very simple example of the projection e�ects on two con�gurations is pro-posed, in order to understand the action of (19) . The projection's results for anextremum are explained by referring to Figure 1. While the minmod function isinclined to 
atten the smooth extremum, the maxmod function (19) doesn't. Be-sides, the proposed limiter correctly suppresses spurious oscillations (as illustratedby the example of non-smooth extremum).The previous method is generalizable to P k approximations. A regularity cri-terion is associated to each degree of freedom to determine whether it should belimited or not.For j = 1; � � � ; N and l = k; � � � ; 1, we de�neuml+1;j = 12m + 1minmod((2l + 1)ul+1;j; ul;j+1 � ul;j ; ul;j � ul;j�1) (21)If uml+1;j = ul+1;j then



18 BURBEAU, SAGAUT AND BRUNEAU��huhjIj = l+1Xs=1 us;jvs;j + k+1Xs=l+2 ~us;jvs;j (22)else ~ul+1;j = maxmod�uml+1;j; umaxl+1;j� (23)whereumaxl+1;j = 12m+1minmod((2l + 1)ul+1;j ; w+l;j+1=2 � ul;j ; ul;j �w�l;j�1=2)w+l;j+1=2 = ul;j+1 � (2l + 1)ul+1;j+1w�l;j�1=2 = ul;j�1 + (2l + 1)ul+1;j�1and the limiting procedure goes on.2.4. Numerical results2.4.1. Accuracy test for RKDG method with slope limiterTwo test problems are proposed to illustrate the e�ective order of convergenceof the method (a k + 1 rate of convergence is expected for a P k approximation).Both are related to the linear scalar transport equation :8>><>>: ut + ux = 0 ; �1 � x � 1u(x; 0) = u0(x) (24)



SHOCK CAPTURING WITH RKDG METHODS 19with periodic boundary conditions.Tables I and II show the errors for the initial condition u0(x) = sin(�x) at timet=1. The results obtained with the unlimitedDG method are compared with the er-rors of the limited scheme with the Biswas et al. limiter (denoted by DGmin wheremin stands for minmod) and the new one (denoted by DGmax for maxmod). Bothof the DGmin and the DGmax methods do not a�ect the rate of convergence of thescheme in the L1-norm, but a loss of accuracy shows up in the L1-norm (aroundhalf a power of the rate of convergence is lost).A much tougher case is now considered with the initial condition u0(x) = sin4(�x).Results at time t=1 are summarized in Tables III and IV. The limiters still keepthe high order of accuracy.2.4.2. Riemann problems of nonlinear conservation law systemThe system of Euler equations is now considered. The �rst selected test case isSod's problem with initial conditionsU = [�L; uL; pL]T = [1; 0; 1]; if 0 � x � 0:5= [�R; uR; pR]T = [0:125; 0; 0:1]; if 0:5 � x < 1 (25)The results can be compared for example with those of Ref. [13].As illustrated by Figures 2 and 3, the proposed limiter is suitable for scalar one-dimensional hyperbolic conservation laws with discontinuities. For linear approx-imations, it performs very well, despite the fact that the maxmod function au-thorizes greater gradients than the initial minmod function. The P 2 version of the



20 BURBEAU, SAGAUT AND BRUNEAUlimiter is also well adapted for shock-capturing, since oscillations are not developed.The next test case concerns initial conditionsU = [�L; uL; pL]T = [3:857143; 2:629369; 10:333333]; when x < �4= [�R; uR; pR]T = [1+ 0:2sin(5x); 0; 1]; when x � �4 (26)This test problem, elaborated by Shu and Osher [37], is well adapted to demon-strate the advantage of higher-order methods since the solution has smooth struc-tures interspersed with discontinuities. The results obtained with the proposedmethod are shown in Figures 4 and 5. It is clear that the P 2 version of slopelimiter performs much better than the linear one. The improvement due to thefourth-order accuracy is also seen. Furthermore, the proposed limiter is seen toimprove signi�cantly the results obtained using the Biswas et al. limiter -see Fig-ure 5 for fourth-order of accuracy-. A similar behavior is observed for any orderof approximation. The introduction of the maxmod function leads to much lessdi�usive results whatever the order of accuracy is.In summary, the accuracy is maintained in regions where the solution is smooth.The projection ��h of course leads to additional error but does not reduce theorder of convergence of RKDG scheme. This is accomplished in a fully problem-independent way.On the other hand, the numerical solution is getting better and better in the neigh-bourhood of the solution's discontinuity, when the degree of the polynomial k is



SHOCK CAPTURING WITH RKDG METHODS 21increased.3. EXTENSION TO MULTIDIMENSIONAL SYSTEMSThe adaptation of the method to multidimensional unstructured meshes raisesnumerous problems, among them the problem of stability. This section presentsthe extension to triangular meshes of the new stabilization method described forone-dimensional problems. To achieve that, we take advantage of the paper byCockburn and Shu [17] which contains an adaptation of their slope limiter to thecase of unstructured grids for linear approximations. After the description of theprocess for P 1 approximations, the P 2 case is considered.3.1. The Dubiner set of basis functionsWe start by introducing useful notations.Let Th be a triangulation of 
. The approximate solution Uh(x; t), for �xed t 2[0; T ], belongs to the �nite dimensional space :Vh = fvh 2 L1(
) : vhjT 2 V (T ); 8T 2 Thg (27)where V (T ) is a space locally de�ned. We take V (T ) = P k(T ).The approximate vector solution Uh is expressed as follows :Uh(x; t) = nXi=1Ui(t)�i(x) 8x 2 T (28)



22 BURBEAU, SAGAUT AND BRUNEAUwhere Ui(t) are the degrees of freedom and f�igni=1 a basis for V (T ).The scheme implementation can be made more e�ective thanks to the choice ofthe polynomial basis. In accordance with the papers by Sherwin and Karniadakis[32, 33, 34], a spectral basis developed by Dubiner [21] is used. It is recalled inwhat follows.The following standard triangle and quadrilateral are consideredT̂ = f (r; s); �1 � r; s ; r + s � 0g (29)and R̂ = f (a; b); �1 � a; b � +1g (30)The basis functions can equivalently be written in T̂ or R̂ thanks to the transforms(see Figure 6) : FT̂=R̂ : T̂ �! R̂(r; s) �! 8>><>>: a = 21+r1�s � 1b = sand



SHOCK CAPTURING WITH RKDG METHODS 23FR̂=T̂ : R̂ �! T̂(a; b) �! 8>><>>: r = (1+a)(1�b)2 � 1s = bFinally, the basis functions fglmg(l;m)2S withS = fl � 0; m � 0; l � L; l +m �M; L �Mg are de�ned byglm = P 0;0l (a)(1 � b)lP 2l+1;0m (b)where P�;�n (x) is the nth order Jacobi polynomial.This basis is orthogonal and hierarchical. Besides, by evaluating the basis functionson the quadrilateral element, the volume integrals can be degenerated into theproduct of two one-dimensionnal integrations and then e�ciently evaluated.3.2. Limiter for a P 1 (second order) approximationLet's start with the case of the linear approximation to describe the limitingprocedure. The Cockburn and Shu limiter is �rst reviewed.The mean value of Uh on the triangle K0 is denotedUT = 1jT j ZT Uh(x) dx (31)For the set of Dubiner basis functions, it is reduced to UT = U1;T .We introduce



24 BURBEAU, SAGAUT AND BRUNEAUeUh(x) = 3Xi=1Ui(t)�i(x) �UT (32)Given a triangle K0, its neighbours are denoted by K1,K2, and K3, and themiddles of the edge j by mj -see Figure 7-.The purpose is to restrict eUh in order to haveUh(x) 2 [a; b] where a = minfUK0 ; UK1 ; UK2 ; UK3gand b = maxfUK0 ; UK1 ; UK2 ; UK3g.The method consists in limiting eUh on the middles of the edges of K0. It comesto determine eU1, eU2 and eU3 on K0 such thateUh(x) = 3Xi=1 eUi(t)�i(x) (33)The modi�ed quantities eUh(mi) for i = 1; 2; 3 are denoted by �i.Finally, one gets on triangle K0 :��hUh = �U1 + eU1��1 + eU2�2 + eU3�3 (34)with 8>>>>>>><>>>>>>>: eU1 = 13(�1 +�2 +�3)eU2 = �13 (2�1 ��2 ��3)eU3 = 12(�2 ��3) (35)



SHOCK CAPTURING WITH RKDG METHODS 25Necessarily, in order to preserve the mean value of Uh on K0, we must haveeU1 = 0. Otherwise, a modi�cation on �i is performed to maintain the conserva-tion of mass element by element (see [17] for more details).The calculation of the quantities �i is based on a geometrical property, namelythe existence of non-negative coe�cients �i and �i, i = 1; 2; 3 such thatm1 � B0 = �1(B1 �B0) + �1(B2 �B0)m2 � B0 = �2(B2 �B0) + �2(B3 �B0)m3 � B0 = �3(B3 �B0) + �3(B1 �B0) (36)Quantities �i are de�ned in the following way :�1 = minmod�Uh(m1)�UK0 ; � ��1 �UK1 �UK0�+ �1 �UK2 �UK0����2 = minmod�Uh(m2)�UK0 ; � ��2 �UK2 �UK0�+ �2 �UK3 �UK0����3 = minmod�Uh(m3)�UK0 ; � ��3 �UK3 �UK0�+ �3 �UK1 �UK0���(37)where � > 1.Now, the objective is to get a less di�usive method. For a given point P oninterface j, U�h (P ) is refered to the approximation of U(P ) issued from triangleK0, and U+h (P ) the approximation issued from Kj .The following method -which brings in a very simple procedure- improves a lotnumerical results. We de�ne



26 BURBEAU, SAGAUT AND BRUNEAU�j;m =minmod�U�h (mj)�UK0 ; � ��j �UK01 �UK0�+ �j �UK02 �UK0��� (38)"Large" gradients are identi�ed by �j;m 6= U�h (mj) � UK0 . If the equality issatis�ed then the quantity U�h (mj ) �UK0 is preserved. Otherwise, the maxmodfunction is introduced to relax the minmod function e�ects according to the ap-proximate solution regularity. We introduce�j;max = minmod�U�h (mj) �UK0 ;U+h (mj)�UK0� (39)Limited gradients are de�ned by�j = maxmod(�j;m;�j;max) (40)3.3. Limiter for a P 2 (third order) approximationAs shown for one-dimensional problems, the di�erentiation process allows theadaptation of the slope limiter to any order of polynomial approximations. Giventhe good numerical results obtained in 1D, the method is generalized to P 2 case bymaking use of the same methodology.A question which arises from the elaboration of the technique for triangular meshesis concerned with the direction of derivatives and quantities to be limited. Twomethods can be used : �rstly, derivatives in the 
ow direction can be computedand limited, in order to derive a totally multi-dimensional proceeding. This fea-sibility has been ruled out since the way of establishing a well de�ned method is



SHOCK CAPTURING WITH RKDG METHODS 27not clear. Secondly, one way consists in di�erentiating along the vector joining thecenter of gravity of each triangle to the middles of its edges. It leads to a schemewhich depends on the mesh geometry (as for the Cockburn and Shu method) whichis presented in what follows.Given ni = ���!B0mi������!B0mi��� (i = 1; 2; 3) normalized vectors on triangle K0. The quanti-ties to be limited are Wh;ni = @Uh@ni �(mi)� @Uh@ni (B0) (41)The a�ected triangle is not precised when there is no ambiguity. Vectors ni arecomputed in reference to triangle K0. Moreover, as jumps are permitted at inter-faces of elements, there are two di�erent values for the approximate solution oneach edge of the triangles. Symbol � is related to values on K0 and symbol + tovalues on one of its neighbours.Now, the method can be fully de�ned. Let us de�ne :Zh;ni = �i�@Uh@ni (B01)� @Uh@ni (B0)�+ �i�@Uh@ni (B02)� @Uh@ni (B0)� (42)We set �2ni;m = minmod(Wh;ni ; �Zh;ni) (43)and



28 BURBEAU, SAGAUT AND BRUNEAU�2ni;max = minmod�Wh;ni ; @Uh@ni +(mi) � @Uh@ni (B0)� (44)Finally, if �2ni;m 6= Wh;ni then �2ni = maxmod(�2ni;m;�2ni;max) takes theplace of Wh;ni (for i = 1; 2; 3).Contrary to the one-dimensionnal case, the change from P 1 to P 2 basis addsthree degrees of freedom. To overcome this di�culty, degrees of freedom eU4, eU5and eU6 are computed by freezing the moments U1, U2 and U3 (moments eU1, eU2and eU3 are computed with the method elaborated for linear approximations). Inbrief, on triangle K0 we come down to the system to be inversed8>>>>>>>>><>>>>>>>>>: @Uh@n1 (m1)� @Uh@n1 (B0) = G1 (U1;K0 ;U2;K0;U3;K0) + 6Xi=4 
i eUi;K0@Uh@n2 (m2)� @Uh@n2 (B0) = G2 (U1;K0 ;U2;K0;U3;K0) + 6Xi=4 �i eUi;K0@Uh@n3 (m3)� @Uh@n3 (B0) = G3 (U1;K0 ;U2;K0;U3;K0) + 6Xi=4 �i eUi;K0 (45)with Gj = 3Xi=1 eUi;K0 � @�i@nj (mj) � @�i@nj (B0)� j = 1; 2; 3
i = @�i@n1 (m1)� @�i@n1 (B0) i = 1; 2; 3�i = @�i@n2 (m2)� @�i@n2 (B0) i = 1; 2; 3�i = @�i@n3 (m3)� @�i@n3 (B0) i = 1; 2; 3 (46)The regularity criterion of the solution is based on terms U4, U5 and U6. Inpractice, the following test is used :



SHOCK CAPTURING WITH RKDG METHODS 291. If eU4 = U4, eU5 = U5 and eU6 = U6 then limiter's e�ects on the linear partof the approximation are suppressed :eU1 = U1; eU2 = U2; eU3 = U3Else,2. all the degrees of freedom of Uh are limited.By this process, as for the one-dimensional case, the limiting procedure is gen-eralizable to P k approximations. One only has to di�erentiate the approximatesolution several times, to get a linear term which can then be limited with themethod based on P 1 approximations.3.4. Boundary conditionsThe main di�culty is to impose the slip condition on the walls in a stable way.As mentionned in [3], the inviscid interface integral terms are constructed with atechnique traditionally used in upwind Finite Volume schemes. The 
ux functionF (U) � n is replaced by a numerical 
ux function h(U�;Ubc;n), depending on theinternal interface state U� and the boundary condition Ubc. At solid walls, the
ux function F (U) �n is equal to the pressure contribution in the direction normalto the wall. The pressure is taken from the internal boundary state.Besides, a special treatment is necessary for the limiting procedure. Indeed, tolimit the gradients of the approximate solution on the sides of a triangle K0, themethod makes use of the three neighboors K1, K2 and K3. The formulation for asolid wall boundary condition is presented in what follows.



30 BURBEAU, SAGAUT AND BRUNEAUGiven a triangle K0 on the domain boundary, its edges are denoted by ej , (j =1; 2; 3) with e1 \ @
 6= ; and ej \ @
 = ; for j = 2; 3.For the limiting procedure, boundary conditions are imposed by providing a com-plete solution on the dummy cell K 00 (see Figure 9). The exterior solution is recon-structed from the interior one by considering the Gauss points used to evaluate thevolume integrals. Let M be a Gauss point on triangle K0, M 0 its symmetric onK 00. A symmetry technique is used point by point whereby the state Uh(M 0) oncell K 00 has the same density, internal energy and tangential velocity component ofUh(M ) and the opposite sign normal velocity component.In order to increase the stability, the limiting procedure is slightly modi�ed to in-volve a vector normal to the boundary, as in Bruneau and Rasetarinera [8]. For alinear approximation, the gradients of Uh are then limited on the midles m2 andm3 of the edges e2 and e3, and on the orthogonal projection of the center of gravityof the triangle K0 on the boundary edge e3.For a third-order approximation, the quantity to be limited related to the bound-ary edge is : @Uh@n (H)� @Uh@n (B0)with n = ��!B0H. 3.5. Numerical results3.5.1. Shu and Osher test case



SHOCK CAPTURING WITH RKDG METHODS 31This test case is reconsidered with the two-dimensional slope limiter to showthe procedure elaborated for the one-dimensional case has been well extended totriangular meshes. Numerical results exhibit an improved solution with P 2 approx-imation (see Figure 10 for comparison). The proposed algorithm for unstructuredmeshes leads to bounded solutions near discontinuities. Besides, a P 2 truncatedsolution is shown on Figure 11. In practice, the approximate solution has beenlocally reduced to a linear term in the vicinity of shocks. Extrema of the resultingsolution are more 
attened that those of the not-truncated solution. Finally, Figure11 shows the improvement due to the regularity criterion previously described. So,the whole procedure is needed.Some test results about accuracy are now given for the second and the thirdorder limited schemes.3.5.2. Accuracy testThe �rst example is the two dimensional linear equation ut+ux+uy = 0 with theinitial condition u0(x; y) = sin(�(x + y)) (�1 � x; y � 1) and periodic boundaryconditions. Uniform triangular meshes are �rst considered. Issued from a uniformcartesian mesh, they are obtained by adding one diagonal line in each rectangle.The coarsest one is shown in Figure 12. It corresponds to h = h0 = 1=2 where h isthe length of the rectangles. The results at time t=2 are shown in Table V.Non-uniform meshes are next considered. The coarsest mesh is shown in Figure 13.A serie of meshes is obtained by re�ning the mesh in a uniform way (each triangleis divided into four smaller ones). The results are presented in Table VI.



32 BURBEAU, SAGAUT AND BRUNEAUThe same equation is reconsidered with the initial condition u0(x; y) = sin4(�(x+ y))and the same meshes -see Tables VII and VIII-. As for the one-dimensional case, aloss of accuracy takes place in the L1-norm but not in the L1-norm.The accuracy of the method for nonlinear problems is illustrated with the systemof Euler equations. This test case is proposed by Shu in [23]. The initial conditionis obtained by adding an isentropic vortex to a mean 
ow (�0 = 1, u0 = 1, v0 = 1,p0 = 1). The vortex is a perturbation to the velocity (u; v), the temperature T , theentropy S and is denoted by the tilde values :~u = �2� e0:5(1�r2)(5� y)~v = �2� e0:5(1�r2)(x� 5)~T = � (
�1)�28
�2 e1�r2~S = 0with � = 5, r =p(x� 5)2 + (y � 5)2.An analytic solution of the problem is known. The computational domain istaken as [0; 10]� [0;10] with periodic boundary conditions in both directions. Errorare shown at time t=2 for uniform and nonuniformmeshes (same kind of meshes asfor the previous example) in Tables IX and X. The rate of convergence is preservedin the L1-norm.Three bidimensional problems are now presented to illustrate the capacity ofthe new limiter to capture strong gradients, whatever the order of accuracy of the



SHOCK CAPTURING WITH RKDG METHODS 33approximate solution (two or three for the present paper). It is important to noticethat only unstructured nonuniform triangular meshes are considered.3.5.3. Re
ection of a plane shock from a rampThis problem was studied in Quirk [29] and Abgrall [1]. A planar shock initiallyenters from the left in a quiescient 
uid and is re
ected from a 45 degrees ramp.The Mach number is Ms = 5:5 and the undisturbed air ahead of the shock hasa density of 1.4 and a pressure of 1. Re
ecting boundary conditions are appliedalong the ramp and the bottom and the upper of the problem domain. Values forthe initial 
ow are assigned at the left and right-hand boundaries. The simulationis performed with second-order approximate solutions. Results obtained with theBiswas et al. limiter and the new method are compared in what follows.For such an incident shock wave Mach number and such a re
ecting wedge angle,a double Mach re
ection is expected (further details about shock wave phenomenacan be found in [5]) . For a linear approximation, the slipstream coming from theMach stem is better resolved with the new limiter -see Figure 14-.3.5.4. Step marching problemIt concerns a 
ow past a forward-facing step. This test case has been extensivelystudied by Woodward and Colella [41], and is widely present in the literature (forcomparison, see for example [8], [17]). The problem starts with uniform Mach 3
ow in a wind tunnel containing a step. The wind tunnel is 1 length unit wide and3 length units long. The step is 0.2 length units high and is located at 0.6 lengthunits from the in
ow plane. Re
ecting boundary conditions are applied along thewalls of the tunnel, and in
ow and out
ow boundary conditions are applied at the



34 BURBEAU, SAGAUT AND BRUNEAUentrance and the exit of the tunnel.The corner of the step is a singularity. It is well known that if no special treatmentis done, an entropy production is observed in the vicinity of the step corner, andit alters the quality of the second re
ected shock. However, neither artefacts toimpose the slip condition at the corner, nor positivity correction procedure havebeen employed.The value of the CFL number is 0.3 for the P 1 and 0.18 for the P 2 approximations.Two unstructured meshes have been considered. The �rst one (mesh A) contains13774 triangles. It is locally re�ned near the corner. The second mesh (mesh B)contains 14392 elements. Details of the meshes around the corner are shown in theFigure 15.The erroneous entropy production near the corner induces a numerical boundarylayer visible on the density contours, and especially on the Mach number and theentropy function contours.Results are shown in Figures 16 to 22. The entropy layer at the downstreambottom wall is clearly reduced by the P 2 approximation, and by a local re�nementof the mesh near the singularity. The re
ected shock on the lower part of the stepis improved with the higher-order method. Second-order results obtained with theminmod limiter are shown on Figure 19. The maxmod function clearly improvesthe contact discontinuity.3.5.5. Shock passing a backward facing corner



SHOCK CAPTURING WITH RKDG METHODS 35This last test case is presented to demonstrate the ability of the new method toevaluate strong gradients. The computational domain is
 = ([0; 1]� [6; 11])[ ([1; 13]� [0; 11]). A right-moving shock of Ms = 5:09 is ini-tially located at x = 0:5. The undisturbed air ahead of the shock has a density of1.4 and a pressure of 1. In
ow and out
ow boundary conditions are respectivelyapplied at x = 0 and x = 13. The boundary conditions are re
ective everywhereelse.The simulation is performed with the P 2-version of the limiter, for two di�erentmeshes (which contain respectively 8464 and 23638 elements) -see results on Figure23-. Contrary to [17], no positivity correction procedure is needed to avoid negativedensity or pressure. Besides, the scheme is not modi�ed at the corner of the step,which is a singularity of the problem. The limiting procedure is then well adaptedto strong shocks even with unstructured meshes.



36 BURBEAU, SAGAUT AND BRUNEAU4. CONCLUSIONIn this paper, a new slope limiter to treat solutions with discontinuities withRKDG method of arbitrary order of accuracy has been presented. The method hasbeen �rst described for one-dimensional problems. Numerical results point out thatthe proposed stabilization procedure does not degrade the accuracy of the methodat smooth extrema in the L1-norm. Furthermore, solutions with discontinuities arewell captured, without spurious oscillations, whathever the order of accuracy of themethod is. At last, the resulting numerical approximation is better as the degreeof the polynomial expansion increases.Next, the new method has been extended to the case of two-dimensional unstruc-tured triangular meshes, for P 1 and P 2 approximations. It has been noticed thatthe procedure is generalizable to any order of accuracy.The paper developed extensive details concerning two points, the de�nition of aregularity criterion to determine regions where the solution needs to be stabilized,and a way of limiting without introducing too much numerical viscosity. This isdone without any dependence of the procedure to the considered problem. That isthe main �rst advantage of the proposed scheme, the second one being the capacityof the method to handle unstructured triangular meshes.
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40 TABLE IAccuracy for 1D Transport equation, u0(x) = sin(�x)P 1 (second order) P 2 (third order) P 3 (fourth order)�x L1-error order L1-error order L1-error orderunlimited 1/16 2.60E-03 - 2.88E-05 - 3.31E-07 -1/32 6.49E-04 2.00 3.60E-06 3.00 2.07E-08 4.001/64 1.62E-04 2.00 4.50E-07 3.00 1.29E-09 4.001/128 4.05E-05 2.00 5.62 E-08 3.00 8.09E-11 4.001/256 1.06E-05 2.00 7.03E-09 3.00 5.20E-12 3.95DGmin 1/16 1.35E-02 - 2.68E-04 - 3.32E-06 -1/32 2.83E-03 2.25 2.88E-05 3.21 1.72E-07 4.261/64 5.86E-04 2.27 2.95E-06 3.29 9.17E-09 4.231/128 1.21E-04 2.26 3.00E-07 3.29 4.79E-10 4.251/256 2.57E-05 2.24 3.03 E-08 3.30 2.56E-11 4.22DGmax 1/16 1.10E-02 - 2.13E-04 - 1.43E-06 -1/32 2.36E-03 2.23 2.41E-05 3.14 1.08E-07 3.721/64 4.86E-04 2.28 2.61E-06 3.20 7.26E-09 3.891/128 1.02E-04 2.25 2.79E-07 3.22 4.30E-10 4.071/256 2.18E-05 2.22 2.93E-08 3.25 2.44E-11 4.14



41TABLE IIAccuracy for 1D Transport equation, u0(x) = sin(�x)P 1 (second order) P 2 (third order) P 3 (fourth order)�x L1-error order L1-error order L1-error orderunlimited 1/16 2.85E-03 - 3.22E-05 - 4.62E-07 -1/32 6.81E-04 2.06 4.03E-06 3.00 2.89E-08 3.991/64 1.66E-04 2.03 5.04E-07 3.00 1.81E-09 3.991/128 4.10E-05 2.02 6.29E-08 3.00 1.13E-10 3.991/256 1.02E-05 2.01 7.86E-09 3.00 7.96E-12 3.83DGmin 1/16 3.17E-02 - 8.75E-04 - 1.43E-05 -1/32 1.05E-02 1.59 1.64E-04 2.41 1.31E-06 3.441/64 3.47E-03 1.60 2.92E-05 2.49 1.21E-07 3.441/128 1.13E-03 1.61 5.10E-06 2.51 1.10E-08 3.451/256 3.68E-04 1.62 8.88E-07 2.52 1.00E-09 3.46DGmax 1/16 2.75E-02 - 8.01E-04 - 6.31E-06 -1/32 1.04E-02 1.39 1.50E-04 2.42 7.91E-07 2.991/64 3.17E-03 1.72 2.74E-05 2.45 9.78E-08 3.011/128 8.97E-04 1.82 4.97E-06 2.46 1.00E-08 3.281/256 2.95E-04 1.60 8.8E-07 2.49 9.59E-10 3.39



42 TABLE IIIAccuracy for 1D Transport equation, u0(x) = sin4(�x)P 1 (second order) P 2 (third order) P 3 (fourth order)�x L1-error order L1-error order L1-error orderunlimited 1/16 0.18E-01 - 0.43E-03 - 0.18E-04 -1/32 0.26E-02 2.75 0.51E-04 3.03 0.11E-05 4.001/64 0.55E-03 2.25 0.64E-05 2.99 0.71E-07 4.001/128 0.13E-03 2.06 0.79E-06 3.00 0.45E-08 4.001/256 0.32E-04 2.02 0.99E-07 3.00 0.28E-09 4.00DGmin 1/16 0.81E-01 - 0.90E-02 - 0.19E-02 -1/32 0.17E-01 2.25 0.10E-02 3.12 0.74E-04 4.701/64 0.34E-02 2.33 0.10E-03 3.31 0.31E-05 4.571/128 0.66E-03 2.34 0.10E-04 3.33 0.13E-06 4.591/256 0.13E-03 2.31 0.10E-05 3.33 0.57E-08 4.51DGmax 1/16 0.78E-01 - 0.77E-02 - 0.14E-02 -1/32 0.16E-01 2.24 0.95E-03 3.02 0.62E-04 4.491/64 0.33E-02 2.33 0.10E-03 3.25 0.28E-05 4.461/128 0.65E-03 2.34 0.10E-04 3.30 0.12E-06 4.531/256 0.13E-03 2.31 0.10E-05 3.31 0.55E-08 4.48



43TABLE IVAccuracy for 1D Transport equation, u0(x) = sin4(�x)P 1 (second order) P 2 (third order) P 3 (fourth order)�x L1-error order L1-error order L1-error orderunlimited 1/16 0.19E-01 - 0.35E-03 - 0.15E-04 -1/32 0.35E-02 2.47 0.43E-04 3.03 0.93E-06 3.981/64 0.67E-03 2.37 0.54E-05 2.99 0.58E-07 3.991/128 0.14E-03 2.24 0.68E-06 3.00 0.36E-08 4.001/256 0.32E-04 2.14 0.84E-07 3.00 0.23E-09 3.99DGmin 1/16 0.12E+00 - 0.98E-02 - 0.25E-02 -1/32 0.42E-01 1.48 0.19E-02 2.39 0.19E-03 3.751/64 0.14E-01 1.57 0.33E-03 2.48 0.12E-04 3.941/128 0.46E-02 1.60 0.59E-04 2.50 0.77E-06 4.011/256 0.15E-02 1.62 0.10E-04 2.52 0.48E-07 4.00DGmax 1/16 0.11E+00 - 0.82E-02 - 0.25E-02 -1/32 0.41E-01 1.47 0.18E-02 2.20 0.18E-03 3.771/64 0.14E-01 1.56 0.32E-03 2.46 0.12E-04 3.901/128 0.46E-02 1.60 0.58E-04 2.47 0.76E-06 4.011/256 0.15E-02 1.62 0.10E-04 2.51 0.48E-07 4.00



44 TABLE VAccuracy for ut + ux + uy = 0, u0(x; y) = sin(�(x+ y)). Uniform meshes.L1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.31E-01 - 0.44E-01 -h04 0.60E-02 2.34 0.99E-02 2.14h08 0.13E-02 2.22 0.29E-02 1.79h016 0.30E-03 2.13 0.76E-03 1.91P 2-unlimited h02 0.11E-02 - 0.33E-02 -h04 0.13E-03 3.04 0.42E-03 2.99h08 0.16E-04 3.01 0.52E-04 3.00h016 0.20E-05 3.00 0.65E-05 2.99P 1-limited h02 0.61E-01 - 0.76E-01 -h04 0.17E-01 1.83 0.42E-01 0.86h08 0.45E-02 1.93 0.18E-01 1.26h016 0.11E-02 2.02 0.56E-02 1.66P 2-limited h02 0.33E-02 - 0.76E-02 -h04 0.43E-03 2.96 0.13E-02 2.60h08 0.53E-04 3.00 0.24E-03 2.37h016 0.61E-05 3.12 0.46E-04 2.40



45TABLE VIAccuracy for ut + ux + uy = 0 and u0(x; y) = sin(�(x + y)). Non-uniform meshesL1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.82E-01 - 0.19E+00 -h04 0.17E-01 2.27 0.42E-01 2.15h08 0.37E-02 2.19 0.92E-02 2.19h016 0.86E-03 2.11 0.23E-02 2.00P 2-unlimited h02 0.40E-02 - 0.13E-01 -h04 0.43E-03 3.22 0.19E-02 2.79h08 0.50E-04 3.08 0.23E-03 3.01h016 0.62E-05 3.03 0.27E-04 3.09P 1-limited h02 0.91E-01 - 0.19E+00 -h04 0.20E-01 2.20 0.46E-01 2.01h08 0.50E-02 1.99 0.19E-01 1.26h016 0.12E-02 2.02 0.79E-02 1.29P 2-limited h02 0.10E-01 - 0.24E-01 -h04 0.14E-02 2.89 0.42E-02 2.54h08 0.16E-03 3.06 0.93E-03 2.17h016 0.19E-04 3.11 0.17E-03 2.43



46 TABLE VIIAccuracy for ut+ux+uy = 0 and u0(x; y) = sin4(�(x + y)). UniformmeshesL1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.31E+00 - 0.26E+00 -h04 0.11E+00 1.50 0.88E-01 1.58h08 0.19E-01 2.52 0.19E-01 2.19h016 0.29E-02 2.71 0.34E-02 2.51P 2-unlimited h02 0.64E-01 - 0.54E-01 -h04 0.44E-02 3.86 0.35E-02 3.93h08 0.31E-03 3.83 0.53E-03 2.72h016 0.33E-04 3.25 0.71E-04 2.92P 1-limited h02 0.39E+00 - 0.33E+00 -h04 0.14E+00 1.43 0.14E+00 1.27h08 0.33E-01 2.12 0.52E-01 1.40h016 0.77E-02 2.10 0.19E-01 1.42P 2-limited h02 0.15E+00 - 0.14E+00 -h04 0.27E-01 2.43 0.36E-01 1.94h08 0.42E-02 2.69 0.87E-02 2.05h016 0.34E-03 3.62 0.96E-03 3.17



47TABLE VIIIAccuracy for ut + ux + uy = 0 and u0(x; y) = sin4(�(x + y)). Non-uniform meshesL1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.55E+00 - 0.51E+00 -h04 0.20E+00 1.46 0.25E+00 1.02h08 0.52E-01 1.92 0.84E-01 1.60h016 0.85E-02 2.62 0.17E-01 2.33P 2-unlimited h02 0.18E+00 - 0.21E+00 -h04 0.24E-01 2.90 0.37E-01 2.54h08 0.14E-02 4.11 0.28E-02 3.70h016 0.11E-03 3.65 0.39E-03 2.84P 1-limited h02 0.59E+00 - 0.54E+00 -h04 0.21E+00 1.48 0.26E+00 1.03h08 0.54E-01 1.96 0.83E-01 1.66h016 0.11E-01 2.29 0.21E-01 1.97P 2-limited h02 0.23E+00 - 0.27E+00 -h04 0.43E-01 2.45 0.75E-01 1.82h08 0.67E-02 2.67 0.14E-01 2.39h016 0.82E-03 3.03 0.30E-02 2.24



48 TABLE IXAccuracy for the vortex advection. Uniform meshesL1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.93E-02 - 0.20E+00 -h04 0.25E-02 1.92 0.48E-01 2.07h08 0.55E-03 2.17 0.11E-01 2.11h016 0.12E-03 2.13 0.30E-02 1.91P 2-unlimited h02 0.16E-02 - 0.18E-01 -h04 0.25E-03 2.64 0.53E-02 1.77h08 0.29E-04 3.13 0.69E-03 2.94h016 0.31E-05 3.20 0.92E-04 2.91P 1-limited h02 0.98E-02 - 0.22E+00 -h04 0.29E-02 1.78 0.61E-01 1.86h08 0.72E-03 1.98 0.18E-01 1.74h016 0.18E-03 1.97 0.69E-02 1.40P 2-limited h02 0.63E-02 - 0.12E+00 -h04 0.10E-02 2.60 0.24E-01 2.29h08 0.83E-04 3.64 0.23E-02 3.34h016 0.77E-05 3.44 0.33E-03 2.85



49TABLE XAccuracy for the vortex advection. Non-uniform meshesL1-norm L1-normScheme h error order error orderP 1-unlimited h02 0.78E-02 - 0.13E+00 -h04 0.21E-02 1.87 0.49E-01 1.40h08 0.49E-03 2.13 0.11E-01 2.17h016 0.12E-03 2.07 0.31E-02 1.78P 2-unlimited h02 0.16E-02 - 0.28E-01 -h04 0.23E-03 2.76 0.60E-02 2.24h08 0.28E-04 3.04 0.77E-03 2.96h016 0.32E-05 3.15 0.10E-03 2.96P 1-limited h02 0.94E-02 - 0.20E+00 -h04 0.29E-02 1.71 0.65E-01 1.61h08 0.73E-03 1.97 i0.23E-01 1.53h016 0.18E-03 2.02 0.89E-02 1.35P 2-limited h02 0.81E-02 - 0.13E+00 -h04 0.12E-02 2.72 0.26E-01 2.33h08 0.11E-03 3.48 0.26E-02 3.30h016 0.14E-04 3.01 0.46E-03 2.50
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FIG. 1. E�ects of slope limiters for a smooth (top) and a non-smooth (bottom) extremum,for piecewise linear RKDG methods; the proposed limiter (designed by max) and the Biswas etal. limiter (min) act di�erently for a smooth extremum
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FIG. 2. Sod shock-tube problem. 100 points. The resulting density contours of employingthe new limiter, exact solution (solid line), approximate solution (�). Second-order (top) andthird-order (bottom) approximations
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FIG. 3. Sod shock-tube problem. 100 points. The resulting velocity contours of employingthe new limiter, exact solution (solid line), approximate solution (�). Second-order (top) andthird-order (bottom) approximations
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FIG. 4. Shu and Osher's test case. The resulting density contours of employing the newlimiter. 300 points. Exact solution (solid line), second-orderP 1 (top) and third-orderP 2 (bottom)approximate solutions (�)
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FIG. 5. Shu and Osher's test case. 300 points. Exact solution (solid line) and fourth-orderP 3 approximate solution (�). The resulting density contours of employing the new limiter (top)and the Biswas et al. limiter (bottom)
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FIG. 10. Shu and Osher's test case. The resulting density contours of employing thenew limiter de�ned for the two-dimensionnal method. Second-order P 1 (top) and third-order P 2(bottom) approximate solutions. 300 points in the direction of the 
ow �eld
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FIG. 11. Shu and Osher's test case. A third-order P 2 approximate solution in regions ofregularity and second-order P 1 approximation near solution discontinuities (top) and a P 2 ap-proximate solution without applying the regularity criterion (bottom). Two-dimensional solution,300 points in the direction of the 
ow �eld



61
-1 0 1

-1

0

1

FIG. 12. The coarsest uniform mesh for test accuracy with the linear transport equation
-1 0 1

-1

0

1

FIG. 13. The coarsest nonuniformmesh for test accuracywith the linear transport equation
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FIG. 14. Re
ection of a plane shock from a ramp. Second-order P 1 results with theminmod limiter (top) and the new one (middle). A 20 511 triangle mesh (bottom). Density � :20 equally spaced contour lines from � = 2:56 to � = 19.
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FIG. 15. Forward-facing step problem. Detail of the triangulations around the corner.Mesh A contains 13774 triangles (top). Mesh B contains 14392 (bottom).
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FIG. 16. Forward-facing step problem. Second-order P 1 results with mesh A (top) andmesh B (bottom). Density � : 30 equally spaced contour lines from � = 0:090338 to � = 6:2365.
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FIG. 17. Forward-facing step problem. Second-order P 1 results with mesh A (top) andmesh B (bottom). Mach number : 25 equally spaced contour lines from 0:02 to 3:82.
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FIG. 18. Forward-facing step problem. Second-order P 1 results with mesh A (top) andmesh B (bottom). Entropy production near the step corner : 17 equally spaced contour lines from0:63 to 1:5.
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FIG. 19. Forward-facing step problem. Second-order P 1 results with the minmod limiterand mesh B. Density � : 30 equally spaced contour lines from � = 0:090338 to � = 6:2365 (top).Mach number : 25 equally spaced contour lines from 0:02 to 3:82 (middle). Entropy productionnear the step corner : 17 equally spaced contour lines from 0:63 to 1:5 (bottom).
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FIG. 20. Forward-facing step problem. Third-order P 2 results with mesh A (top) andmesh B (bottom). Density � : 30 equally spaced contour lines from � = 0:090338 to � = 6:2365.
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FIG. 21. Forward-facing step problem. Third-order P 2 results with mesh A (top) andmesh B (bottom). Mach number : 25 equally spaced contour lines from 0:02 to 3:82.
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FIG. 22. Forward-facing step problem. Third-order P 2 results with mesh A (top) andmesh B (bottom). Entropy production near the step corner : 17 equally spaced contour lines from0:63 to 1:5.
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FIG. 23. Shock passing a backward-facing corner. Details of the triangulation around thecorner for the coarse mesh (top). Third-order P 2 results with new limiter on the coarse mesh(middle) and the �ne one (bottom). Density � : 25 equally spaced contour lines from � = 0:066to � = 7:06.


