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impose boundary conditions avoiding the use of body-fitted grids, whereas level-sets allow
a natural non-parametric description of the geometries to be optimized. In this way, the
optimization problem is set in a larger design space compared to classical parametric
representation of the geometries, and, moreover, there is no need of remeshing at each
optimization step. Special care is devoted to the solution of the governing equations in
Inverse problem the vicinity of the penalized regions and a method is introduced to increase the accuracy
Optimal design of the discretization. Another essential feature of the optimization technique proposed is
Domain penalization the shape gradient preconditioning. This aspect turns out to be crucial since the problem
Level-set is infinite dimensional in the limit of grid resolution. Examples pertaining to model inverse
problems and to shape design for Stokes flows are discussed, demonstrating the effective-
ness of this approach.
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1. Introduction

Inverse geometry problems arise in many different areas of research, from tomographic imaging in medical or environ-
mental fields [1] to non-destructive control of materials [2], to name just a few. Also, as both European and international
regulations on greenhouse gases emissions are growing stricter and as fuel prices are rising, the automotive and aeronautical
industries, besides improvements on motors and masses of their engines, are required to look for aerodynamic ways to re-
duce oil consumption, particularly through an accurate shape design leading to drag reduction.

The main objective of this paper is to couple penalization methods [3] and level-set methods [4,6-8] to release some
difficulties encountered when dealing with shape optimization problems. In shape optimization, a boundary is modified
in order to minimize a cost functional, given certain performance requirements and geometric constraints. The techniques
employed to solve inverse or shape optimization problems usually rely either on gradient methods or on evolutionary algo-
rithms. In both cases, many solutions of the direct problem on different geometries are required. This implies routinely
remeshing the modified shapes, which is a difficult and time-consuming task for realistic three-dimensional cases. In order
to allow the feasibility of shape design applied to flows past complex geometries, we use the level-set method to describe the
obstacles to be optimized. This way, the geometry is defined only by one scalar function and its geometric characteristics are
readily accessible. Nevertheless, this aspect is not new; what is new is the application of an improved penalization method
taking advantage of the distance level-set function to increase the discretization accuracy. Indeed, using a standard finite

* Corresponding author.
E-mail addresses: frederic.chantalat@math.u-bordeaux1.fr (F. Chantalat), bruneau@math.u-bordeaux1.fr (C.-H. Bruneau), galusins@univ-tln.fr
(C. Galusinski), iollo@math.u-bordeaux1.fr (A. Iollo).

0021-9991/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcp.2009.05.017


mailto:frederic.chantalat@math.u-bordeaux1.fr
mailto:bruneau@math.u-bordeaux1.fr
mailto:galusins@univ-tln.fr
mailto:iollo@math.u-bordeaux1.fr
http://www.sciencedirect.com/science/journal/00219991
http://www.elsevier.com/locate/jcp

6292 F. Chantalat et al./Journal of Computational Physics 228 (2009) 6291-6315

difference scheme on a fixed cartesian grid,the boundary conditions are taken into account by adding a penalization term in
the right-hand side. In the limit, this ensures that the relevant boundary condition is taken into account with an error, close
to the boundary, that is proportional to the size of the grid. As it will be shown, higher accuracy can be recovered by a judi-
cious choice of the penalization term. The key element for this choice is the distance level-set function: in order to compute
an appropriate interpolation formula at the boundary, we need the normal to the boundary as well as the distance from it.
These quantities are easily computed exploiting the level-set definition. In other words, one novelty of the present approach
is to take advantage of the level-set in the formulation of the discretization method to solve the governing partial differential
equations (PDE). An additional element of innovation steaming from coupling penalization and level-sets, is the possibility of
setting inverse or optimization problems without the constraints imposed by an explicit parametrization of the shapes. For
example, topologies different from those characterizing the first guess will likely be achieved in a natural way. In [9] an er-
satz material approach based on a level-set method was used to satisfy an approximate continuity condition on the stress
tensor in the context of structural optimization. That method can be interpreted as a penalization on the solution normal
derivative leading to a flux continuity boundary condition across the interface. However, due to the displacement caused
by the non-conforming mesh, this condition is not exactly imposed at the domain boundary. Here, we are mainly concerned
with fluid-flow applications and therefore we focus on how to impose a Dirichlet type condition which results in a consistent
gradient discretization at the boundary.

The initial part of this work deals with the implementation of this strategy on a two-dimensional inverse model problem
satisfying the Poisson equation. We address there the question of the accuracy of the solution gradient at the boundary of a
body when using cartesian meshes. The same computational method is then used to solve an adjoint problem that helps
defining the perturbation of an error functional with respect to the geometry. Some additional procedures aiming at improv-
ing the convergence of a steepest descent method are introduced. First, a multiscale approach based on an appropriate
choice of the cost function to be minimized is described. Then, the focus will be on avoiding local minima: a scanning meth-
od will show that changing the boundary conditions of the inverse problem can improve the convergence of the minimiza-
tion. Finally, in the spirit of what was done by Allaire et al. [9], the coupling of a topological gradient [10-12] with the
previously mentioned tools will be discussed. Indeed, the shape to be optimized can get stuck at optimal configurations with
less holes than the actual geometries to be retrieved. It turns out that the relevance of adding such holes at given places is
provided by the knowledge of the sign of the adjoint solution, initially introduced to compute the shape gradient, as detailed
hereafter.

The second part of this article is devoted to a fluid-flow application: constrained optimal shape design. Considering an
initial obstacle embedded in a two-dimensional Stokes flow, the goal is to find a geometry that has the same area as the ini-
tial one and that minimizes a given objective function. The drag force is taken as the functional to be minimized, or equiv-
alently in absence of lift, the norm of the velocity gradient. The main results show that the idea of combining level-sets and
penalization methods on cartesian meshes leads to the solution of more general classes of optimal shape problems. It is
shown that an efficient regularization, usually attained by projection of the gradient in a finite dimensional space, is obtained
in this context by an appropriate diffusion operator.

2. A model inverse problem

Let Q.5 be an obstacle embedded inside an open domain  c R?. The borders are denoted 9€2,,s and 32, respectively. The
model problem we consider is the minimization of the least-square cost function:

.]m(Qobny(Qobs)) :% ‘T/* u‘de. (1)

J O\ Qps

The relation between the shape Q,,s and v is given by the following elliptic partial differential equation and boundary con-
ditions (see Fig. 1):

l—;op
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Fig. 1. Setting of the Poisson problem. 92 = I'iest U I'rigne U I'top U I'pottom-
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—Av=1 in Q\ﬁobSe
v _ (0 on Fleft U Fn'gh[v ?
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v=1 on I'yp, v=—10n Iboom, ¥ =0 0n Q.

The function u is the solution of this Poisson equation with appropriate Dirichlet and Neumann boundary conditions corre-
sponding to the optimal obstacle €,  to be reconstructed and n is the outward pointing unit normal to a given edge.

2.1. Level-set representation and tracking of the obstacle

The main feature of the level-set method is to be able to represent a curve or a surface without an explicit parametriza-
tion. Instead, an interface such as the boundary of the body Qs is considered as the zero level-set of an higher-dimensional
function ¢ defined as follows:

¢:RPx R — R,
d(x,0) = +d(> 0) if x € Qons(1),
DX, 1) = ¢ p(x,t) = —d(< 0) if x € Q\ Qoys(0),
4)(& t) =0 if Xec agobs(ﬂ,

3)

where d is the distance from x to the border. At each node of the mesh, the value of this distance function ¢ is supposed to be
known. Assuming that the displacement of the shape is determined by a continuous velocity vector field V : R*> — R? such

that {‘;—’;‘ =Vx(@); xe 8Qobs(t)}, the evolution of the level-set function ¢ satisfies the first-order transport equation defined
on the whole space R?:

8¢+V V¢ =0. (4)

By introducing the normal velocity V, =V - ‘w‘, this equation can be formulated as an initial value Hamilton-Jacobi equation,

(X, t=0) = ¢g.
If the velocity is defined only on the interface 9Q,s(t), its definition on the border can be usually extended to the whole
domain.

This approach for handling both representation and motion of an obstacle offers a number of advantages. First of all, it can
be naturally extended in higher dimensions. Then, as it will be shown in several examples in this article, some types of topo-
logical changes such as the merging or breaking of the evolving edges given by the zero sets of ¢(x,t) are handled naturally.
Furthermore, this method enables straightforward computation of geometric terms such as the exterior unit normal vector

n= W or the curvature y =V - (\W\) whose expressions rely on the use of differentiation operators applied to the level-set

function. Finally, on the fixed cartesian grid used to track the motion of the interface, the gradients of all quantities can be
approximated using a finite difference discretization. For instance, the norm of the level-set gradient we use in the following
is:

2 _ <(¢ij — min(éy, 4, (bi—]\j)))z " <(¢Lj - min(‘/’iﬁlv‘/)i\j—l)))z’

IVl Ax Ay

(6)
where Ax and Ay stand for the space discretization steps, respectively, in the horizontal and vertical directions. In the
numerical examples that we present in this paper pathological configurations at the limit of numerical resolution, such as
small material islands, are systematically eliminated. In practice we change the sign of ¢ at a meshpoint whenever ¢ <0
and the neighbouring meshpoints are such that ¢ > 0.

A higher order discretization of (4) or (5) is fulfilled by a WENO5 scheme [13], for a level-set function ¢ close to a distance
function. A redistanciation procedure of the function ¢ has then to be periodically solved on a neighborhood of the interface.
This procedure is performed by the fast-marching method [8], which is an efficient technique for redistanciation.

2.2. Penalization and gradient improvement

In the following sections, we discuss how to improve the accuracy of the solution gradients close to the boundary of an
obstacle modeled by a penalization term in the governing equations. This is a key issue in shape design, since the shape
derivative is often expressed in terms of the gradients of both the direct and adjoint problems. Therefore, if the solution
is only first-order accurate in the vicinity of the body as it is for usual penalization methods, the solution gradients at the
body are unreliable.
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2.2.1. Handling Dirichlet boundary conditions using level-set

Building a mesh with cell edges directly coinciding with a frontier is the most usual way of representing an obstacle. The
main advantage of this method is to enable straight enforcement of the Dirichlet boundary condition on discretization nodes
of 9Q,ps. However, meshing very complicated geometries can be a very costly task. This process might even become prohib-
itive when included in shape optimization loops or for other problems where the obstacle is modified. Coupling the level-set
method with penalization allows to get rid of those issues, but the Dirichlet boundary condition must be imposed differently,
as the grid no longer conforms to the body. Basically, the aim is now to find an approximation of the solution ¢ that is forced
to be close to zero on each node inside the obstacle, thanks to the addition of a penalization term to Eq. (2):

—Av* +1H(¢)v° =1 inQ,
9% =0 on g U Tright,
=1 on Iy,

v*=-1 on Fbuttum-,

where H is the Heaviside function

How ) = { o o~

if ¢(x,t) <O0.
Inspired by the Darcy equations in fluid dynamics, this approach is equivalent to considering the solid shape as a porous
medium whose permeability € is a very small parameter. On the discrete level, from a second-order approximation of the
Laplace operator, we obtain an ill-conditioned non-symmetric linear system A, v§ = fi, with A, including the boundary con-
ditions on 02 and a generic term

€ € € € € €
—U 205 — Uy U5+ 205 — U 1

(Anvn)yy = — + U D H gy) v, 8)
Ax Ay €

that is solved by GMRES [14]. The penalized equation (7) allows to efficiently find an approximate solution to (2) in L? norm
[3]. Nevertheless, the gradient of the solution on the boundary has no reason to be consistent in L?> norm because of the
mesh-depending obstacle. The main difficulty is then to compute an accurate Dirichlet to Neumann problem using a precise
definition of the shape provided by the function ¢.

2.2.2. Correction of the solution and its gradient near the boundary

The description of the geometry by means of the term H(¢) in (7) makes the obstacle mesh-dependent. The normal to
such a numerical obstacle as well as 22 are not accurate. In this subsection, we propose an iterative algorithm for the cor-
rection of the solution near the zero level-set of the distance function ¢, so that the normal derivative is continuous across
the interface.

This process relies on the idea of finding an adequate non-zero penalized term vj,,, in the obstacle such that the classical
penalization appearing in (7) is replaced by

AV +%H(¢)(vé V) =1 N Q2

This inhomogeneous penalization is such that ¢, = 0 where ¢ = 0 and such that the term Vv, - V$ approaches the ex-
pected normal derivative on the interface. This construction of vpnq is reached by an iterative process leading to

€ —
vpenal - ¢OC7

where « fits the normal derivative of #* on the interface. The scalar function « is constant along the field V¢ and is then a
natural extension of the normal derivative of the solution. Note that with such an inhomogeneous penalization term, bound-
ary layers due to classical penalization are reduced since the solution ¢ is then formally uniformly bounded (with respect to
€) in C' norm. Then, a consistent normal derivative of +¢ around the interface can then be computed with usual centered
schemes.

Let v, be the solution of (7), which, as proved in [3], is of order € inside the obstacle. The iterative method to compute
Vsena 1 the following:

e Step 1: We start by computing the normal gradient of the penalized solution
At 0 E g < gy at point (i),

o6 —vC .
— Wil otherwise.

V¢

_ €
Ol = Vu(k) -—Wd)‘ ,

where 0, vfk) =

e Step 2: The values of oy, are prolonged from the outside of Q, to the inside by advancing for a few time steps the advec-
tion equation:
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V¢
ooty + H(¢p + 0) = Vo, =0, 9
where o = &%,
o Step 3: From the new value on the normal gradient in Qop, we set v;,,,, = ¢ox and determine a new approximation of the

solution of (2) that satisfies, with unchanged boundary conditions on 02, the modified penalized equation:

1 .
7AU€I<+1) +EH(¢)<I/(EI<+1) - Z/;enal.k) =1 inQ (10)
e Steps 1-3 are repeated until convergence.

The purpose of the following numerical test is to show the convergence of the iterative procedure and to compare the
accuracy of the solution normal derivative at the border of the penalized region to its analytical value. The set-up of this
test should not be confused with that of the optimization problem. A disc of radius ry=2 centered at (Xq,¥o) =(5,5) is
placed in a computational domain [0,10] x [0,10]. The distance function ¢ is defined to be negative inside this circle
and we solve the equation —Av +1H(¢)v = f. The right-hand side f is chosen such that v,x¢<o = (x — %)+ —Yo)’
—r3. In Table 1 a comparison between the analytical normal gradient of the solution and the numerical one, over a layer
of thickness 5Ax surrounding the interface, shows indeed that one iteration is enough to achieve significant improvement
of the initial penalization and that our suggested technique is stable. Moreover, the error on the normal derivative is of
order Ax.

In Fig. 2, we plot the trace of the solution to the above test problem at y =5 as a function of the gradient improvement
step. The mesh is 201 x 201. Small deviations at the boundary induce appreciable differences in the domain between the
classical penalization method (iteration 0) and the final solution (iteration 4). In the penalized region (y<3 ory > 7),

while 2f, is of order € when v, =0 (iteration 0), this is no longer true at subsequent iterations, when v, =
v;enal.k = oy # 0.

Table 1 -

Evolution of the relative L error on the normal derivative of the solution of the test problem near the boundary e, = (\)‘k‘viau;p as a function of the iterations
to update v;,,,,. The iteration k = 0 corresponds to the homogeneous penalization, i.e., ¢, = 0. The analytical solution is denoted by z,.

Resolution eo e e, es

101 x 101 0.2456 0.1259 0.1254 0.1254
201 x 201 0.2109 0.0679 0.0656 0.0655
401 x 401 0.2118 0.0369 0.0341 0.0339
801 x 801 0.2004 0.0207 0.0183 0.0181

V(x,y=5)

Fig. 2. Solution at y =5 as a function of the gradient improvement iteration.
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2.3. Adjoint formulation and shape derivative

Going back to the optimization problem, we discuss in this subsection a preliminary approach to solve our model inverse
problem (1) and (2). The resolution relies first on the definition of an adjoint problem to the direct one (2), and then on the
computation of the shape derivative in order to find an appropriate velocity for the displacement of the boundary of the
obstacle.

2.3.1. Definition of the adjoint problem

Let Jpy - Q\ Qups — R and 4, : 9Q0ps — R be two smooth enough real-valued functions referred as Lagrange multipliers.
We have Q\ Qups = {X/$(X) < 0}, Qops = {X/p(x) = 0} and dQups = {X/¢(x) = 0}. In the following we switch between these
definitions in order to make clear functional dependences.

As introduced in [5], the minimization of the objective function J,(¢, v(¢)) =1 f{;/¢(),<><0} |v — u)*dQ, subject to the direct
problem (2), is equivalent to find the stationary points of the Lagrangian functional

Lm(y, /lm,lu,m,d)) :]m +/

zm(—Au—1)d9+/ Ly, vds (11)
{x/¢(x)<0}

{%/¢(x)=0}

This implies that the Fréchet derivative of L,, with respect to any small regular perturbation #: Q\ Qs — R, satisfying
v =0 on I'top U Iporrom and 3—’; =0 on Iy U I'yigye in order to match the boundary conditions of v, should be equal to zero
at the minimum. Let the perturbation of L,, with respect to v

Lin(©+ 0, 2m, Py @) — Lin (U, Ay Uy @) = OLin(©, Am, o, &) - © + ho00L,

we obtain

5Lm,@:aLm(v,zm,um,¢)-a:/ zv(y_u)dm/
{x/$(x)<0}

Am(—AD)dQ+/ 1 ods
{x/¢(x)<0}

{%/¢(x)=0}

- " - " Olm ~ ov " -
:/ U(U*u)d.Q‘i’/ (*Alm)l/d9+/ 7'"1,(15,/ —AmdSJr/ Uy 0ds,
Jiw/o<0) {/0(9<0} (x/o0-0juoe N Jiws-0juan ON Ji/o=0}

where n on 0, is oriented towards the interior of the obstacle. The cancellation of all integrals, given the boundary con-
ditions for 2 on 0Q written above, leads to the following equations for 4, defining the adjoint problem of (2). This also pro-

vides a relation between /i, and pty, on 8Qops, as —Am % + 0%n 4 1 v = 0 there. We have

“ANp=u—v inQ\ Qups,
Yn =0 on e U lrignt,
/lm =0 on Fmp U Fbottom’

Im=0, W, =—%n  0on 0Qups.

on

(12)

It is worth noticing that the same penalization method, GMRES, and gradient improvement are applied to solve both the di-
rect and adjoint problem.

2.3.2. Shape derivative

In order to apply a gradient method for the minimization of our model problem, we introduce the notion of shape gra-
dient. Typically, this is about computing the Fréchet derivative of the functional Ly, = Lyy( ¥, Am, tm, ¢) With respect to a small
displacement of the shape according to a vector field V. This vector field will be then chosen so that it coincides with a des-
cent direction. The formal context is the following: from a velocity field V, and a given obstacle Q,, a class of perturbed do-
mains Q; = Q\ Qqps(t) can be defined, such that:

(V) ={Te(x,V), x € Q\ Qons}, (13)

where Ty(x,V) is the solution of x = V(x) at time ¢t with initial value given by x. We note ¢, the distance function related to the
transformed domain Q,V). The shape gradient of L,, in the direction of V is then computed thanks to the expression

d
OLm(©, Zm, s @)IV] = |52 (L (¥, A, i, D)) | - (14)

t=0

The Hadamard’s theorem proves that the shape derivative depends in fact only on the normal velocity on the edge of the
obstacle 0Q,,s. Thanks to the distance level-set representation of the boundary, the perturbed geometry can be simply
expressed by ¢ + ¢, where ¢ is the normal displacement of the border. Because of the signed distance function definition,
¢ > 0 amounts to a displacement in the direction of the normal coming out of €. For our problem, taking into account
the boundary conditions for the direct and adjoint solutions on the interface, this leads to:
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2
5Lmv¢~,:—/ ur])ds—/ ),m(—Az/—l)(Z)ds—/ M&Sds—/ At VP ds
{x/d(x)=0} 2 {x/¢6(x)=0} {x/b(x)=0} an {x/d(x)=0}

2
[ (e o o)y
{x/60=0} 2 on on

where y is the curvature. Since the solution of the direct problem vanishes on 9Q,;s and the field equation is satisfied at each
optimization step, we obtain the last equality in the equation above. We are interested in finding an expression of the shape
perturbation such that the Lagrangian cost function decreases. Therefore, the optimal choice for the scalar ¢ is:
2
- (v—=u)® 0OvIin
=" —— —— 0N 0Qps. 15

¢ 2 on on obs (15)
In practice, close to the minimum, the first term of the sum is much smaller than the second one. Moreover, this second-or-
der contribution has a fixed negative sign and hence it always aims at increasing the size of the obstacle. In some configu-
rations this can spoil the convergence rate and therefore in the following numerical demonstrations we neglect it. In fact, this
term drives the solution towards the trivial minimizer Q\ Qs = 0.

2.3.3. Algorithm and preliminary results

The gradient descent method for shape reconstruction, based on level-set and penalization, is detailed in Algorithm 1. In
order to perturb the geometry, we do not advect the level-set function representing the geometry by the Hamilton-Jacobi
equation (5) with — %2 Zn 35 the normal velocity V. Instead, at every optimization iteration we ensure that ¢ is the signed
distance function from the interface, thus having the property |V¢| = 1. Therefore, moving its zero level-set in the direction
of the normal amounts to adding the displacement d=— 9v %m tg ¢, Even if ¢ is a distance function, nothing ensures that the
perturbed level-set function ¢ + ¢ is a distance function as well. However, a fast-marching method performs a redistancia-

tion at the beginning of each optimization step so that |V (¢ + ¢)| is reinitialized to 1.

Algorithm 1. Gradient method for the model inverse problem

Initialization of a level-set function ¢ for an arbitrary starting shape
for n =1 to Niter_max do
Renormalization and redistanciation by fast-marching method of the level-set function ¢, i.e. |[V¢| =1
Solve the Direct Poisson problem for v (Penalization and GMRES) and improve 22 on 0€,s by performing three steps of the
gradient prolongation
Solve the Adjoint Poisson problem for 4, Problem (Penalization and GMRES) and improve % on 9Q,ps by performing three
steps of the gradient prolongation
Compute the perturbation ¢ = %"6#,;" frpm the shape derivative
Update the level-set function ¢ «— ¢ + ¢
end for

A first application of this algorithm is presented below. In a rectangular domain Q =(0,10) x (0,6), let u be the solution
of (2) associated to an optimal obstacle Q;,. designed as the union of two circles, both of radius 1, respectively centered at
(3.5,5) and (6.5,5). The values of the field u in Q are assumed to be known at every mesh point of a cartesian grid of 101
points in each direction. We attempt to restore those two centered circles on the same grid, starting from different initial
configurations. In Fig. 3, snapshots illustrate the evolution of two different initial geometries. On the left, a rectangle
embedding the optimal shape (case A); on the right, two rectangles that do not enclose the circles (case B). Initial, inter-
mediate and final snapshots are presented. In Fig. 4, the evolution of the functional in terms of the optimization steps is
presented. The maximum allowed displacement of the interface between two consecutive minimization iterations is
7 min(Ax, Ay).

Contrasted conclusions can be drawn from this example. In both cases, our gradient method has been able to reduce
the objective function significantly (here about three orders of magnitude), with corresponding results close to the optimal
shape. Also, topological changes such as boundary separation can be naturally performed thanks to the level-set method.
Finally, large scale displacements of the initial obstacle can be achieved as well, as shown in the right column of Fig. 3.
Nevertheless, due to the fact that we have picked the L? norm to measure the discrepancy between current and objective
solutions, nothing guarantees the smoothness of the interface. Indeed, rather important oscillations tend to be created on
the edge of the obstacle while getting closer and closer to the optimal field u. While this type of oscillations often occurs
when using fixed step gradient methods for optimization, reducing the amplitude of the shape gradient near the minimum
when the functional increases proves ineffective in our case. One reason for this is that we discretize the continuous ad-
joint equation, and hence the gradient computed is not consistent with the discrete problem on a finite mesh. Besides,
close to the optimal solution, the error made by computing the discrete cost function becomes of the order of the
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variations induced by shape perturbations. The objective function cannot then be used to effectively modify the optimi-
zation step.
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Fig. 3. Retrieving two circles from topologically different initial conditions. Evolution of the zero isoline of the level-set function for cases A (left) and B
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2.4. Gradient preconditioning

2.4.1. Choice of the objective function
The main objective of the present section is to investigate the effects of a different definition of the cost function in order
to precondition the shape gradient used in the descent algorithm. Similar ideas were presented in [15]. Basically, we intend
to avoid the boundary oscillations at the minimum while allowing large overall displacements when the obstacle is located
far from its optimal position. Under appropriate assumptions about the regularity of » and u, let us define the functionals:
1

Js(9, v(@) =5 IV~ Vul*de,
{x/0(x)<0) (16)

Iw(@) =5 VY~ Vy'|*de

{x/d(x)<0}

where v is the solution of (2) and / solves the associated Poisson problem:
—Alﬁ =v in Q\Qobs-,
% =0 on I U righ, (17)
V= 0 on Ftop7 Tbottom, and on 0Qps.
The same equation is satisfied by -, with u as the right-hand side. Both » and / are taken to be zero inside Q,s, so that
Ay =v =0 in the obstacle.

As previously done, we introduce the Lagrange multipliers A, (s and 4;, w;, as well as 45, p» for the constraints relative to
the problem in /. We define the following Lagrangians

L(v, 2, U, &) =J +/ Js(—Av — l)dQ+/ u,vds,

{x/¢(x)<0} {x/¢(x)=0}
Lo d) =i+ [ a-dv-ndes [ updse [ p-sp-vdes [ s
{x/¢p(x)<0} {x/¢( } {x/¢(x)<0} {x/¢(x)=0}
(18)

A derivation similar to that detailed in the previous section leads for the first Lagrangian to

5Ls‘l~,:/ Vi/~(Vv—Vu)dQ+/
{X/$(x)<0} {

X/$(x)<0}

),5(—Ai/)dQ+/ pds
{x/¢(x)=0}

:/ —i/A(v—u)dQ+/ (—A/ls)i/d§2+/ —_ds+/ 9% 5,4
{x/9(x)<0} {%/9(0<0} wow-opoe 0N (x/o=oyoe 0N

ov -
+/ f—/lsds+/ uvds.
wox-ojoe 0N {x/6(x)=0}

For the second Lagrangian, we calculate separately the Fréchet derivatives of L, with respect to v and v:

oLy = / V- (V) — V') dQ +/
{x/$(x)<0} {

J2(—AY)dQ + / W ds
X/¢(x)<0}

{x/¢(x)=0}
~ . ~ . ~ ~ oy —y*
—— [ dawew+ [ eaides [ i [ G2V gs
{x/d(x)<0} {x/d(x)<0} {x/d(x)=0} {x/b(x)=0}u0Q

- 8 N
+/ lﬂﬂdsf/ /1[_27!//(15,
/oo ON wow-opoe  ON

oLy — / H(—AD)dQ + / p,ids — / Jads
{x/¢(x)<0} {x/¢(x)=0} {x/¢(x)=0}

- - Al - -
:/ D(—AX)dQ — Mo z/dQ+/ 04 ds—/ 8_}1d5+/ wods.
%/99<0) (x/6()<0) ow-ojan ON (x/60=0jua N (x/6(0=0)

The cancellation of all terms of oL, ; leads to:

—Ala =AW — ¢ in Q\ Qops,
5/12 =0 on Fleft U Frlghh
/12=0 on Ftop U I'pottom,

Y 2% Oy —y*
M2=0, W,= *ﬁ -2 (lﬁanw ) on OQops-



6300 F. Chantalat et al./Journal of Computational Physics 228 (2009) 6291-6315

Instead of solving the above equation for 7, we take 45 = {/* — { on 2\, thus implying that y;; = 0 on 9. This is an
approximation that cancels as we reach the optimal shape, but it allows us to avoid the introduction of the Lagrange mul-
tiplier for the constitutive equation of ¥ in (18). Finally, taking JL;; = 0 and JL;; = 0O, the following adjoint problems are
obtained:

—A) = /1[‘2 = l/I* — lﬂ in Q \ §ob57 —A)vs = —A(U — l/) in Q\ﬁobm

% =0 on e U yight. % =0 on I U vight, (19)
A=0 on Fmp U I pottom, /s=0 on Ftop U bottom

— =0, f=-%" on dQ;, Is=0, pg=—% 90U on§Q,,.

The same numerical method used before still applies for the resolution of the equations above. Moreover, there is no other
additional computing cost than the computation of i/ from v in the case of L, minimization, since /- is calculated only once
outside of the steepest descent loop.

The normal perturbations of the level-set function ¢ of respective amplitudes ¢; and ¢;, are chosen so that the Fréchet
derivative of the appropriate functional along this direction is negative. Following the same steps as before, this results in
taking

S ov (0  O(v —u) 1 P
Si_%(ﬁﬁ_T)—kavv_qu’ (20)
-~ 0v o 1 2
b=-200 Loy oy, 1)
[ B
4 aF
2f ’ 2f
0 0
2 2 7 8 : o 2 2 i G 5 T
x X
6 6
2F 2F
0 0
75 7 r 5 : o 2 7 r g ) o
X x
6 B
s} 4} ~ <
2 O O 2
0 0
% 2 7 5 : o % 7 7 g 8 T
x x

Fig. 5. Minimizing Js instead of J,,. Evolution of the zero isoline of the level-set function for cases A (left) and B (right) as a function of the number of
iterations. Obstacles from top to bottom at iterations: 0, 108, 972 (left) and 0, 36, 108 (right).
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The arguments invoked for the shape gradient of J,, remain valid here to justify why the fixed-sign contributions (right
terms) that appear in both ¢ and ¢, are neglected in the computations. We consider the same initial conditions and optimal
solutions as for the test cases of Fig. 3. This time, instead of J,,,, the cost function J; is minimized. In Fig. 5, left column, it can be
observed that a much smoother interface is obtained next to the minimum. At the same time, as also shown on the left col-
umn, a better convergence rate is achieved since the topological change now takes place after a smaller number of iterations
and lower residuals are attained for given number of optimization steps, as seen in Fig. 6. However, despite improved control
of boundary oscillations when choosing the L? norm of the gradient, one has to be cautious when using such functionals, as
shown on the right column of the same figure. Actually, while a modification of the objective function allows us to find new
paths of descent, the minimization of J; does not always imply the minimization of J,,. As a consequence, what happens is
that selecting J; proves to be valuable only when treating small scale displacements (hence the subscript “s”). In other words,
the minimizations of J; and J,, coincide if the optimization process starts from an initial shape close to the optimal one. On
the other hand, if one aims at handling macroscopic motion, reducing Js; appears to be counter-productive. In fact, trying to
recenter the two rectangles with J, leads to a divergence of J,;, and to a fading obstacle (Fig. 5, right column). We also per-
formed the same test cases using J; as the functional to minimize. The results, only partially shown here, presented a faster
recentering of the two initial rectangles than the one in Fig. 3, right column, while completing topological separation for the
simple rectangle more slowly. As a matter of fact, the interest of using J; as the cost function is that it induces more uniform
large scale displacements far from the solution. Indeed, as seen on Figs. 7 and 8, the boundary oscillations that are caused
when close to retrieving the optimal body are more important than the ones observed when using Js, and similar to the ones
obtained with J,.

The descents in the directions of ¢;, ¢,, and ¢, display a positive contribution on the optimization, either in terms of
smoothness of the interface or in their capability of handling a specific displacement scale. One example of how to improve
convergence thanks to the three functional definitions is based on ideas similar to multilevel optimization [21]. In the next
examples, for a given multilevel cycle, the first two optimization iterations are dedicated to the minimization of J,, and the
next 15 are alternately performed three by three on the middle and small scales. Figs. 9 and 10 present the results relative to
this multilevel algorithm. From a comparison with Fig. 5, we note that the retrieval of two smooth circles embedded inside
an initial centered rectangle, that was obtained only with the small scales, is kept using all of them. Moreover, in this specific
case, a similar mean accuracy is achieved as to what concerns J;, since the oscillations shown in the residual plot are mainly
due to a coarse numerical evaluation of the objective function. On the other hand, the results starting from the reunion of the
off-centered rectangles are drastically improved.

The divergence of the medium scale residual, which was noticed when exclusively minimizing J;, was avoided. So have
the boundary fluctuations that occurred close to the minimum relative to J,,. While smoothness is maintained, the different
paths of descent allow macroscopic displacements, which translates into a successful recentering of the two rectangles.
However, the stagnation of ], (see Fig. 10, right) does not allow to recover the optimal solution.

2.4.2. Scanning and topological derivative

In this section, we provide two additional examples of how penalization and level-sets can be combined to solve inverse
problems. In the first example, we aim at finding alternate descent paths when close to local minima. In the same spirit of
escaping local minima, the subsequent section provides an example of coupling between the shape and topological deriva-
tives, as done in structural optimization in [9].

2.4.2.1. Scanning method. In the test case of Fig. 9, right column, we can observe that the minimum of the cost function J,, is
not attained, i.e., the solution gets stuck at a non-optimal shape. We propose an association of our multilevel gradient algo-
rithm with the “scanning” method presented hereafter. The idea is to change the orientation of the obstacle with respect to
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Fig. 6. Minimizing J; instead of J,,. Evolution of the error in terms of log(J,;) as a function of the number of iterations for cases A (left) and B (right).
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Fig. 8. Minimizing J; instead of J,. Evolution of the error in terms of log(J,) as a function of the number of iterations for cases A (left) and B (right).

the boundaries during the minimization process. After completing a number of successive multilevel cycles at a given angu-
lar position of the body (o, corresponding to N minimization steps, the distance function ¢ itself is rotated around (x.,y.) of an
angle &¢. This motion is carried out by defining a velocity vector field V.

o *J’)(sl}
Vio ) = ) 22
et = [ 22
where 0 = §¢ is the angular speed. Then, the WENO5 scheme is used to solve up to s =1:
%+ Vot - Vp =0, 23)
d(X,5=0) =y

The objective solution u of the Poisson problem (2) will be considered known at every intermediate obstacle position {; of
interest. This of course implies that additional data is included in the resolution of the inverse problem. However, informa-
tion also happens to be retrieved under several angles in many real life applications, from medical imaging to non-destruc-
tive control of materials to name a few. In such cases, the modification of the direction along which the obstacle is seen is
performed by changing the localization of the boundary conditions. From a computational standpoint, revolving the rectan-
gular domain Q around its center to account for this change of boundary conditions is not very convenient. This is why the
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most is made out of the versatility of the level-set method, as we instead choose to rotate the distance function itself in order
to achieve a similar goal. Fig. 11 provides the final results for the two test cases used until now. After six successive multi-
level cycles, i.e. 102 iterations, Qs is turned of Z anti-clockwise. The jumps observed on the plot of the residual J,, Fig. 12, are
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Fig. 11. Reconstruction of two unit circles with multiscale and scanning. Evolution of the zero isoline of the level-set function for cases A (left) and B (right)
as a function of the number of iterations. Obstacles from top to bottom at iterations: 0, 102, 170 for case A and 0, 408, 714 for case B.

due to the rotation that induces sudden modifications on both the current and objective fields at these specific iterations,
thus increasing the discrepancy between v and u.

Scanning actually helps retrieving an optimal body by escaping local minima or very flat functional regions as for case B
above. In order to show the effectiveness of our method, a much more complicated case in terms of the objective shape is
presented in Fig. 13. The unknown geometry to be retrieved is the acronym “MC2”; this obstacle is located at the center of a
domain [0,10] x [0,10] which is meshed with 101 points in each direction. For this case it was impossible to get even close to
the solution by the usual gradient descent.

2.4.2.2. Topological and shape gradients’ coupling. This section aims at studying the coupling of the shape gradient with the
topological gradient [9] in order to enlarge the search space of the descent method. The main idea of this last method relies in
testing the optimality of the domain 2 with respect to perturbations induced by the introduction of infinitesimal balls that
locally modify the sign of ¢. The functional minimum is therefore relative to a larger class of perturbations and topological
changes without external boundary deformation may occur. In order to take the entire computational domain into account
for topological evolution, we start by writing J, rorai( ¢, A ¢)) as the sum of the former functional for the medium scales J, 1(¢
,U¢)) =Jm(b, A $)) and a complementary one J,,(¢) just taking into account the obstacle, where we assume that v=0:

]m,total(¢7 1/((1))) :]m,1(¢~, 1/((]'))) +]m.2((b)7
]m,l (¢7 U((b)) = % f{£/¢(5)<o} |U - Ll|2d.Q, (24)
Ina(8) =3 Jiyomo |V — ul* dQ.
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Fig. 12. Reconstruction of two unit circles with multiscale and scanning. log(J,;) as a function the number of iterations. 1 cycle = 17 optimization steps.
Rotation of % anti-clockwise every six cycles. Left: case A; right: case B.

If B,y = {y € R*, |x—y| < p} denotes the open ball of radius p centered at x and || is the Lebesgue measure, the topological
derivatives of each term of the sum are then respectively defined by:

]m.l ((bl,p.y y(¢1,p,§)) _]m.l (‘b 7)((/)))

dpfp1 (%) = lim if x € Q\ Qops, (25)
' p=0 1Byl
dT]m_z (K) — lim ]m.z (‘1)2./).5) _.,m.z(d)) if xe ggbs, (26)
p—0 |Bp x|

where ¢1,,,<0in Qpx = (2 \ Qobs) \ Bpy if X € @\ Qops and ¢ > 000 Q3 5 = Qops \ By if X € Q.
Following [16], the derivations of both topological gradients (25) and (26) lead to

—A(x) if x € Qop,
d X) = _ 27
ij.,mml(f) {A(&) if xe 0 \ Qob57 ( )
where 1 is the solution of the adjoint problem (12) on Q\ Q. In Qups, 4 satisfies
—Al=Uu—1v in Qups,
28
{A:O on 0Qp;s. (28)

The major conclusion to draw about (27) is that introducing the topological derivative in our algorithm does not require any
additional computational cost. As a matter of fact, it is given by the value of the adjoint solution which was already needed in
order to compute the shape gradient.

The whole algorithm, taking into account the multiscale, scanning, and topological derivative approaches, is summarized
in Algorithm 2.

Algorithm 2. Full iterative algorithm for the inverse problem

Initialization of a level-set function ¢ for an arbitrary starting shape

for n =1 to Niter_max do
Renormalization and fast-marching method of the level-set function ¢.
If N consecutive optimization iterations have already been computed at a given observation angle {, rotate ¢ of an angle 6{.
According to the scale related to n, solve the adequate Direct problem for » and improve its normal gradient. Solve the
corresponding Adjoint problem for 2 and improve its normal gradient.
Compute the shape derivative in a zone close to the interface.
If n is the first iteration corresponding to the medium scales at a new angle, nucleate a hole where / has the greatest
negative value further from the border.
Update the level-set function.

end for

Fig. 14 introduces a test reconstruction obtained by coupling the topological and shape derivatives according to Algorithm
2. Starting the optimization from a rectangle centered in a domain [0,10] x [0,6] on a 101 x 101 mesh, the obstacle to be
retrieved is a ring built by subtracting a disc of radius R;;; =1 from another one of radius Ry = 2, both centered at (5,3).
The method is able to retrieve the donut shape sought, whereas using the shape gradient, it was only possible to recover
the outer interface.
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Fig. 13. Reconstruction of the acronym MC2 with small scales and scanning. Evolution of zero isoline of the level-set function as a function of the number of
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60, 120, 300, 540, 1080.

As a partial conclusion, our iterative approach mixing level-set and penalization, refined by a combination of additional
numerical tools, has proven to be efficient for solving model inverse problems. By combining the improvement of the solu-
tion gradient next to the penalized obstacle with multilevel optimization and scanning, good accuracy is achieved on the
retrieved obstacle interfaces. Several practical applications can ensue from this academical study. An immediate one, in view
of the PDE governing the direct problem, is of course electric tomography.

3. Optimal shape design for Stokes flows
3.1. Setting of the problem
Inside a two-dimensional rectangular domain Q similar to that of Fig. 1, we consider a viscous incompressible flow sat-

isfying the Stokes equations past an obstacle Q,,; on which the no-slip condition is enforced. The goal is to find a configu-
ration of this body that minimizes the drag, while preserving the initial geometry area during the optimization process.
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Considering a symmetrical obstacle whose symmetry axis is aligned with the velocity at infinity, the lift is zero. In this case it
can be shown that minimizing the drag is equivalent to minimizing the norm of the velocity gradient. Based on these
assumptions, with the notations x = (x,y) for the position vector and u = (u, v) for the flow velocity, the drag reduction prob-
lem reads

min (o, (o), D @) = / Vuldo,

Qops€O Q\ Qs
—VAU+Vp=0 in Q\ Qus,
subjectto { V.u=0 in Q\ Qops,
u=0 on 0Qy;,
0= {Q \ §ul:m |§abs‘ = |§obs.0|}7

where u and p stand respectively for the velocity and pressure of the fluid, v denotes the kinematic viscosity, and |Qus| is the
initial obstacle area.

We will focus on two distinct optimal design problems to investigate the effects of different sets of boundary conditions
on 3Q = I'top U I'bogrom U Llefi U I rignr- The first set of boundary conditions aims at approximating open frontiers, therefore we
consider a large enough domain 2 compared to the size of the obstacle. Typically, a uniform flow velocity u =(1,0) is im-
posed at the inlet I'p, and similar Dirichlet conditions are assumed to be applied on the three remaining sides I'yigns, I'top
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and I poseom. In other words, we assume that the size of the fluid region is such that the horizontal stream is re-established on
all edges.
The second set of boundary conditions on 0 is the one relative to a 2D channel. At the inlet, a Poiseuille profile such that

the flow rate is equal to 1 is imposed: u\rleﬁ = (W) The height of the computational domain is denoted by H, while y is

the ordinate of a given mesh point x in Q. The top and bottom edges are now solid walls and therefore u = 0 there. Finally,
I'yigne is treated otherwise than in the previous case. It is indeed modeled thanks to a transparent Neumann-type boundary
condition, derived so that the traction force at the exit is equal to the one of a reference flow [17]. With ¢ standing for the
stress tensor at a given point of I yign, 11 for the outward normal unit vector to the fluid domain, and Re for the Reynolds num-
ber, we have:

2 du_ 1 (ou ov
Re ox p Re <8y+0x)
1 (ouy dv 2 Jv _

Re <0y+6x) Re dy p

In this case, a natural choice for the reference velocity and pressure fields is the Poiseuille flow and thus gref|rn_gm = H\r,e,[- The
reference pressure is defined so that p,.¢[, =0 at the exit.

right

0(U,p) - N =G (Uef,Pyy) - N Where G(u,p) = (30)

3.2. Adjoint problem and shape gradient

In this section, the gradient of the cost function J with respect to a small perturbation of the body interface 82, in the
direction of its normal is computed. For completeness, we present two derivations. The first, due to Pironneau [18], is based
on sensitivity analysis. The second one, leading to the same results, makes use of the Lagrange multipliers technique.

Let us start by introducing a domain (Q\Q),) very close to (2\Qps) defined by its boundary
I = {x + a(x)n(x), Vx € (2 \ Qups)}. The amplitude of the displacement o is assumed to be small and sufficiently regular.
It is also supposed to vanish on 9€2, so that the only changes should occur in the vicinity the obstacle border. Since extending
the velocity u to zero inside the shape fits the requirement of the Dirichlet no-slip boundary condition on
OQ0ps, U =U(Q\ ﬁgbs) —u(Q\ Qus) =1 —u is well-defined in Q. The perturbation of the functional J can thus be written
as the sum of two terms:

6]:\)5(/_ w%m) :v/ ) \VgldeJer/_ Vou : VudQ +o(|x]), (31)
Q\Qops O\ Qops) Q\Qops

(a*) (%)

where the notation A:B stands for )~,_;;.,A;B;. Under the hypothesis of not perturbing 9¢2, the term (a*) is approximated
by:

v vwPde-v [ avuldsco(al)=v [ aouds o). (32)
3(\Lops) 2\ Qops) A2\ Qops)
The velocities v’ and u satisfy the same boundary conditions on the edges of the computational domain, and therefore we
obtain
—VASU+Vp =0 in Q\ Qus,
V-ou=0 inQ\ Qus,
ou=0 on 9Q.

Finding the value of du on 02, is less obvious. It requires the use of a Taylor expansion as well as the Dirichlet conditions for
both the perturbed and the unperturbed velocities at the obstacle interface, i.e. v/| oal,. = 0 and ul,,, = 0. For x € 8Qqps

oo, = U+ om) =0 = w(X) +00p g, +0(]2) = U(x),

obs
which leads to the final boundary condition for éu in order to close the system
ou| = —adpt 0N 9pps.

We are now in the position to simplify the term (b*) in (31) in the following way:

v/7 Véu:VudQ = pV - oudQ — pég-nds+v/
Q\Qyps

Q\ Qs QUL QUL

:—/ Vo Opul* ds,
080ps

where we have exploited the fact that, since u is constant on the obstacle, n- d,u=t- du =0 on 0, t being the tangent
vector to the boundary. Finally, we have

Onld - ouds = / (VOnU — pn) - (—0tdnu) ds

0Q0ps
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ol == [ o ds-+ ol (33)
OQubs

The same result can be retrieved by the adjoint method. Let 4: R* — R?, i, : R — R and y, : R* — R* be three smooth en-
ough Lagrange multipliers. Solving problem (29) is equivalent to looking for the stationary points of

ummxw:v/

|Vu|*dQ + /
{x/¢(x)<0}

A+ (VAU — Vp)dQ+/
{x/d(x)<0}

,U1V'Qd9+/ W, - uds, (34)
{x/9(x)<0}

{x/¢(0)=0}

where the notation for representing the shape with the zero level-set of a distance function ¢ is used again.

Let us suppose that (i, p) are infinitesimal perturbations of the solution of the Stokes problem. Assuming the velocity per-
turbations are cancelled on 0Q U 02,5 to keep the boundary conditions unchanged for the perturbed flow, i.e. & = 0 on 2¢2,
the calculation of 6Lg3 = L((u+1,p + P), ¢) — L((u,p), $) = 0 leads us to the adjoint system satisfied by (4, i)

VAL -V, =2Vp in Q\ Qus,
V-2=0 in Q\ Qu, (35)
A=0 on 9Q and 9Q,y.

Imposing that 2=0 and g, = —2p in Q\ Qo Eq. (35) are satisfied, and u, can be calculated on the geometry interface as
oLgp =0= U, =VVi-n+2pn—2vVu-n on Q.

Taking this result into account as well as the Stokes equations, we compute the perturbation of the Lagrangian L according to
a small modification of the level-set function ¢ with an amplitude ¢

6L&:6]&—/

Oty - w)ds = f/ V(|Onul* + (pn — 2v,u)duu)pds
Wew=0y

{x/¢(x)<0}

and since n - 9,u = 0 on 9Q,ps, We have
oL, = v/ $l0nul? ds. (36)
{x/d(x)=0}

It now appears that o and —¢ play the same roles. Hence, a sufficient condition to minimize the drag is
¢ =—|0nul’>  on Qg (37)

provided that we limit the perturbation ¢ such that §] < 0.

If the area constraint were not imposed, successive perturbations of the boundary according to the above formula would
converge to a domain where the geometry is removed. This matches the requirement for drag minimization in this specific
hypothesis.

3.3. Penalization and improvement of the gradient at the interface

3.3.1. Solving the Stokes problem

The obstacle is considered as a porous medium whose porosity x is an infinitesimal parameter. Typically, x = 108 in our
computations. According to the Darcy equations, a penalization term is added on the velocity, and the properties of the dis-
tance function are used to make the distinction between fluid and solid. We recall that ¢ > 0 inside the obstacle and negative
elsewhere. The penalization term is such that the incompressibility hypothesis is verified inside the geometry: V -u =0 in
Qqps. Furthermore, the Stokes problem is treated as an evolution problem. The governing equations to be actually solved
in the whole domain 2 are written hereafter

Ol — VAU + VP +1H(¢)u=0 in [0,T] x Q,
V-u=0 ing, (38)
+boundary conditions on Q.

From a discrete standpoint, the numerical simulation relies on the coupling of a second-order Gear-scheme in time with a
second-order finite-difference approximation of the linear terms in space. The time integration problem is solved implicitly,
whereas the spatial discretization is obtained on a uniform cartesian staggered grid Gp, as in the Marker and Cell (MAC)
method [19]. For a given square cell (i,j), the discrete value of the pressure p;; is located at the center. The collocation points
of the horizontal component of the velocity field Uy, Uy, are respectively at the middle of the left and right edges. The

- are found at the middle of the top and bottom edges. This discretization

collocation points of vertical component 2, Vi

i-1j
leads to a linear system A,U}! = B}~ where U} = (Ug,p}) is the Stokes solution to be computed for a given shape in the opti-
mization algorithm. This is done through a multigrid solver from the finest grid chosen for the approximation G, to a coarsest
grid G; of 4 * 4 cells, see [20] for details.
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3.3.2. Iterative improvement of the solution and its gradient

Previous paragraphs have established that the normal displacements of the zero level-set of the distance function ¢ can
be directly found from the computation of the gradient of the Stokes solution along n. We wish to adapt the iterative cor-
rection at the interface presented in Section 2.2, to the solution of (29). Our goal is to find a relevant non-null extension
of the velocity u inside the penalized area where ¢ > 0. This prolongation imposes that the isocontours {x/u(x)=0} and
{x/¢(x) = 0} will coincide in the limit of the numerical approximation. To this end, the method used in previous sections
has to be slightly modified. The divergence-free constraint is satisfied outside the obstacle, whereas we impose that the
divergence of the penalized solution must be equal to the divergence of its extension inside the obstacle. Hence u and p solve

Ot — VAU + VD + LH () (U — Upenar) =0 in [0,T] x Q,

0 if <0
U= ’ 39
v t { \ Qpenal if ¢ > 07 ( )

+boundary conditions on 0Q,

where Upena = ¢. The vector f is the constant prolongation of d,u from the obstacle boundary to the interior of the obstacle
along V¢. Note that the use of MAC grid leads to slight modifications in the space discretization compared to Section 2.2,
because ¢ is defined on a grid twice as fine as the ones for u and p.

Just like for the Poisson problem, the solution improvement in Q\ Q. provided by the iterative extension technique is
shown on an analytical example using the Stokes operator. A circle of radius r =1 is placed at the center (x,yo) of a square
domain [Xjefn, Xrigne] % [Vbottom»Yiop] = [0,10] x [0,10]. The right-hand side of the Stokes equation is such that the velocity com-
ponents are both polynomial. They are designed to satisfy the no-slip boundary conditions not only at the top and bottom
edges of Q, but also at the obstacle interface. In addition, the velocity at the inlet (left) has a Poiseuille-like flow profile.
Hence, we have

{ uX,y) = Veop = Y)Y = Yoottom) (X —x0)* + (Y —Yo)* — 1),
v(x.y) = (x - xlfff)(ytop = Y)Y = Ybottom) (X — XO)Z +(y *yo)z — TZ).

Fig. 15 shows that the relative error in Q \ Q. between numerical and analytical velocity components decreases signifi-
cantly and stabilises after only two iterations, like in the case of the Poisson problem.

3.3.3. Shape gradient smoothing and area preservation

Some of the methods for preconditioning the shape gradient that we presented above for the inverse Poisson problem, no
longer make sense in this new framework. For example, this is the case for the scanning technique. This paragraph focuses on
the preconditioning of the shape gradient ¢ through a multiscale approach similar to that of Section 2.4.1.

The perturbation of the interface is the product of the velocity derivatives in the direction normal to Q. In infinite
dimensional space, this quantity might suffer from a loss of regularity [21]. Our objective is therefore to obtain a smoother
shape perturbation by computing ¢(t.q) as the solution of an appropriate diffusion equation whose initial condition is given
by the shape perturbation (37). We have

d(t=0,%) = do(x) inQ, (40)
¢=do onoQ,
0.0016 T T T T T T T T T 0.00036 T T T T T T T T T
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Fig. 15. Evolution of the relative error in €\, as a function of the number of u,.,q prolongations. Left: E = HT\;“H!’Z Right: E = W Finest grid
128 * 128. Coarsest 4 * 4. - ' '
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where ¢o = —|8,u|* defines both the initial and boundary conditions on 9. This is equivalent to performing an high-fre-
quency filtering of the initial shape perturbation.

The higher t.,4, the more regular the shape perturbation at the final time. During the optimization, the smoothing time
decreases by plateaus as a function of the total number of iterations. As a matter of fact, we start with t.,q =1 and fix this
value for N consecutive iterations. The artificial viscosity ¢ is initially set at iteration 1 in order that the relative error defined
on a strip surrounding the interface

., _ [max(9(te))) — max((do))|
| max({da)|

which is a monotonically increasing function of &, should not exceed a certain threshold E,,. Should the error exceed this
threshold again at some given optimization iteration on this plateau, ¢ would be reduced accordingly. For the subsequent
N iterations, the fixed value of the final time is then decreased of 0.1. The only parameter to vary at this new given level
is again the artificial viscosity, whose value is initially kept the same as it was in the previous plateau. This process is re-
peated until t.,q=0 is reached. Every time the shape derivative is smoothed, we find a coefficient B so that
Bmax(|¢(tena)|) = max(|¢o|). Finally, the displacement of the front is performed by ¢ (tena).

The last aspect of the design problem is the geometric constraint of area conservation. At every iteration, for the per-
turbed shape to have the same volume as the initial geometry, a projection must be carried out on the gradient. Two ap-
proaches are considered here. One is based on the application of the Leray decomposition to ¢ in order to find a
divergence-free projection of the normal displacement vector field ¢ = ¢n. This vector field is written as the sum of the curl
of a vector field y and the gradient of a scalar field B

$=VAy+Vy. (41)

Let us consider the divergence of Eq. (41). Since the divergence of the curl is null, V Ay = ¢ — Vi is the projection we are
looking for. The scalar field iy is found by solving the Poisson equation

Ay=V-¢ inQ, (42)
v =0 onoQ.

The boundary condition for  is chosen so that this vector field decomposition is direct. Finally, the divergence-free pertur-
bation is ¢, = (V A }) - n. However due to numerical error, this perturbation is not exactly divergence free and during the
optimization this small error in preserving the area may build up. In order to preserve exactly the volume constraints with-
out affecting the direction of descent, a small homothetical correction is applied to the level-set function. At the beginning of
each optimization iteration, if ¢y denotes the distance function corresponding to the initial obstacle configuration and ¢ is
the current one, we find 7 € R such that

Ad(g) = / Hy (¢ + 7)dQ = A(h) = / H.(¢0)dQ, (43)

where H; is the following regularization of the Heaviside function
1 if ¢ >4,
Hi(¢) =0 if ¢ <5,
%(1.0+A%/2+% sin (A’}fz))
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Fig. 16. Optimal design of obstacles of a fixed area 7 starting from a circle (a1), two rectangles (b1) and four circles (c1).
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The Leray decomposition has a non-local nature due to the solution of a Poisson problem. Hence, the redistribution of the
displacement field induced by the decomposition to satisfy the incompressibility constraint may be affected by non-local
features of the gradient field. In general this may lead in turn to a shape perturbation that is not necessarily a descent direc-
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10 O 10F < (- 10k
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0 5 10 15 20 5 10 15 20 0 5 10 15 20
X X X
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Fig. 17. Evolutions of the zero isolines of the level-set function as a function of the number of iterations. Obstacles at iterations 0, 20, 40, 60, 6000 (a2-a5);

0, 40, 200, 240, 6000 (b2-b5); 0, 200, 1200, 2000, 6000 (c2-c5). With Leray projection.
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Fig. 19. Evolutions of the zero isolines of the level-set function as a function of the number of iterations. Obstacle at iterations 0, 100, 200, 240, 400, 520,
540, 600, 2000. From up left to right bottom. Without Leray projection.

tion. However, the fact that the Leray decomposition is non-local can be advantageous in the sense that it naturally provides
a more uniform displacement field over the whole domain, and in particular on the obstacle boundary. On the other hand,
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Fig. 20. Functional convergence in the four cylinder case. Comparison of the convergence history with and without Leray projection.

the classical approach to satisfy the volume constraint consists in a simple translation of ¢ of a quantity equal to the average
displacement on 0€,s. In practice this is done by simply using the same homothetical transformation described above. How-
ever, while the latter method is always a descent direction, the same cannot be proven for Leray decomposition as long as the
gradient is defined only on 9€2,;.

3.3.4. Results

In this paragraph, optimal design results are presented for an obstacle whose area is constrained to remain 7 at all opti-
mization steps. In Fig. 16 the case of an open domain flow [0,20] x [0,20] with uniform velocity Dirichlet condition on all
edges of 0Q is presented. Indeed, keeping the same size of the computational domain, the optimal bodies retrieved for chan-
nel flows are very similar. With a large enough domain, a small influence of the boundary conditions on the exterior domain
is observed. Different topologies (a1, b1 and c1) are studied for the initial shape. The final time for the gradient smoothing by
the diffusion operator decreases every N = 100 iterations in all tests. The finest grids for computing the velocity components
and the pressure are 256 * 256.

In Fig. 17, we present the evolution of the obstacles as a function of the optimization step. Configurations (b) and (c) show
large scale displacements to get to the minimum. Of course, if the initial bodies were close enough, they would have an opti-
mization history like that of (a). The final representations of shapes by the zero level-set do not suffer from boundary oscil-
lations as the ones presented in the inverse problem chapter. This is one effect of applying a smooth normal displacement.
Besides the improvement on the accuracy of the final bodies, we have observed that stronger smoothing in the early itera-
tions provides more homogeneous values of the shape gradient around the interface. This speeds up the minimization be-
cause larger displacements steps are allowed. In cases (b) and (c) it was impossible to obtain convergence to the optimal
body without gradient preconditioning.

The convergence history in terms of functional values is presented in Fig. 18. Cases (a) and (b) reach the optimal solution
in a much smaller number of iterations than case (c).

Cases (a)-(c) were investigated also by using the classical approach to satisfy the volume constraint. After perturbing the
shape by ¢, the volume constraint was imposed by an homothetical transform of the geometry. The results in terms of con-
vergence rates for cases (a) and (b) are similar for the two approaches, although slightly faster convergence is achieved by
using the classic approach. For case (c), the classic approach undergoes a different descent path, leading to a drastically faster
convergence, as shown in Figs. 19 and 20. However, the geometry perturbations obtained with Leray projection proved to be
systematically smoother as compared to the ones obtained through the sole homothetical transform. Indeed, without the
Leray projection, shape instabilities develop as the optimization proceeds, requiring an additional smoothing by averaging
¢ at each grid point over the four neighbours.

4. Conclusions

We proposed an iterative method to solve either inverse or shape optimization problems based on penalization, level-sets
and cartesian grids. The level-set representation of the geometries allowed us to avoid generations of body-fitted meshes at
each minimization step. We showed cases where the optimal geometry was far from the initial one and had a different topol-
ogy. It was possible to retrieve multiply connected bodies from simply connected initial condition and vice versa. For such
cases automatic remeshing as usually done in shape optimization, would be arduous. A penalization technique was incor-
porated in this framework in order to accurately solve the governing equations. It was extended in order to addressed
the issue of improving the solution gradients near the solid interfaces. This was achieved by an inexpensive iterative method
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taking advantage of the level-set formulation and converging in a few iterations. The cost of such iterations is limited since
the initial condition is different from the solution only very close to the boundary. Since the level-set approach for optimi-
zation is intrinsically infinite dimensional (in the limit of grid resolution) an important issue in this work was gradient pre-
conditioning. This was granted whether by an appropriate choice of the norm in the cost function or by a diffusion operator.
Both methods rely on the fact that there exist a natural prolongation of the shape gradient away from the border to be opti-
mized, thanks to the level-set representation. These preconditioning techniques were essential to get the convergence in
most cases. In conclusion, we presented an optimization method that allows to consider large classes of geometries at a re-
duced computational cost. Future work will extend these results to the Navier-Stokes equations.
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