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#### Abstract

We propose a generic approach to design homomorphic encryption schemes, which extends Gjøsteen's framework. From this generic method, we deduce a new homomorphic encryption scheme in a com-posite-order subgroup of points of an elliptic curve which admits a pairing $e: \mathbf{G} \times \mathbf{G} \rightarrow \mathbf{G}_{t}$. This scheme has some interesting theoretical and practical properties: it allows an arbitrary number of multiplications in the groups $\mathbf{G}$ and $\mathbf{G}_{t}$, as well as a pairing evaluation on the underlying plaintexts. We prove the semantic security under chosen plaintext attack of our scheme under a generalized subgroup membership assumption, and we also prove that it cannot achieve ind-cca1 security. We eventually propose an original application to shared decryption. On the theoretical side, this scheme is an example of cryptosystem which can be naturally implemented with groups of prime order, as the homomorphic properties require only a projecting pairing using Freeman's terminology. However the application to shared decryption also relies on the fact that the pairing is cancelling and therefore does not survive this conversion.


## 1 Introduction

Homomorphic encryption scheme allows one to operate on plaintexts, only from their given ciphertexts. The Elgamal encryption is a classical example of such a homomorphic encryption, since, given two ciphertexts, it is easy to obtain the encryption of the product of the two corresponding plaintexts. This malleability property is of crucial interest since it is the core of many electronic realizations of real-life applications like electronic voting [BFP+01,DJ01], private information retrieval [Lip05], verifiable encryption [FPS00], mix-nets [NSNK06,Jur03], auction protocols [MMO10], etc. In most of these cases, there is a need for an additively homomorphic encryption, in the sense that it is possible to obtain the encryption of the sum of plaintexts.

Since the introduction of the first probabilistic encryption scheme by Goldwasser and Micali in 1984 [GM84] (where they also formally defined the notion
of semantic security for encryption), many schemes were designed along the same lines, like Benaloh [Ben88], Naccache and Stern [NS98], or Okamoto and Uchiyama [OU98]. These cryptosystems are based on modular arithmetic, and use indeed several quotients of $\mathbf{Z}$, so that their one-wayness relies on the hardness of the factorization of (special form of) RSA modulus and their semantic security on distinguishing some powers. Significant improvements appear in the subsequent scheme designed by Paillier [Pai99] in 1999 which is still very popular. Its semantic security is based on the decisional composite residuosity assumption. Paillier's scheme has then been generalized by Damgård and Jurik [DJ01], allowing one to encrypt larger messages. All these schemes fit Gjøsteen's framework around subgroup membership problems [Gjo04,Gjo05], which encompasses also multiplicative schemes like Elgamal.

Encryption schemes supporting both additive and multiplicative homomorphisms are of course critical for the design of highly functional cryptosystems. A spectacular breakthrough was made by Gentry who proposed the first fully homomorphic encryption scheme [Gen09], which allows to compute arbitrary functions over encrypted data without the decryption key. Recent works show that efficiency of such systems could become reality (see for instance some solutions based on the (ring) learning with error problems [BV11,BGV12]).

On the way towards practical fully homomorphic encryption are schemes that partially support additive and multiplicative homomorphisms, like Boneh, Goh and Nissim's scheme (BGN) [BGN05]. It is based on groups of points of elliptic curves of composite orders which admit a pairing, supports an arbitrary number of additions and only one multiplication. This remains sufficient to make possible the evaluation of a formula in disjunctive normal form where each conjunction has at most 2 literals. In practice, this provides efficient solutions, with quite standard objects, for operations on encrypted data which do not require fully homomorphic schemes, such as search or statistics.

Our Contributions. In this paper, we propose a homomorphic encryption scheme which supports an arbitrary number of group operations and pairing evaluation on the underlying plaintexts. We first give a generic construction of a homomorphic scheme which goes a step forward compared to Gjøsteen's framework and extends its properties. We provide an instantiation within groups of composite orders with a pairing which has richer homomorphic properties, and discuss if this instantiation can be moved into a prime-order setting.

One of the features of our new scheme is that it is possible to encrypt any element of a subgroup of composite order of the group of points of a pairingfriendly elliptic curve. Moreover, it is publicly possible, given the encryptions of two points, to compute the encryption of the products of these points (if we consider the group of points of the curve as multiplicative). It is as well possible to publicly compute an encryption of the pairing of these two points. To finish, given the encryptions of two pairing evaluations, it is possible to publicly compute an encryption of the product of these values.

Even if the global setting of our scheme (bilinear groups of composite order) is quite similar to the setting of BGN, the malleability properties of our scheme
are indeed very different from the ones of BGN. This comes from the fact that the plaintexts of BGN are small integers (or elements of $\mathbf{Z} / 2 \mathbf{Z}$ ) encoded in elliptic curve points by exponentiation whereas plaintexts of our scheme are just points.

Quite surprisingly, our system is not ind-cca1 (cf. Prop. 1). This result proves that even with strong assumptions, there exist homomorphic schemes which cannot reach such a level of security. Moreover, the role of the splitting problem in our system makes it possible to provide a natural and original application to shared decryption, that does not rely on traditional secret sharing techniques. Concerning the conversion in the prime-order setting, we are able to benefit from Freeman's transformation (cf. [Fre10,MSF10,SC12]) from pairing-based schemes in composite-order groups into equivalent ones in prime-order groups: Our basic scheme can be directly converted, which gives a more efficient cryptosystem, based on the Decision Linear Problem. However, the nice result on ind - cca1 security and the application to shared decryption do not survive this conversion. This may give an evidence of the existence of limits to Freeman's transformation.

The paper is organized as follows. In section 2, we give the necessary background to define a homomorphic encryption scheme for multiplications and pairing evaluation. In section 3, we describe a generic construction of a multiplicative homomorphic scheme. This construction gives schemes whose one-wayness is based on a generalization of the splitting problem in finite groups and whose semantic security is based on a generalization of the symmetric subgroup membership problem. These problems have been introduced by Gjøsteen [Gjo04,Gjo05] and our generic construction can be viewed as a generalization of his construction with more than two subgroups. An instantiation of our construction in quotients of $\mathbf{Z}$ can be found in [GBD05]. Section 4 is devoted to an instantiation in bilinear groups of composite order that gives a concrete and efficient homomorphic scheme for multiplications and pairing evaluation. As detailed in that section, it is necessary, contrary to BGN, to use groups whose order is the product of at least three prime numbers to get a secure scheme. At the end of this section we give an application to shared decryption. Eventually, we compare our new cryptosystem with existing schemes and discuss the (im)possibility to move our scheme into a prime-order setting.

## 2 Background

### 2.1 Encryption Scheme: Definitions

Definition Let $\lambda \in \mathbf{N}$ be a security parameter. An encryption scheme is a triple of algorithms $\mathcal{E}=$ (KeyGen, Encrypt, Decrypt). The probabilistic polynomial-time key generation algorithm KeyGen takes $1^{\lambda}$ as input and returns a pair ( $p k, s k$ ) of public key and the matching secret key. The probabilistic polynomial-time encryption algorithm Encrypt takes $1^{\lambda}$, a public key $p k$ and a message $m$ as inputs, and outputs a ciphertext $c$. The deterministic polynomial-time decryption algorithm Decrypt takes $1^{\lambda}$, a secret key $s k$ and a ciphertext $c$ as inputs and returns either a message $m$ or the symbol $\perp$ which indicates the invalidity
of the ciphertext. The scheme must be correct, which means that for all security parameters $\lambda$, and for all messages $m$, if $(p k, s k) \stackrel{\$}{\leftarrow} \mathcal{E}$.KeyGen $\left(1^{\lambda}\right)$ then $\mathcal{E}$.Decrypt $\left(1^{\lambda}, s k, \mathcal{E}\right.$.Encrypt $\left.\left(1^{\lambda}, p k, m\right)\right)=m$ with probability (taken on all internal random coins and random choices) 1 .

Security Requirements. The total break of an encryption scheme is declared if an attacker can recover the secret key from (at least) the public key. Therefore any probabilistic polynomial-time Turing machine $\mathcal{A}$ (the attacker) must have a success in recovering the public key arbitrarily small, where the success is defined, for an integer $\lambda$, as:

$$
\operatorname{Succ}_{\mathcal{E}}^{\mathrm{tb}}(\mathcal{A})=\operatorname{Pr}\left[(p k, s k) \stackrel{\$}{\leftarrow} \mathcal{E} . \operatorname{KeyGen}\left(1^{\lambda}\right): \mathcal{A}(p k)=s k\right]
$$

A stronger security notion expected from an encryption scheme is the onewayness, which means that, given only the public data, an adversary cannot recover the message corresponding to a given ciphertext. More precisely, if we denote by $\mathcal{M}$ the set of plaintexts, any probabilistic polynomial-time Turing machine $\mathcal{A}$ has a success in inverting the encryption algorithm arbitrarily small, where the success is defined, for an integer $\lambda$, as $\operatorname{Succ}_{\mathcal{E}}^{\text {ow }}(\mathcal{A})$ equals to

$$
\operatorname{Pr}\left[(p k, s k) \stackrel{\$}{\leftarrow} \mathcal{E} . \operatorname{KeyGen}\left(1^{\lambda}\right), m \stackrel{\$}{\leftarrow} \mathcal{M}: \mathcal{A}\left(p k, \mathcal{E} . \operatorname{Encrypt}\left(1^{\lambda}, p k, m\right)\right)=m\right]
$$

Note that the previous definition supposes that the attacker has no more information than the public key : the attacker is said to do a chosen-plaintext attack (since he can produce the ciphertext of messages of his choice). If he has access to a decryption oracle, the attack is said be a chosen-ciphertext attack.

An encryption scheme must indeed reach a stronger notion of security : it must have semantic security (a.k.a. indistinguishability). This means that an attacker is computationally unable to distinguish between two messages, chosen by himself, which one has been encrypted, with a probability significantly better than one half. The indistinguishability game is formally defined as:

```
Experiment \(\operatorname{Exp}_{\mathcal{E}}^{\text {ind-atk }}(\mathcal{A})\)
    \((p k, s k) \stackrel{\$ \mathcal{E} . \operatorname{KeyGen}\left(1^{\lambda}\right)}{\leftarrow}\)
    \(\left(m_{0}, m_{1}, s\right) \stackrel{\$}{\leftarrow} \mathcal{A}_{1}^{\mathcal{O}_{1}}(p k)\)
    \(b^{\star} \stackrel{\$}{\leftarrow}\{0,1\} \quad\) with
    \(c^{\star} \stackrel{\$}{\leftarrow} \mathcal{E}\).Encrypt \(\left(1^{\lambda}, p k, m_{b^{\star}}\right)\)
    \(b \stackrel{\$}{\leftarrow} \mathcal{A}_{2}^{\mathcal{O}_{2}}\left(s, c^{\star}\right)\)
    if \(b=b^{\star}\) then return 1
        else return 0
```

        - atk \(=\) cpa and
        - \(\mathcal{O}_{1}=\emptyset\)
        - \(\mathcal{O}_{2}=\emptyset\)
    - atk \(=\) cca1 and
    - \(\mathcal{O}_{1}=\mathcal{E} . \operatorname{Decrypt}\left(1^{\lambda}, s k, \cdot\right)\)
    - \(\mathcal{O}_{2}=\emptyset\)
    - atk \(=\) cca2 and
    - \(\mathcal{O}_{1}=\mathcal{E} . \operatorname{Decrypt}\left(1^{\lambda}, s k, \cdot\right)\)
    - \(\mathcal{O}_{2}=\mathcal{E} . \operatorname{Decrypt}\left(1^{\lambda}, s k, \cdot\right)\)
    where the adversary $\mathcal{A}$ is modeled as a 2-stage probabilistic polynomial-time Turing machine $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$. In the CCA2 game, a natural restriction is imposed
to $\mathcal{A}_{2}$ which is not allowed to query $\mathcal{O}_{2}$ on $c^{\star}$. The advantage of the attacker is then defined as

$$
\operatorname{Adv}_{\mathcal{E}}^{\text {ind-atk }}(\mathcal{A})=\left|\operatorname{Pr}\left(\operatorname{Exp}_{\mathcal{E}}^{\text {ind-atk }}(\mathcal{A})=1\right)-\frac{1}{2}\right|
$$

It is well known that encryption schemes which enjoy homomorphic properties, cannot achieve the highest level of security (namely IND-CCA2 security), but can still achieve IND-CCA1 security (see for instance [APK10]).

### 2.2 Homomorphic Encryption for Multiplications and Pairing Evaluation

In order to describe more precisely our new encryption scheme with its features, we will use the following less general definition of encryption schemes but more adapted to our setting.

First of all, the set of plaintexts will be composed of two distinct multiplicative groups $\left(\mathbf{M}, \times_{\mathbf{M}}\right)$ and $\left(\mathbf{M}_{\mathbf{t}}, \times_{\mathbf{M}_{\mathbf{t}}}\right)$. Similarly, the set of ciphertexts is composed of two distinct sets $\mathbf{C}$ and $\mathbf{C}_{\mathbf{t}}$ corresponding respectively to encryptions of elements of $\mathbf{M}$ and $\mathbf{M}_{\mathbf{t}}$. Moreover, a particular characteristic of our encryption scheme is that there is a function $e$ (a pairing) mapping elements from $\mathbf{M} \times \mathbf{M}$ onto elements of $\mathbf{M}_{\mathbf{t}}$.

Definition 1. Let $\lambda \in \mathbf{N}$ be a security parameter. An homomorphic encryption scheme for multiplications and pairing evaluation is composed of the following algorithms:

- KeyGen is a probabilistic algorithm which takes as input $1^{\lambda}$ and outputs the keys pair $(p k, s k)$ of public and secret key respectively, the groups of plaintexts $\mathbf{M}$ and $\mathbf{M}_{\mathbf{t}}$, the sets of ciphertexts $\mathbf{C}$ and $\mathbf{C}_{\mathbf{t}}$ and the pairing e: $\mathbf{M} \times \mathbf{M} \rightarrow$ $\mathbf{M}_{\mathbf{t}}$. The description of the groups $\mathbf{M}, \mathbf{M}_{\mathbf{t}}, \mathbf{C}, \mathbf{C}_{\mathbf{t}}$ and of the pairing e will be common parameters for each of the following algorithms;
- Encrypt is a probabilistic algorithm which takes as inputs $1^{\lambda}$, the public key $p k$ and a plaintext $m$. If $m \in \mathbf{M}$ it outputs a ciphertext $c \in \mathbf{C}$ else if $m \in \mathbf{M}_{\mathbf{t}}$ it outputs a ciphertext $c \in \mathbf{C}_{\mathbf{t}}$;
- Decrypt is a deterministic algorithm which takes as inputs $1^{\lambda}$, the secret key sk and a ciphertext $c$. It outputs either a plaintext $m$ (in $\mathbf{M}$ if $c \in \mathbf{C}$ and in $\mathbf{M}_{\mathbf{t}}$ if $c \in \mathbf{C}_{\mathbf{t}}$ ) or $\perp$;
- EvalMul is a probabilistic algorithm which takes as inputs $1^{\lambda}$, the public key $p k$ and two ciphertexts $c$ and $c^{\prime}$ of unknown plaintexts $m$ and $m^{\prime}$ of the same group. If $c$ and $c^{\prime}$ are elements of $\mathbf{C}$, it outputs an element $c^{\prime \prime} \in \mathbf{C}$ which is a random encryption ${ }^{1}$ of $m \times_{\mathbf{M}} m^{\prime}$; else if $c$ and $c^{\prime}$ are elements of $\mathbf{C}_{\mathbf{t}}$ it outputs a random encryption $c^{\prime \prime} \in \mathbf{C}_{\mathbf{t}}$ of $m \times_{\mathbf{M}_{\mathbf{t}}} m^{\prime}$;

[^0]- EvalPair is a probabilistic algorithm which takes as inputs $1^{\lambda}$, a public key $p k$, and two ciphertexts $c$ and $c^{\prime}$ of $\mathbf{C}$ of unknown plaintexts $m$ and $m^{\prime}$ of $\mathbf{M}$. It outputs a random encryption $c^{\prime \prime} \in \mathbf{C}_{\mathbf{t}}$ of $e\left(m, m^{\prime}\right) \in \mathbf{M}_{\mathbf{t}}$.

These algorithms must verify the different correctness properties, defined as follows. For all $\lambda \in \mathbf{N}$,

$$
\begin{array}{r}
\operatorname{Pr}\left[(p k, s k) \stackrel{\$}{\leftarrow} \operatorname{KeyGen}\left(1^{\lambda}\right), m \stackrel{\$}{\leftarrow} \mathbf{M} \cup \underset{\mathbf{M}}{ }, c \stackrel{\$}{\stackrel{\operatorname{En}}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m\right):}\right. \\
\left.\operatorname{Decrypt}\left(1^{\lambda}, s k, c\right)=m\right]=1 .
\end{array}
$$

$$
\begin{aligned}
& \operatorname{Pr}\left[(p k, s k) \stackrel{\$}{\leftarrow} \operatorname{KeyGen}\left(1^{\lambda}\right), m \stackrel{\$}{\leftarrow} \mathbf{M}, m^{\prime} \stackrel{\$}{\leftarrow} \mathbf{M},\right. \\
& c \stackrel{\Phi}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m\right), c^{\prime} \stackrel{\$}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m^{\prime}\right), c^{\prime \prime} \stackrel{\$}{\leftarrow} \operatorname{EvalMul}\left(1^{\lambda}, c, c^{\prime}, p k\right): \\
& \\
& \left.\quad \operatorname{Decrypt}\left(1^{k}, s k, c^{\prime \prime}\right)=m \times_{\mathbf{M}} m^{\prime}\right]=1 \\
& \operatorname{Pr}\left[(p k, s k) \stackrel{\$}{\leftarrow} \operatorname{KeyGen}\left(1^{\lambda}\right), m \stackrel{\$}{\leftarrow} \mathbf{M}_{\mathbf{t}}, m^{\prime} \stackrel{\$}{\leftarrow} \mathbf{M}_{\mathbf{t}},\right. \\
& c \stackrel{\Phi}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m\right), c^{\prime} \stackrel{\$}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m^{\prime}\right), c^{\prime \prime} \stackrel{\$}{\leftarrow} \operatorname{EvalMul}\left(1^{\lambda}, c, c^{\prime}, p k\right): \\
& \left.\quad \operatorname{Decrypt}\left(1^{k}, s k, c^{\prime \prime}\right)=m \times \times_{\mathbf{M}_{\mathbf{t}}} m^{\prime}\right]=1
\end{aligned}
$$

and for pairing evaluation:

$$
\begin{aligned}
& \operatorname{Pr}\left[(p k, s k) \stackrel{\$ \operatorname{KeyGen}\left(1^{\lambda}\right), m \stackrel{\$}{\leftarrow} \mathbf{M}, m^{\prime} \stackrel{\$}{\leftarrow} \mathbf{M},}{ } \begin{array}{rl}
\stackrel{\$}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m\right), c^{\prime} \stackrel{\$}{\leftarrow} \operatorname{Encrypt}\left(1^{\lambda}, p k, m^{\prime}\right), c^{\prime \prime} \stackrel{\$}{\leftarrow} \operatorname{EvalPair}\left(1^{\lambda}, c, c^{\prime}, p k\right): \\
& \left.\operatorname{Decrypt}\left(1^{k}, s k, c^{\prime \prime}\right)=e(m, m)^{\prime}\right]=1
\end{array}\right.
\end{aligned}
$$

At that point, it is important to keep in mind that in our scheme, a first level of plaintexts will lie in the group ( $\mathbf{M}, \times_{\mathbf{M}}$ ) and their corresponding ciphertexts will lie in the set $\mathbf{C}$. Once EvalPair is evaluated on two such ciphertexts, the result is an encryption of the pairing of the original first level plaintexts from $\mathbf{M}$ and so lies in $\mathbf{C}_{\mathbf{t}}$ : this gives a second level of ciphertexts, corresponding to the second level of plaintexts $\mathbf{M}_{\mathbf{t}}$. Since the homomorphic property will also apply on the second level, it is possible to obtain the encryption of products of such pairings. This is why our scheme is homomorphic for the two multiplications $\times_{\mathrm{M}}$ and $\times_{\mathbf{M}_{\mathrm{t}}}$ and for the pairing evaluation.

Another important remark is that the scheme can not be semantically secure for the whole message set: The first stage adversary of the indistinguishability game can pick one plaintext in $\mathbf{M}$ and the other one in $\mathbf{M}_{\mathbf{t}}$. Then the second stage adversary will observe if the challenge ciphertext is in $\mathbf{C}$ or $\mathbf{C}_{\mathbf{t}}$. The semantic security of the scheme will rather hold for plaintexts of $\mathbf{M}$ and for plaintexts of $\mathbf{M}_{\mathbf{t}}$ separately.

## 3 General Setting

In this section, we first give a natural generic construction of an homomorphic scheme on which our instance of an homomorphic encryption scheme for multiplications and pairing evaluation will be based. This construction is quite
natural but the algorithmic problem on which relies the one wayness of the scheme is not. That's why we give in Subsection 3.3 a particular setting of this construction for which the one wayness of the scheme is related to a classical splitting problem. This construction generalizes the scheme from [GBD05] in an abstract group with more than 2 subgroups. This generalization actually allows the design of richer cryptosystems: indeed, the scheme from [GBD05] does not support bilinear groups (see Subsection 4.2), whereas it is possible to implement our framework with such specific groups, which leads to an encryption scheme which is more versatile. In the next section, we show how to apply this construction to pairing-friendly elliptic curves to get the homomorphic encryption scheme for multiplications and pairing evaluation.

### 3.1 A Generic Construction

Let $\lambda \in \mathbf{N}$ be a security parameter and $k$ be a fixed integer. Let $\mathbf{G}$ be a finite Abelian multiplicative group and for $i \in\{1, \ldots, k\}, \mathbf{H}_{i}$ is a subgroup of $\mathbf{G}$ of order denoted by $\left|\mathbf{H}_{i}\right|$. We impose that the orders of the subgroups $\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$ are $k$ distinct integers of $\lambda$ bits such that $\operatorname{gcd}\left(\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|\right)=1$. We denote $\left(u_{1}, \ldots, u_{k}\right)$ the integers such that $\sum_{i=1}^{k} u_{i}\left|\mathbf{H}_{i}\right|=1$. We call Bézout the algorithm which computes these $k$ values from the orders $\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|$.

In the following, whenever a group appears in the input or output of an algorithm, it means that an efficient way to compute the group law is known and that we can sample random elements of this group. For example, the groups are cyclic and a generator is given.

We denote as GroupsGen the probabilistic algorithm that takes as input $1^{\lambda}$ and outputs the tuple $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k},\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|\right)$. The public key $p k$ consists of the groups $\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$ whereas the private key $s k$ will consist of their orders and the Bézout coefficients. More precisely, the key generation algorithm is as follows:

```
Algorithm KeyGen(1 \({ }^{\lambda}\) )
    \(\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k},\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|\right) \stackrel{\$ \operatorname{GroupsGen}\left(1^{\lambda}\right)}{\leftarrow}\)
    \(\left(u_{1}, \ldots, u_{k}\right) \leftarrow \operatorname{Bézout}\left(\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|\right)\)
    \(p k \leftarrow\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)\)
    \(s k \leftarrow\left(\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|, u_{1}, \ldots, u_{k}\right)\)
    return \((p k, s k)\)
```

The encryption algorithm will use the homomorphism $\Pi: \mathbf{G} \rightarrow \mathbf{G} / \mathbf{H}_{1} \times$ $\cdots \times \mathbf{G} / \mathbf{H}_{k}$. This homomorphism is the Cartesian product of the surjective homomorphisms $\pi_{i}: \mathbf{G} \rightarrow \mathbf{G} / \mathbf{H}_{i}$ for $i=1, \ldots, k$. The set of plaintexts is defined to be $\mathbf{G}$. Let $m$ be an element of $\mathbf{G}$ : It is encrypted as a random representative of the $k$-tuple of classes $\Pi(m)=\left(m \mathbf{H}_{1}, \ldots, m \mathbf{H}_{k}\right) \in \mathbf{G} / \mathbf{H}_{1} \times \cdots \times \mathbf{G} / \mathbf{H}_{k}$. For example, when generators $\left(h_{1}, \ldots, h_{k}\right)$ of $\left(\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)$ are publicly known, an encryption of $m$ consists therefore of $\left(m h_{1}^{r_{1}}, \ldots, m h_{k}^{r_{k}}\right)$ for random $r_{1}, \ldots, r_{k} \in$
$\{1, \ldots,|\mathbf{G}|\}$. To decrypt $C=\left(c_{1}, \ldots, c_{k}\right) \in \mathbf{G}^{k}$, one computes $\prod_{i=1}^{k} c_{i}^{u_{i}\left|H_{i}\right|}$. If $C$ is an encryption of $m$, then $\prod_{i=1}^{k} c_{i}^{u_{i}\left|\mathbf{H}_{i}\right|}=m^{\sum_{i=1}^{k} u_{i}\left|\mathbf{H}_{i}\right|}=m$, and the encryption scheme is correct.

More formally, the encryption and decryption algorithms are described bellow. It is easy to see that this gives an homomorphic scheme : if $C_{1}$ (resp. $C_{2}$ ) is an encryption of $m_{1}$ (resp. $m_{2}$ ) then $C_{1} C_{2}$ (with the component-wise multiplication) is an encryption of $m_{1} m_{2}$ that can be randomized by a multiplication by a random element of $\left(\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)$.

```
Algorithm Encrypt \(\left(1^{k}, p k, m\right)\)
    \(\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right) \leftarrow p k\)
    \(C \stackrel{\$}{\leftarrow} \Pi(m)\)
    return \(C\)
```

```
\(\underline{\text { Algorithm } \operatorname{Decrypt}\left(1^{k}, s k, C\right)}\)
    \(\left(c_{1}, \ldots, c_{k}\right) \leftarrow C\)
    \(\left(\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|, u_{1}, \ldots, u_{k}\right) \leftarrow s k\)
    \(m \leftarrow \prod_{i=1}^{k} c_{i}^{u_{i}\left|\mathbf{H}_{i}\right|}\)
    return \(m\)
```


### 3.2 Security of the Generic Construction

The total break under a chosen plaintext attack of the scheme presented in the previous subsection is equivalent to the following problem: given $\mathbf{G}$ and $k$ of its subgroups $\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$, find the orders of $\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$. This is a standard orderfinding problem which can be solved with standard algorithms for computing discrete logarithms. These algorithms are of complexity either exponential or sub-exponential in the security parameter, depending on context (when the discrete logarithm is supposed to be hard). If the order of $\mathbf{G}$ is given, the total break is equivalent to the factorization of this number, which is at least a $\lambda$ bit integer (note that not the whole factorization of $|\mathbf{G}|$ might be found). The best algorithms for factoring have a sub-exponential complexity.

The one wayness of the scheme under a chosen plaintext attack is equivalent to the difficulty of the following problem: Given a random representative of the image $\Pi(m) \in \mathbf{G} / \mathbf{H}_{1} \times \cdots \times \mathbf{G} / \mathbf{H}_{k}$, recover $m \in \mathbf{G}$. In the next subsection, we give a specific setting where this problem is equivalent to a more common problem, namely the splitting problem [Gjo05].

Concerning the indistinguishability under a chosen plaintext attack, we define the following problem, which is generally called a subgroup membership problem. In this specific form it is a direct generalization of the symmetric subgroup membership problem (cf. [Gjo04,Gjo05]), where $k=2, \mathbf{H}_{1} \cap \mathbf{H}_{2}=\{1\}$ and $\mathbf{G}=\mathbf{H}_{1} \mathbf{H}_{2}$.

Definition 2 (Generalized Symmetric Subgroup Membership Problem). The generalized symmetric subgroup membership problem (GSSMP) consists, given the tuple $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)$ as input, in distinguishing the two distributions $\mathbf{G} \times \cdots \times \mathbf{G}$ and $\mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}$. More formally, let us consider the following random experiment:

```
\(\underline{\text { Experiment }} \operatorname{Exp}_{\text {GroupsGen }}^{\mathrm{GSSMP}}(\mathcal{A})\)
    \(\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k},\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|\right) \stackrel{\$}{\leftarrow} \operatorname{GroupsGen}\left(1^{\lambda}\right)\)
    \(b^{\star} \stackrel{\$}{\leftarrow}\{0,1\}\)
    if \(b^{\star}=0\) then \(X \stackrel{\$}{\leftarrow} \mathbf{G} \times \cdots \times \mathbf{G}\)
    else \(X \stackrel{\$}{\leftarrow} \mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}\)
\(b \leftarrow \mathcal{A}\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, X\right)\)
if \(b=b^{\star}\) then return 1
    else return 0
```

The advantage of $\mathcal{A}$ in solving the generalized symmetric subgroup membership problem is

$$
\operatorname{Adv}_{\mathrm{GroupsGen}}^{\operatorname{GSSMP}}(\mathcal{A})=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{GroupsGen}}^{\operatorname{GSSMP}}(\mathcal{A})=1\right]-\frac{1}{2}\right|
$$

Theorem 1 (ind - cpa). Let $k$ be an integer. If there exists an attacker against the indistinguishability of the generic encryption scheme of subsection 3.1 with parameter $k$ in a chosen plaintext attack with security parameter $\lambda$, running time $\tau$ and advantage $\varepsilon$, then there exists an algorithm for the generalized symmetric subgroup membership problem with the same security parameter, advantage $\varepsilon / 2$ and running time $\tau+T_{k-M u l}$ where $T_{k-M u l}$ is the time to perform $k$ multiplications in $\mathbf{G}$.

Proof. Suppose that $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is an ind - cpa attacker against the generic encryption scheme, denoted by $\mathcal{E}$. The following distinguisher $\mathcal{D}$ will break a challenge of the form $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, X\right)$ for the GSSMP thanks to its oracle access to $\mathcal{A}$.

```
\(\underline{\text { Distinguisher } \mathcal{D}\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, X\right)}\)
    \(\left(x_{1}, \ldots, x_{k}\right) \leftarrow X\)
    \(\left(m_{0}, m_{1}, s\right) \leftarrow \mathcal{A}_{1}\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)\)
    \(b^{\star} \stackrel{\$}{\leftarrow}\{0,1\}\),
    \(C \leftarrow\left(m_{b^{\star}} x_{1}, \ldots, m_{b^{\star}} x_{k}\right)\)
    \(b \leftarrow \mathcal{A}_{2}(s, C)\)
    if \(b^{\star}=b\) then return 1
        else return 0
```

If $X \stackrel{\$}{\leftarrow} \mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}$, then $C$ is a correct encryption of $m_{b^{\star}}$ and $\mathcal{D}$ outputs 1 if and only $\mathcal{A}_{2}$ has correctly guessed the value of $b^{\star}$. Therefore

$$
\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{GroupsGen}}^{\mathrm{GSSMP}}(\mathcal{D})=1 \mid X \stackrel{\$}{\leftarrow} \mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}\right]=\operatorname{Pr}\left(\operatorname{Exp}_{\mathcal{E}}^{\mathrm{ind}-\mathrm{cpa}}(\mathcal{A})=1\right)
$$

If $X \stackrel{\$}{\leftarrow} \mathbf{G} \times \cdots \times \mathbf{G}$, then $C$ is independent of $b^{\star}$, so $\mathcal{A}_{2}$ has no advantage in guessing the right value of this bit, and $\mathcal{D}$ outputs 1 with probability $1 / 2$. Therefore,

$$
\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{GroupsGen}}^{\mathrm{GSSMP}}(\mathcal{D})=1\right]=\frac{1}{2}\left(\operatorname{Pr}\left(\operatorname{Exp}_{\mathcal{E}}^{\mathrm{ind}-\mathrm{cpa}}(\mathcal{A})=1\right)+\frac{1}{2}\right)
$$

and

$$
\mathbf{A d v}_{\mathrm{GroupsGen}}^{\mathrm{GSSMP}}(\mathcal{D})=\frac{1}{2} \mathbf{A d v}_{\text {Scheme }}^{\mathrm{ind}-\mathrm{cpa}}(\mathcal{A})
$$

Remark that conversely, given a distinguisher for the GSSMP, it is trivial to build an attacker for the semantic security. As a result, the two problems are polynomially equivalent.

### 3.3 A Particular Setting

A particular specialization of the generic construction of subsection 3.1, is when there exists subgroups $\mathbf{G}_{1}, \ldots, \mathbf{G}_{k}$ of $\mathbf{G}$ such that $\mathbf{G}=\prod_{i=1}^{k} \mathbf{G}_{i}$ and $\mathbf{G}_{i} \cap \mathbf{G}_{j}=$ $\{1\}$ if $i \neq j$. We suppose that $\left|\mathbf{G}_{1}\right|, \ldots,\left|\mathbf{G}_{k}\right|$ are $k$ distinct primes of $\lambda /(k-1)$ bits. In this case, we define the subgroups $\mathbf{H}_{i}$ as $\mathbf{H}_{i}=\prod_{j \neq i} \mathbf{G}_{j}$ for $i \in\{1, \ldots, k\}$.

We denote as GroupsGen' the algorithm that takes as input $1^{\lambda}$ and outputs the tuple

$$
\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k},\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|, \mathbf{G}_{1}, \ldots, \mathbf{G}_{k}\right)
$$

We still suppose that there exists a public method to sample random elements of $\mathbf{G}$ and of the subgroups $\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$. However, it is not necessary that anyone can sample elements of the subgroups $\mathbf{G}_{1}, \ldots, \mathbf{G}_{k}$ (as we shall see in subsection 4.2 , such an implementation of the construction with elliptic curves equipped with pairings, actually leads to an insecure scheme). The encryption scheme is defined in the same way as in subsection 3.1. Only the construction of the subgroups $\mathbf{H}_{1}, \ldots, \mathbf{H}_{k}$ differs (with GroupsGen' instead of GroupsGen).

For each $i \in\{1, \ldots, k\}, \mathbf{G} / \mathbf{H}_{i}$ is isomorphic to $\mathbf{G}_{i}$. We denote as $\phi_{i}$ this isomorphism and as $\Phi$ the Cartesian product of the $\phi_{i}$ for $i \in\{1, \ldots, k\}$. This $\operatorname{map} \Phi$ is an isomorphism between $\mathbf{G} / \mathbf{H}_{1} \times \cdots \times \mathbf{G} / \mathbf{H}_{k}$ and $\mathbf{G}_{1} \times \cdots \times \mathbf{G}_{k}$.

We have the following commutative diagram where each map is an isomorphism:


Let $m$ be an element of $\mathbf{G}$, then there is a unique decomposition of $m$ as a $k$-tuple $\left(m_{1}, \ldots, m_{k}\right) \in \mathbf{G}_{1} \times \cdots \times \mathbf{G}_{k}$ such that $m=\prod_{i=1}^{k} m_{i}$. The map $\Psi$ corresponds to this decomposition, and $\Psi^{-1}$ is the computation of the product $\prod_{i=1}^{k} m_{i}$.

Remark 1. Decrypting a ciphertext $C=\left(c_{1}, \ldots, c_{k}\right)$ associated to the plaintext $m$ is closely related to the decomposition of $\Psi$ as it corresponds to the computation of $\Psi^{-1} \circ \Phi$. More precisely, let us fix $i \in\{1, \ldots, k\}$ and let us consider a representative $c_{i}=m h_{i} \in \mathbf{G}$ of $\pi_{i}(m)$ with $h_{i} \in \mathbf{H}_{i}$. Remember that we have $\sum_{j=1}^{k} u_{j}\left|\mathbf{H}_{j}\right|=1$. Modulo $\left|\mathbf{G}_{i}\right|$ this sum gives $u_{i}\left|\mathbf{H}_{i}\right|=1$ as $\left|\mathbf{G}_{i}\right|$ divides all $\left|\mathbf{H}_{j}\right|$ with $j \neq i$. As a consequence, if $\left(m_{1}, \ldots, m_{k}\right)=\Psi(m)$, then $m_{j}^{u_{i}\left|\mathbf{H}_{i}\right|}=1$ if $j \neq i$ and $m_{i}^{u_{i}\left|\mathbf{H}_{i}\right|}=m_{i}$. The decryption $\prod_{i=1}^{k} c_{i}^{u_{i}\left|\mathbf{H}_{i}\right|}$ gives

$$
\prod_{i=1}^{k} c_{i}^{u_{i}\left|\mathbf{H}_{i}\right|}=\prod_{i=1}^{k}\left(m h_{i}\right)^{u_{i}\left|\mathbf{H}_{i}\right|}=\prod_{i=1}^{k}\left(m_{1} m_{2} \ldots m_{k}\right)^{u_{i}\left|\mathbf{H}_{i}\right|}=\prod_{i=1}^{k} m_{i}=m
$$

To sum up, the decryption process corresponds to the computation of $\left(m_{1}, \ldots, m_{k}\right)$ with $\Phi$ and making their product with $\psi^{-1}$.

In this special setting, breaking the one wayness of the encryption scheme is equivalent to solving a direct generalization of a well known problem, the splitting problem defined in (cf. [Gjo04,Gjo05]) where $k=2$.

Definition 3 (Splitting Problem). The splitting problem consists, given the tuple $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)$ and $m \in \mathbf{G}$, in finding $\left(m_{1}, \ldots, m_{k}\right) \in \mathbf{G}_{1} \times \cdots \times \mathbf{G}_{k}$ such that $m=\prod_{i=1}^{k} m_{i}$. More formally, let us consider the following random experiment:

```
Experiment \(\left.\operatorname{Exp}_{\text {GroupsGen}^{\prime}}{ }^{\mathrm{SP}}\right)\)
    \(\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k},\left|\mathbf{H}_{1}\right|, \ldots,\left|\mathbf{H}_{k}\right|, \mathbf{G}_{1}, \ldots, \mathbf{G}_{k}\right) \leftarrow \operatorname{GroupsGen}^{\prime}\left(1^{\lambda}\right)\)
    \(m \stackrel{\$}{\leftarrow} \mathbf{G}\)
    \(\left(m_{1}, \ldots, m_{k}\right) \leftarrow \mathcal{A}\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, m\right)\)
    if \(\forall i \in\{1, \ldots, k\}, m_{i} \in \mathbf{G}_{i}\) and \(\prod_{i=1}^{k} m_{i}=m\) then return 1
        else return 0
```

The success of $\mathcal{A}$ in solving the splitting problem is

$$
\operatorname{Succ}_{\mathrm{GroupsGen}} \mathrm{SP}^{\mathrm{SP}}(\mathcal{A})=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{GroupsGen}^{\prime}}^{\mathrm{SP}}(\mathcal{A})=1\right]
$$

Theorem 2 (One-Wayness-CPA). If there exists an attacker against the one-wayness under a chosen plaintext attack of the encryption scheme of subsection 3.3 with security parameter $\lambda$, running time $\tau$ and success $\varepsilon$, then there exists an algorithm for the splitting problem with the same security parameter,
success $\varepsilon^{k}$ and running time $\tau+(k+1) T_{k-M u l}+T_{k-I n v}+(k+1) T_{k-R a n d}$ where $T_{k-M u l}$ (resp. $T_{k-I n v}$ ) is the time to perform a multiplication (resp. an inversion) in $\mathbf{G} \times \cdots \times \mathbf{G}$, and $T_{k \text {-Rand }}$ the time to sample a random element of $\mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}$.

Proof. Let us denote $\mathcal{E}^{\prime}$ the encryption scheme of this subsection and suppose that there is an attacker $\mathcal{A}$ which succeeds in breaking the one-wayness of the scheme with probability $\varepsilon=\operatorname{Succ}_{\mathcal{E}^{\prime}}^{\text {ow }}(\mathcal{A})$ and running time $\tau$. We show that this attacker can be used to design a successful algorithm $\mathcal{B}$ which solves the Splitting Problem.

The challenge of $\mathcal{B}$ consists of $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, m\right)$. Let us denote $\Psi(m)=$ $\left(m_{1}, \ldots, m_{k}\right)$, the solution that $\mathcal{B}$ is looking for.

The algorithm $\mathcal{B}$ first retrieves $m_{1}$ thanks to its oracle $\mathcal{A}$. Let $\left(h_{1}, \ldots, h_{k}\right)$ be a random element of $\mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}$ and $f$ another random element of $\mathbf{H}_{1}$. $\mathcal{B}$ builds the ciphertext $C=\left(m h_{1}, h_{2} f, \ldots, h_{k} f\right)$. Denote $\left(1, f_{2}, \ldots, f_{k}\right)=\Psi(f)$. It is easy to see that $C$ is a random encryption of $m_{1} f_{2} f_{3} \ldots f_{k}=m_{1} f$ where $f$ is known by $\mathcal{B}$. As a result, $\mathcal{B}$ forward the public key $\left(\mathbf{G}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}\right)$ and the ciphertext $C$ to $\mathcal{A}$, and gets $m_{1}$ with probability $\varepsilon$. Iterating this procedure, $\mathcal{B}$ outputs $\left(m_{1}, \ldots, m_{k}\right)$ with probability $\varepsilon^{k}, k$ calls to $\mathcal{A}, k+1$ samples of random elements of $\mathbf{H}_{1} \times \cdots \times \mathbf{H}_{k}$ and $(k+1)$ multiplications and one inversion in $\mathbf{G} \times \cdots \times \mathbf{G}$.

Again, there is an equivalence between the two problems. Let us denote $C=\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ an encryption of $m$ where $c_{i}=m h_{i}$, with $h_{i} \in \mathbf{H}_{i}$ for all $i \in$ $\{1, \ldots, k\}$ and $\left(m_{1}, m_{2}, \ldots, m_{k}\right)=\Psi(m)$. For $i \in\{1, \ldots, k\}, \Psi\left(c_{i}\right)=\Psi(m) \Psi\left(h_{i}\right)$ and

$$
\Psi\left(h_{i}\right)=\left(h_{i, 1}, \ldots, h_{i, i-1}, 1, h_{i, i+1}, \ldots, h_{i, k}\right)
$$

due to the construction of $\mathbf{H}_{i}$. As a result, an oracle for the Splitting Problem called on the input $c_{i}$ gives $m_{i}$ in the $i$-th coordinate. With $k$ calls to the oracle, one can retrieve $m=m_{1} m_{2} \ldots m_{k}$ and break the one wayness of the encryption scheme.

### 3.4 Known Implementations of the Construction

Let $p=2 n+1, n=q_{1} q_{2}$ where $p, q_{1}, q_{2}$ are distinct primes. The particular setting described in the previous subsection was used in [GBD05] with $\mathbf{G}$ the cyclic subgroup of the multiplicative group $(\mathbf{Z} / p \mathbf{Z})^{*}$ of order $n$ and $k=2$. The subgroup $\mathbf{H}_{1}=\mathbf{G}_{2}$ (resp. $\mathbf{H}_{2}=\mathbf{G}_{1}$ ) is the cyclic subgroup of order $q_{2}$ (resp. of order $q_{1}$ ). In this work the Splitting Problem was named Projection Problem. This scheme was generalized in an abstract group $\mathbf{G}$ still with $k=2$ in [Bro07]. Our construction can thus be viewed as a generalization of this last work with $k \geq 2$. Other schemes based on the Symmetric Subgroup Membership Problem and the Splitting Problem are implementations of this construction, such as the scheme of [Gjo05].

## 4 A Concrete Homomorphic Scheme for Multiplications and Pairing Evaluation

In this section, we consider the construction of subsection 3.3 in a context of pairing-friendly elliptic curves. This means that there exists a non-degenerate efficiently computable bilinear map $e: \mathbf{G} \times \mathbf{G} \rightarrow \mathbf{G}_{\mathbf{t}}$, where $\mathbf{G}_{t}$ is a group isomorphic to $\mathbf{G}$ called the target group. In this case, $\mathbf{G}$ is essentially a group of points of an elliptic curve. We will then enjoy a double homomorphic property: The homomorphy for the group of points of the elliptic curve and the homomorphy in the target group of the pairing. As a result we will get a secure scheme satisfying Definition 1, which is more versatile than existing schemes.

### 4.1 Implementation of the Generic Construction with Bilinear Groups with Composite Orders

As in the generic construction, let $k$ be a fixed integer and $\lambda \in \mathbf{N}$ be a security parameter. Let $q_{1}, \ldots, q_{k}$ be $k$ distinct prime integers of $\lambda$ bits and $n=\prod_{i=1}^{k} q_{i}$ be the product of these primes. The integer $\ell$ is defined as the smallest integer such that $p=\ell n-1$ is prime and $p \equiv 2(\bmod 3)$. The following construction of a bilinear group with composite order has been initially proposed in [BGN05] with $k=2$.

Let us consider the supersingular elliptic curve of equation $y^{2}=x^{3}+1$ defined over $\mathbf{F}_{p}$. The $\mathbf{F}_{p}$-rational points of this curve form a group of cardinality $p+1=$ $\ell n$ and we denote by $\mathbf{G}$ its subgroup of order $n$. Let $\mathbf{G}_{\mathbf{t}}$ be the subgroup of $\left(\mathbf{F}_{p^{2}}\right)^{\star}$ of order $n$. Finally, let $e: \mathbf{G} \times \mathbf{G} \rightarrow \mathbf{G}_{\mathbf{t}}$ be the modified Weil Pairing as defined in [BF03,Mil04]. In [BRS11], a method with ordinary curves and embedding degree 1 is also proposed which is quite equivalent in terms of efficiency: For the supersingular curve construction, $\rho:=\log p / \log n \approx 1$ ( $\ell$ is less than 10 bits in practice, for a 1500 bits $n$ ) and the embedding degree is 2. In [BRS11], the curves constructed with embedding degree 1 have $\rho \approx 2$. So both constructions are close to the minimum $\rho \times \kappa=2$ where $\kappa$ is the embedding degree.

As in the construction of subsection 3.3 , we denote by $\mathbf{G}_{i}$ the subgroup of $\mathbf{G}$ of order $q_{i}$, for all integers $i \in\{1, \ldots, k\}$ and the subgroups $\mathbf{H}_{i}$ are again defined as $\mathbf{H}_{i}=\prod_{\substack{j=1 \\ j \neq i}}^{k} \mathbf{G}_{j}$. With these groups, one can apply the construction of subsection 3.3 to get an homomorphic encryption scheme in G. Moreover, we can define the corresponding subgroups in $\mathbf{G}_{t}$ and we will get another homomorphic encryption scheme in $\mathbf{G}_{t}$. With the pairing $e$, we get an homomorphic encryption scheme for multiplications and pairing evaluation.

We denote as $\mathcal{B G}$ the algorithm which takes as input $1^{\lambda}$ and $k$ and outputs the tuple

$$
\left(\mathbf{G}, \mathbf{G}_{t}, e, \mathbf{H}_{1}, \ldots, \mathbf{H}_{k}, \mathbf{G}_{1}, \ldots, \mathbf{G}_{k}, q_{1}, \ldots, q_{k}\right)
$$

### 4.2 Insecure Instantiation with $k=2$

If one chooses $k=2$, then $\mathbf{H}_{2}=\mathbf{G}_{1}$ is of order $q_{1}$ and $\mathbf{H}_{1}=\mathbf{G}_{2}$ is of order $q_{2}$. In this case, the corresponding encryption scheme in $\mathbf{G}_{t}$ is a direct generaliza-
tion of the [GBD05] scheme in $\mathbf{F}_{p^{2}}$. Unfortunately, in this case, the Generalized Symmetric Subgroup Membership Problem of Definition 2 is tractable and the encryption scheme is therefore not semantically secure. Indeed, as we want to be able to sample random elements of $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ then generators $h_{1}$ of order $q_{2}$ and $h_{2}$ of order $q_{1}$, must be public. In that case, we can easily recognize elements of $\mathbf{H}_{1} \times \mathbf{H}_{2}$ thanks to the pairing $e$ : Let $\left(x_{1}, x_{2}\right) \in \mathbf{G} \times \mathbf{G}$, then

$$
\left(x_{1}, x_{2}\right) \in \mathbf{H}_{1} \times \mathbf{H}_{2} \Longleftrightarrow e\left(x_{1}, h_{2}\right)=1 \text { and } e\left(x_{2}, h_{1}\right)=1
$$

To see that fact, let $g$ be a generator of $\mathbf{G}$ and let us write $h_{2}=g^{r q_{2}}$ for some $r$ prime to $q_{1}$ and $x_{1}=g^{r^{\prime}}$ for some integer $r^{\prime}$. Then $x_{1}$ is an element of $\mathbf{H}_{1}$ if and only if $q_{1}$ divides $r^{\prime}$, if and only if $e\left(x_{1}, h_{2}\right)=e(g, g)^{r r^{\prime} q_{2}}=1$. The criterion for $x_{2} \in \mathbf{H}_{2}$ holds by symmetry.

In the BGN scheme (cf. [BGN05]), a composite bilinear group with $k=2$ is actually used. However, in that particular scheme, only a random generator of the subgroup $\mathbf{G}_{1}$ is given in the public key which makes the previous attack unfeasible. As a result, only messages modulo $\mathbf{G}_{1}$ can be encrypted. This is not a problem since in the BGN cryptosystem, only small plaintext messages $m$ of $\mathbf{N}$ are encoded with the exponentiation $g \mapsto g^{m}$; the decryption can then be performed by the computation of a small discrete logarithm in basis $g$ modulo $\mathbf{G}_{1}$. In our scheme, we want to encrypt any element of $\mathbf{G}$, that is why we also need to publish a generator of $\mathbf{G}_{2}$ and this attack is then possible. Therefore we need at least $k=3$ to get a secure scheme.

### 4.3 Description of our Scheme with $k=3$

As previously said, to design a secure instantiation from our methodology, we need to use the bilinear groups with composite-order generator $\mathcal{B G}$ with $k$ at least equals to 3. For simplicity, we expose our scheme with $k=3$. This means that the integer $n$ is the product of three primes $n=q_{1} q_{2} q_{3}$. We suppose also that $h_{i}$ are random generators of the groups $\mathbf{H}_{i}$ of orders $n / q_{i}$ for $i=1,2,3$. They can be produced by taking a generator $g$ of $\mathbf{G}$ and setting $h_{i}=g^{\alpha_{i} q_{i}}$, for random $\alpha_{i}$ prime to $n$.

Note that $e(g, g)$ generates the group $\mathbf{G}_{\mathbf{t}}$ and $e\left(g, h_{i}\right)$ generates the subgroup of $\mathbf{G}_{\mathbf{t}}$ of order $n / q_{i}$. We can therefore apply the generic construction in $\mathbf{G}$ and $\mathbf{G}_{\mathbf{t}}$ : to encrypt of elements of $\mathbf{G}_{\mathbf{t}}$, instead of multiplying the message by a random power of $h_{i}$, one has to multiply by a random power of $e\left(g, h_{i}\right)$.

This gives an homomorphic scheme for multiplications and pairing evaluation with $\mathbf{M}=\mathbf{G}, \mathbf{M}_{\mathbf{t}}=\mathbf{G}_{\mathbf{t}}, \mathbf{C}=\mathbf{G}^{3}$ and $\mathbf{C}_{\mathbf{t}}=\mathbf{G}_{\mathbf{t}}{ }^{3}$. This scheme is presented in Figure 1.

Correctness of Decryption and Homomorphic Properties The correctness of the decryption algorithm follows from the generic construction. The homomorphic property of EvalMul for both multiplication in $\mathbf{G}$ and $\mathbf{G}_{\mathbf{t}}$ can be checked easily. Concerning the pairing evaluation, for $i=1,2,3$, we have

```
Algorithm KeyGen(1 \({ }^{\lambda}\) )
    \(\left(\mathbf{G}, \mathbf{G}_{t}, e, \mathbf{H}_{1}, \mathbf{H}_{2}, \mathbf{H}_{3}, \mathbf{G}_{1}, \mathbf{G}_{2}, \mathbf{G}_{3}, q_{1}, q_{2}, q_{3}\right)\)
        \(\stackrel{\$}{\leftarrow} \mathcal{B G}\left(1^{\lambda}, k=3\right)\)
    \(g \stackrel{\$}{\leftarrow} \mathbf{G}\) of order \(n ; g_{t} \leftarrow e(g, g)\)
    for \(i\) from 1 to 3 do
        \(h_{i} \stackrel{\$}{\leftarrow} \mathbf{H}_{i}\) of order \(n / q_{i}\)
        \(h_{t_{i}} \leftarrow e\left(g, h_{i}\right)\)
    \((u, v, w) \leftarrow \operatorname{Bézout}\left(q_{2} q_{3}, q_{1} q_{3}, q_{1} q_{2}\right)\)
    \(n \leftarrow q_{1} q_{2} q_{3}\)
    \(p k \leftarrow\left(g, h_{1}, h_{2}, h_{3}, g_{t}, h_{t_{1}}, h_{t_{2}}, h_{t_{3}}, n, \mathbf{G}, \mathbf{G}_{\mathbf{t}}, e\right)\)
    \(s k \leftarrow p k \cup\left(q_{1}, q_{2}, q_{3}, u, v, w\right)\)
    return \((p k, s k)\)
```

$\underline{\text { Algorithm } \operatorname{Decrypt}\left(1^{\lambda}, s k, C\right)}$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$
$m \leftarrow c_{1}^{u q_{2} q_{3}} \times c_{2}^{v q_{1} q_{3}} \times c_{3}^{w q_{1} q_{2}}$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$
$m \leftarrow c_{1}^{u q_{2} q_{3}} \times c_{2}^{v q_{1} q_{3}} \times c_{3}^{w q_{1} q_{2}}$
return $m$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$
$\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right) \leftarrow C^{\prime}$
for $i$ from 1 to 3 do
$r_{i} \stackrel{\oiint}{\leftarrow}\{1, \ldots, n\}$
$c_{i}^{\prime \prime} \leftarrow e\left(c_{i}, c_{i}^{\prime}\right) h_{t_{i}}^{r_{i}}$
return $\left(c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, c_{3}^{\prime \prime}\right)$

```
Algorithm Encrypt( \(\left.1^{\lambda}, p k, m\right)\)
```

Algorithm Encrypt( $\left.1^{\lambda}, p k, m\right)$
if $m \in \mathbf{G}$ then
if $m \in \mathbf{G}$ then
for $i$ from 1 to 3 do
for $i$ from 1 to 3 do
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$c_{i} \leftarrow m h_{i}^{r_{i}}$
$c_{i} \leftarrow m h_{i}^{r_{i}}$
$C \leftarrow\left(c_{1}, c_{2}, c_{3}\right)$
$C \leftarrow\left(c_{1}, c_{2}, c_{3}\right)$
else
else
for $i$ from 1 to 3 do
for $i$ from 1 to 3 do
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$c_{i} \leftarrow m h_{t_{i}}^{r_{i}}$
$c_{i} \leftarrow m h_{t_{i}}^{r_{i}}$
$C \leftarrow\left(c_{1}, c_{2}, c_{3}\right)$
$C \leftarrow\left(c_{1}, c_{2}, c_{3}\right)$
return $C$

```
    return \(C\)
```

Algorithm EvalPair $\left(1^{k}, p k, C, C^{\prime}\right)$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$

```
Algorithm EvalMul( \(\left.1^{\lambda}, p k, C, C^{\prime}\right)\)
```

Algorithm EvalMul( $\left.1^{\lambda}, p k, C, C^{\prime}\right)$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$
$\left(c_{1}, c_{2}, c_{3}\right) \leftarrow C$
$\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right) \leftarrow C^{\prime}$
$\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right) \leftarrow C^{\prime}$
if $C \in \mathbf{G}^{3}$ then
if $C \in \mathbf{G}^{3}$ then
for $i$ from 1 to 3 do
for $i$ from 1 to 3 do
$r_{i} \stackrel{\notin}{\leftarrow}\{1, \ldots, n\}$
$r_{i} \stackrel{\notin}{\leftarrow}\{1, \ldots, n\}$
$c_{i}^{\prime \prime} \leftarrow c_{i} c_{i}^{\prime} h_{i}^{r_{i}}$
$c_{i}^{\prime \prime} \leftarrow c_{i} c_{i}^{\prime} h_{i}^{r_{i}}$
else
else
for $i$ from 1 to 3 do
for $i$ from 1 to 3 do
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$r_{i} \stackrel{\$}{\leftarrow}\{1, \ldots, n\}$
$c_{i}^{\prime \prime} \leftarrow c_{i} c_{i}^{\prime} h_{t_{i}}^{r_{i}}$
$c_{i}^{\prime \prime} \leftarrow c_{i} c_{i}^{\prime} h_{t_{i}}^{r_{i}}$
return $\left(c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, c_{3}^{\prime \prime}\right)$

```
    return \(\left(c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, c_{3}^{\prime \prime}\right)\)
```

Fig. 1. Our new homomorphic encryption for multiplications and pairing evaluation

$$
e\left(c_{i}, c_{i}^{\prime}\right)=e\left(m h_{i}^{r_{i}}, m^{\prime} h_{i}^{r_{i}^{\prime}}\right)=e\left(m, m^{\prime}\right) \underbrace{e\left(h_{i}^{r_{i}}, m^{\prime}\right) e\left(m, h_{i}^{r_{i}^{\prime}}\right) e\left(h_{i}^{r_{i}}, h_{i}^{r_{i}^{\prime}}\right)}_{\text {of order } n / q_{i}}
$$

and the element $e\left(h_{i}^{r_{i}}, m^{\prime}\right) e\left(m, h_{i}^{r_{i}^{\prime}}\right) e\left(h_{i}^{r_{i}}, h_{1}^{r_{i}^{\prime}}\right)$ lies in the subgroup of $\mathbf{G}_{\mathbf{t}}$ of order $n / q_{i}$, therefore $e\left(c_{i}, c_{i}^{\prime}\right)$ is the $i$-th part of an encryption of $e\left(m, m^{\prime}\right)$.

Security Results The one-wayness of our scheme against chosen plaintext attacks follows from Theorem 2 if the splitting problem is hard. In $\mathbf{G}$, this means it must be hard to decompose an element $m$ in $m_{1}, m_{2}, m_{3} \in \mathbf{G}_{1} \times \mathbf{G}_{2} \times \mathbf{G}_{3}$ such that $m=m_{1} m_{2} m_{3}$. According to Theorem 1 , our encryption scheme is semantically secure against chosen plaintext attacks for messages in $\mathbf{G}$ if the generalized symmetric subgroup membership problem with pairing is hard in $\mathbf{G}$, i.e., if it is hard to distinguish elements of $\mathbf{H}_{1} \times \mathbf{H}_{2} \times \mathbf{H}_{3}$ in $\mathbf{G} \times \mathbf{G} \times \mathbf{G}$, given generators of $\mathbf{G}, \mathbf{H}_{1}, \mathbf{H}_{2}$ and $\mathbf{H}_{3}$ and a pairing $e: \mathbf{G} \times \mathbf{G} \rightarrow \mathbf{G}_{t}$. Given the pairing $e$, it is easy to see that this GSSMP problem in $\mathbf{G}$ reduces to the GSSMP problem in $\mathbf{G}_{t}$. As a consequence, under the assumption that the generalized symmetric subgroup membership problem with pairing is hard in $\mathbf{G}$, our encryption scheme is semantically secure against chosen plaintext attacks for both messages in $\mathbf{G}$ and in $\mathbf{G}_{t}$. This assumption can be proved to hold in the generic group model if factoring $n$ is hard, following the lines of the proofs of [KSW08, Section A.2] and [JS08, Theorem 4].

Regarding the security against adaptive chosen ciphertexts attacks, the cryptosystem being homomorphic, it cannot be even one-way (ow - cca2) in this scenario. Little is known on the security of homomorphic schemes in the cca1 scenario without strong assumptions (cf. [BP04,APK10]). Surprisingly for our cryptosystem, we are able to prove that for messages in $\mathbf{G}$, ind - cca1 security cannot be reached. This result proves that even with strong assumptions, all the homomorphic schemes cannot be proved to be ind - cca1 secure.

Proposition 1. The new homomorphic encryption for multiplications and pairing evaluation of Figure 1 is not ind - cca1 secure for plaintext messages in $\mathbf{G}$.

Proof. Before getting its challenge ciphertext in the ind - ccal experiment, an adversary can use its decryption oracle to decompose a random $x \in \mathbf{G}$ in $x_{1}, x_{2}, x_{3} \in \mathbf{G}_{1} \times \mathbf{G}_{2} \times \mathbf{G}_{3}$ such that $x=x_{1} x_{2} x_{3}$ following the reduction of the proof of Theorem 2 . Knowing elements of $\mathbf{G}_{1}, \mathbf{G}_{2}, \mathbf{G}_{3}$, the subgroups of order $q_{1}$, $q_{2}$ and $q_{3}$, the adversary can now solve the subgroup membership problem like in the case $k=2$ (see subsection 4.2). Hence, he can break the indistinguishability of the scheme.

As the scheme is not ind - cca1 secure in $\mathbf{G}$, from $c=\left(c_{1}, c_{2}, c_{3}\right)$ a ciphertext for $m \in \mathbf{G}$, the attacker can get some information on $m$. For example, the proposition tells us that during a "lunchtime" attack, an attacker can solve the splitting problem and compute elements $x_{1}, x_{2}, x_{3} \in \mathbf{G}_{1} \times \mathbf{G}_{2} \times \mathbf{G}_{3}$. As a result,
he can compute, $e\left(c_{i}, x_{i}\right)=e\left(m_{i}, x_{i}\right)$ for $i \in\{1, \ldots, 3\}$. The product of these three pairings evaluations gives $e(m, x)$. If $x$ is a generator, the adversary can further get the pairing evaluation of $m$ with elements of $\mathbf{G}$ of his choice. Note that this lunchtime attack in not a full break, the adversary only gets a piece of information on the plaintext. Moreover this attack does not apply in $\mathbf{G}_{\mathbf{t}}$. Note also that Proposition 1 can be generalized for all $k$.

### 4.4 Application to Shared Decryption

Our cryptosystem uses three projections whose kernels are subgroups of coprime orders. This particular setting makes it possible to design an original shared decryption process. Suppose that $c=\left(c_{1}, c_{2}, c_{3}\right)$ is an encryption of $m \in \mathbf{G}$. The goal is that three entities $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}$, cooperate to decrypt $c$. Moreover, we want to achieve some kind of robustness, i.e., that each entity can check if the other ones give correct results. The protocol is a simple modification of our cryptosystem (see Figure 1) as follows: at the end of the KeyGen algorithm, performed by a trusted dealer, each $\mathcal{A}_{i}$ is given the public key together with the prime $q_{i}$. The Encrypt, EvalMul and EvalPair algorithms remain unchanged. During the new Decrypt algorithm, each entity recovers $m_{i}:=c_{i}^{u_{i}\left(n / q_{i}\right)}$ where $u_{i}$ is the inverse of $n / q_{i}$ modulo $q_{i}$. Then, in a reconstruction phase, each party broadcasts $m_{i}$ to the others and each party can recover the plaintext message $m=m_{1} m_{2} m_{3}$. The correctness of the decryption follows from Remark 1. Moreover, before the reconstruction, each entity $\mathcal{A}_{i}$ can check the validity of the message sent by the others. Without loss of generality, $\mathcal{A}_{1}$ can compute a random element $x_{2} \in \mathbf{G}_{2}$ (resp. $x_{3} \in \mathbf{G}_{3}$ ) by selecting a random power of $h_{3}^{q_{1}}$ (resp. of $h_{2}^{q_{1}}$ ). Following the discussion at the end of the previous subsection, $\mathcal{A}_{1}$ accepts $m_{2}$ and $m_{3}$ if and only if $e\left(c_{i}, x_{i}\right)$ equals $e\left(m_{i}, x_{i}\right)$ for $i \in\{2,3\}$.

This process can be easily extended to more participants by using our construction with $k>3$. We note that in this protocol, each $\mathcal{A}_{i}$ learns a part of the secret key and can break the semantic security of the scheme as he can generate elements of $\mathbf{G}_{1}, \mathbf{G}_{2}, \mathbf{G}_{3}$ and solve the subgroup membership problem (as in the case $k=2$ ). However, we believe that this protocol is of interest because of its simplicity and originality compared to standard secret sharing techniques.

## 5 Comparison with Other Works and Conclusion

As we saw in subsection 4.2, the BGN scheme from [BGN05] is quite similar to ours but with $k=2$. In that cryptosystem, only small plaintext messages $m$ of $\mathbf{N}$ are encoded with the exponentiation $g \mapsto g^{m}$. This encoding allows to compute sums of messages by computing product of points and to get products with the pairing evaluations. We can also use this encoding in our cryptosystems to get such homomorphic properties. Contrary to our scheme, in the BGN cryptosystem one cannot get encryption of product of arbitrary points, and one cannot get encryption of pairings and of product of pairings. Thus the properties of our scheme are quite different from the ones of BGN.

In [BWY11,Lew12] a general subgroup decision problem is formulated, unifying several decision assumptions made in bilinear composite groups this past few years in the area of (hierarchical) identity-based encryption. This decision problem is different from GSSMP (see Def. 2): two of the subgroups play a different roles from the others, whereas in the problem we consider the role played by all subgroups $\mathbf{H}_{i}$ to be the same.

In [Fre10], Freeman provides a framework to translate features of compositeorder bilinear groups in the prime-order setting. To this purpose, he defines two kinds of property for pairing: cancelling and projecting. Projecting intuitively means that the pairing and some projections maps commute. This is the core of our construction: a projection map is used in the decryption algorithm, since a ciphertext is projected in $\mathbf{G}_{1} \times \mathbf{G}_{2} \times \mathbf{G}_{3} \simeq \mathbf{G} / \mathbf{H}_{1} \times \mathbf{G} / \mathbf{H}_{2} \times \mathbf{G} / \mathbf{H}_{3}$, and the product of each terms gives the plaintext message (cf. Remark 1). The fact that the projection and the pairing commute ensures that the pairing of two ciphertexts in $\mathbf{G}^{3}$ decrypts to the pairing of the corresponding plaintexts.

Our cryptosystem can thus be adapted in the prime-order setting following Freeman's construction of a projecting pairing to convert the BGN cryptosystem. For example, we can obtain a cryptosystem satisfying Definition 1 as follows: Let $e: G \times G \rightarrow G_{t}$ be a symmetric pairing where $G$ and $G_{t}$ are groups of prime order $q$. Freeman's framework (cf. [Fre10, subsection 3.1]) allows to construct a subgroup $\mathbf{H}$ of $\mathbf{G}=G^{3}$, a pairing $\hat{e}: \mathbf{G} \times \mathbf{G} \rightarrow G_{t}^{9}$ and a subgroup $\mathbf{H}_{t}$ of $\mathbf{G}_{t}:=G_{t}^{9}$ such that there exits maps $\pi_{1}: \mathbf{G} \rightarrow \mathbf{G}$ and $\pi_{t}: \mathbf{G}_{t} \rightarrow \mathbf{G}_{t}$ with $\mathbf{H} \subset \operatorname{ker} \pi_{1}, \mathbf{H}_{t} \subset \operatorname{ker} \pi_{t}$ and $\hat{e}\left(\pi_{1}(x), \pi_{1}(y)\right)=\pi_{t}(\hat{e}(x, y))$, for all $(x, y) \in \mathbf{G}^{2}$. The public key consists of $\mathbf{G}, \mathbf{H}, \mathbf{G}_{t}$ and $\mathbf{H}_{t}$. The private key is the maps $\left(\pi_{1}, \pi_{t}\right)$. To encrypt $m \in G$, one computes $c=(m, m, m) h$ where $h$ is a random element of $\mathbf{H}$. Decryption of $c$ is done by applying $\pi_{1}$, which gives $\pi_{1}((m, m, m))$. From that, $m$ is recovered as the first element is a power of $m, m^{s}$ where $s$ is an explicit non zero element of $\mathbf{F}_{q}$. Decryption in $\mathbf{G}_{t}$ is carried out in the same way with the map $\pi_{t}$. The scheme is homomorphic for multiplication and for pairing evaluation thanks to the projecting property.

As for the BGN cryptosystem, this conversion gives a more efficient scheme in terms of key size and computation cost. The ind - cpa security of the converted scheme relies on the Decision Linear Problem.

Our framework also uses a pairing with the cancelling property since we have a decomposition $\mathbf{G}=\mathbf{G}_{1} \mathbf{G}_{2} \mathbf{G}_{3}$ such that $e\left(g_{i}, g_{j}\right)=1$ if $g_{i} \in \mathbf{G}_{i}$ and $g_{j} \in \mathbf{G}_{j}$ with $i \neq j$. This cancelling property is needed for the proof of the result on ind - cca1 security of Proposition 1. Moreover, this property and the relation with the splitting problem is also the core of our application to shared decryption. These properties do not remain after the conversion.

In [MSF10,SC12], the problem of the transposition of all cryptosystems using composite-order bilinear groups in prime-order groups is discussed. In [SC12] a prime-order construction with both cancelling and projecting properties is given, together with a new security proof of the blind signature scheme of [MSF10] in the prime-order setting, which was believed impossible to get outside composite bilinear group.

We leave as open the problem of proving that the additional properties of our cryptosystem, which need particular projecting and cancelling maps, can or can not be instantiated in prime-order groups with a direct approach. An impossible result would answer the open problem left in [SC12].
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[^0]:    ${ }^{1}$ By random encryption, we mean that the distribution of the outputs $c^{\prime \prime}$ of EvalMul is the same as the distribution of the encryption algorithm on inputs $m \times_{\mathbf{M}} m^{\prime}$.

