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Abstract
Let $M$ be a geometrically finite rank one locally symmetric manifolds. We prove that the spectrum of the Laplace operator on $M$ is finite in a small interval which is optimal.

1 Introduction

Let $M$ be a complete Riemannian manifold. The Laplace operator $\Delta$ acts on the compactly supported smooth functions and admits an extension to an unbounded self-adjoint operator on $L^2(M)$. The study of the spectrum of the Laplace operator on geometrically finite hyperbolic manifolds was started by Lax and Phillips in [LP82]. The motivation is to give an exponential error term in the asymptotic distribution of orbits for discrete subgroups of the group of isometries of $M$. They proved that on a geometrically finite real hyperbolic manifold of dimension $n$, the intersection of the interval $(-\frac{(n-1)^2}{4}, 0]$ and the spectrum consists of at most finitely many eigenvalues. Geometrical finiteness means that the quotient manifold has a fundamental domain which is a finitely sided polyhedron.

For general cases (see [Ham04]), Hamenstädt proved that on geometrically finite rank one locally symmetric manifolds $\Gamma \backslash X$, where $X = \mathbb{H}_F^n$ for $F = \mathbb{R}, \mathbb{C}, \mathbb{H}$ or $\mathbb{H}_F^n = \mathbb{H}^2_O$, the intersection of the interval $[-\delta(X)^2/4 + \chi, 0]$ and the spectrum also consists of at most finitely many eigenvalues, where $\chi$ is any positive number and the volume entropy $\delta(X)$ is $(n+1) \dim \mathbb{F} - 2$. In this case, the applications to counting problems were given in [Kim15]. Inspired by the method in [LP82], we generalize the result of Lax and Phillips to the case of rank one locally symmetric manifolds.

**Theorem 1.1.** Let $M = \Gamma \backslash X$ be a geometrically finite rank one locally symmetric manifold. Then the intersection of the spectrum of the Laplace operator and the critical interval $(-\delta(X)^2/4, 0]$ consists of finitely many eigenvalues of finite multiplicities.

**Remark 1.2.** 1. If $M$ has infinite volume, the result is optimal in the following sense. Under the same assumption as in Theorem 1.1, the interval $(-\infty, -\delta(X)^2/4]$ is contained in the essential spectrum of $\Delta$. This can be proved by using [CS14, Theorem 4.4] (or [Don81] and [Bor07, Prop 7.2]). Together with our result, this implies that the essential spectrum of $\Delta$ is exactly $(-\infty, -\delta(X)^2/4]$ when the volume is infinite.

2. In the convex cocompact complex hyperbolic case, the meromorphic extension of the resolvent is already known from [EMM91, Appendix A7]. The finiteness of the spectrum in the critical interval is a consequence of the meromorphic extension, as in [Bor07, Prop.7.3]. The main idea is that an eigenvalue of the Laplace operator in the critical interval corresponds to a pole of the resolvent in $[0, \delta(X)/2]$.

3. In the general convex cocompact rank one case, the finiteness of the discrete spectrum is due to [BO00]. Later, they published a paper [BO08] to treat the geometrically finite rank one case. But they made an additional assumption for quaternion case and they didn’t treat the Cayley hyperbolic case. Our result is new in these two cases.

Unless otherwise stated we assume that the manifolds, the Riemannian metrics and the functions are $C^\infty$ smooth.
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2 Estimates for the spectrum on Riemannian manifolds

2.1 Barta’s trick

Here we will use Barta’s trick, a way to estimate the bottom of the spectrum of the Laplace operator by one good function (see [RT15, Lem.3.3]). Recall that for every complete Riemannian manifold $M$, the bottom of the spectrum of the Laplace operator $\lambda_0(M)$ equals the infimum of the Rayleigh quotients $R(f) = \frac{\int \|\nabla f\|^2 dvol}{\int f^2 dvol}$, over all nonzero smooth functions on $M$ with compact support. Hence it is natural to consider the quantity $\int (\|\nabla f\|^2 - \lambda f^2) dvol$.

Lemma 2.1. Let $u, \varphi$ be two real smooth functions on a Riemannian manifold $M$, the support of $u$ being compact. We have

$$\int \|\nabla (\varphi u)\|^2 dvol = \int \varphi^2\|\nabla u\|^2 dvol - \int u^2\varphi \Delta \varphi dvol. \tag{2.1}$$

Please see [RT15, Lemma 3.3]

Proposition 2.2. Let $M$ be a Riemannian manifold. Let $f$ be a real smooth function on $M$ with compact support. Assume that for some $\lambda > 0$ there exists a smooth function $\varphi$ such that $\varphi > 0$ and $-\Delta \varphi \geq \lambda \varphi$. Then

$$\int \|\nabla f\|^2 dvol - \lambda \int f^2 dvol \geq \int \varphi^2\|\nabla (f/\varphi)\|^2 dvol. \tag{2.2}$$

Proof. Applying Lemma 2.1 with $u = f/\varphi$ implies

$$\int \|\nabla f\|^2 dvol = \int \varphi^2\|\nabla (f/\varphi)\|^2 dvol - \int (f/\varphi)^2\varphi \Delta \varphi dvol$$

$$\geq \int \varphi^2\|\nabla (f/\varphi)\|^2 dvol + \lambda \int f^2 dvol.$$

The proof is complete.

Remark 2.3. Compared with [RT15, Proposition 3.2], we keep the last term $\int \varphi^2\|\nabla (f/\varphi)\|^2$. This term is important and will be exploited in Section 2.2.

The following proposition says that for a Riemannian manifold with quasi-warped product structure, the derivative of the volume density along the vertical geodesic can give us a good control of the bottom of the spectrum.

Proposition 2.4. Let $M = L \times \mathbb{R}$ be a Riemannian manifold with the metric given by

$$g = dt^2 + g(x,t), \tag{2.2}$$

where $g(x,t)$ is a metric on $L \times \{t\}$. We call this a quasi-warped product metric.

The Riemannian volume element can be written as $\omega = dt \times h(x,t)dx$, where $dx$ is the volume element on $L \times \{0\}$ and $h$ is a density function from $L \times \mathbb{R}$ to $\mathbb{R}_{\geq 0}$. Assume that for some $\lambda > 0$ and a nonnegative function $c$ on $\mathbb{R}$, we have

$$\partial_t h \geq 2\lambda (1 - c(t)) h. \tag{2.3}$$
Then for $f \in C_c^\infty(M)$, we have

$$\int \|\nabla f\|^2 \text{dvol} - \lambda^2 \int (1 - 2c(t)) f^2 \text{dvol} \geq \int e^{-2M} \|\nabla (f e^M)\|^2 \text{dvol}. \quad (2.4)$$

**Remark 2.5.** The terminology quasi-warped product is a generalization of warped product in Riemannian geometry. Let $(M_1, g_1), (M_2, g_2)$ be two Riemannian manifolds. The warped product $M_1 \times_f M_2$ is the product manifold $M_1 \times M_2$ equipped with the warped product metric given by

$$g = g_1 + fg_2, \text{ where } f \text{ is a positive function on } M_1.$$

**Proof.** Let $\varphi(x, t) = e^{-M}$. We will prove that $-\Delta \varphi \geq \lambda^2 (1 - 2c(t)) \varphi$ on $L \times \mathbb{R}$. It is sufficient to prove this inequality locally.

Take a local chart on $L$ by $\phi : \mathbb{R}^n \supset U \rightarrow L$. Then $\tilde{\phi} = (\phi, Id) : U \times \mathbb{R} \rightarrow L \times \mathbb{R}$ is a local chart on $M$. We write elements in $U \times \mathbb{R}$ by $(x_1, \ldots, x_n, x_{n+1})$ with $x_{n+1} = t$. By the definition of $\Delta$, we have

$$\Delta \varphi = \frac{1}{\sqrt{|\det(g)|}} \sum_{1 \leq i,j \leq n+1} \partial_i (\sqrt{|\det(g)|} g^{ij} \partial_j \varphi),$$

where $g^{ij}$ is the inverse matrix of the matrix of metric. By definition, we have

$$h(x, t) = \sqrt{|\det(g_{x,t})|}.$$

Since $\varphi$ is a function only depending on $t$ and the formula of metric implies $g^{ij} = 0$ when $j \neq t$, we have

$$\Delta \varphi = \frac{1}{\sqrt{|\det(g)|}} \partial_t (\sqrt{|\det(g)|} \partial_t \varphi) = \frac{1}{h} \partial_t (h \partial_t \varphi) = \partial_t h \partial_t \varphi + \frac{\partial_t h \partial_t \varphi}{h}. \quad (2.5)$$

Due to $\partial_t h \geq 2\lambda (1 - c(t)) h$ and $\partial_t \varphi = -\lambda \varphi < 0$, we have

$$-\Delta \varphi \geq -\partial_t \varphi - 2\lambda (1 - c(t)) \partial_t \varphi = \lambda^2 (1 - 2c(t)) \varphi.$$

Applying Lemma 2.1 with this $\varphi$ and $u = f/\varphi$, we obtain the result. \qed

### 2.2 The Lax-Phillips inequality

Compared with [Ham04], where she fully used the information from the spectrum of the Laplace operator on each component and the negative curvature, the key new input in our article is the observation that the particular form of the Laplace operator gives us more information. A version on $\mathbb{R}$ is as follows:

**Proposition 2.6.** Let $\Delta = \partial_t$ be the standard Laplace operator on $\mathbb{R}$. For every $C > 0$, the positive spectrum of $\Delta + Ce^{-|t|}$ on $L^2(\mathbb{R})$ is finite.

This is a classical result in spectral theory (see [Dav96, Thm 8.5.1] for a similar version, which says that the positive spectrum is at most countable). In Davies’ book, the result comes from a compact perturbation. Another way to prove this type of result is to use the following observation, because the exponential function $e^{-|t|}$ has a very rapid decay. We will give a proof of Proposition 2.6 in Section 3.

**Lemma 2.7.** For every $C_0 > 0$, there exist a compact interval $U$ and $C_1 > 0$ such that for every real smooth, compactly supported function $f$ on $\mathbb{R}$ we have

$$\int \|\nabla f\|^2 + C_1 \int_U f^2 \geq C_0 \int e^{-|t|} f(t)^2 dt. \quad (2.6)$$
We call (2.6) the Lax-Phillips inequality (LPI). This is a consequence of the following elementary lemma.

**Lemma 2.8.** If $g$ is a real smooth bounded function on $\mathbb{R}$, then for all $r$ in $\mathbb{R}_{\geq 0}$ we have

$$\int_r^\infty g(t)^2 e^{-t} dt \leq 2\left(g(r)^2 e^{-r} + \int_r^\infty g'(t)^2 (1 + t - r) e^{-t} dt\right).$$  \hspace{1cm} (2.7)

**Proof.** By the Newton-Leibniz formula,

$$g(t) = g(r) + \int_r^t g'(s) ds.$$  \hspace{1cm} (2.8)

By the Cauchy-Schwarz inequality,

$$g(t)^2 \leq 2g(r)^2 + 2\left(\int_r^t g'(s)^2 ds\right)^2 \leq 2g(r)^2 + 2(t - r) \int_r^t g'(s)^2 ds.$$  \hspace{1cm} (2.9)

Combining (2.8) and (2.9), we have

$$\int_r^\infty g(t)^2 e^{-t} dt \leq \int_r^\infty \left(2g(r)^2 + 2(t - r) \int_r^t g'(s)^2 ds\right) e^{-t} dt = 2\left(g(r)^2 e^{-r} + \int_r^\infty g'(s)^2 (1 + s - r) e^{-s} ds\right).$$

The proof is complete. \hfill \Box

**Proof of LPI (Lemma 2.7).** We divide $\mathbb{R}$ into $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{<0}$. By symmetry, we only need to prove the inequality on $\mathbb{R}_{\geq 0}$. Let $T$ be a large number such that $e^T \geq C_0$. Then by monotonicity, we have $(1 + t - T)e^{-t} \leq 1/C_0$ for all $t \geq T$. Integrating (2.7) on $[T, T + 1]$ with $g = f$, we have

$$\int_{T+1}^\infty f(t)^2 e^{-t} dt \leq \int_T^{T+1} f(t)^2 e^{-t} dt + \frac{1}{C_0} \int_T^\infty f'(t)^2 dt.$$ \hspace{1cm} (2.10)

The result follows by taking $U = [0, T + 1]$ and $C_1 = 2C_0$. \hfill \Box

This idea is already utilized in Theorem 3.3 of [LP82]. The error term $\int e^{-|x|^2} f^2$ is not artificial, which will appear naturally when we estimate the spectrum on the complement of the convex core.

**Corollary 2.9.** Under the same assumption as in Proposition 2.4, if there exists $C_0 > 0$ such that $e^{2\lambda t} / C_0 \leq h(t) \leq C_0 e^{2\lambda t}$ for $t \in \mathbb{R}$, then for every $C > 0$, there exist a compact interval $I$ and a positive constant $C_1$ such that the following holds. For every smooth, compactly supported function $f$ on $L \times \mathbb{R}$ and every compact subset $K$ of $L$, we have

$$\int (\|\nabla f\|^2 - \lambda^2 f^2) dvol + C_1 \int_{K \times I} f^2 dvol \geq C \int_{K \times \mathbb{R}} e^{-|x|^2} f^2 dvol.$$

**Proof.** Let $f_1 = f e^{\lambda t}$. Due to the quasi-warped product structure of the Riemannian metric,

$$\|\nabla f_1\|^2 = \|\nabla f_1\|^2 + \partial_t f_1^2 \geq \partial_t f_1^2,$$  \hspace{1cm} (2.11)

where $\nabla'$ is the gradient on $L \times \{t\}$. Substituting (2.10) into LPI (Lemma 2.7), with the constant $C_2 = C_0^2(C + 2\lambda^2)$, implies that there exist $I$ compact, $C_1 > 0$ such that

$$\int_{L \times \mathbb{R}} \|\nabla f_1(x,t)\|^2 dt + C_1 \int_I f_1(x,t)^2 dt \geq C_2 \int_{L \times \mathbb{R}} e^{-|x|^2} f_1^2(x,t) dt,$$  \hspace{1cm} (2.11)
Integrating (2.11) over $K$ with respect to $dx$, we get
\[ \int_{K \times \mathbb{R}} \| \nabla f_1 \|^2 dx dt + C_1 \int_{K \times I} f_1^2 dx dt \geq (C + 2\lambda^2) \int_{K \times \mathbb{R}} e^{-|t|} f_1^2 dx dt. \]
Using $dvol = h(x,t) dt dx$ and $e^{2\lambda t}/C_0 \leq h(t) \leq C_0 e^{2\lambda t}$, we obtain
\[ \int_{K \times \mathbb{R}} \| \nabla f_1 \|^2 e^{-2\lambda t} dvol + C_1 \int_{K \times I} f^2 dvol \geq (C + 2\lambda^2) \int_{K \times \mathbb{R}} e^{-|t|} f^2 dvol. \]
This formula together with Proposition 2.4 implies the result. \qed

3 Finiteness of the spectrum

**Proposition 3.1.** Let $M$ be a complete Riemannian manifold. If for some smooth bounded function $c(x) \geq 0$, there exists a compact subset $U$ with smooth boundary and $c, C_U > 0$ such that the following holds. For any compact subset $V$ there is $\epsilon_V > 0$ such that for all complex valued function $f \in C_c^\infty(M)$ we have
\[ \int (\| \nabla f \|^2 - c(x)|f|^2) dvol + C_U \int_U |f|^2 dvol \geq \epsilon \int_U \| \nabla f \|^2 dvol + \epsilon_V \int_V |f|^2 dvol. \]
Then the positive spectrum of the operator $T = \Delta + c(x)$ consists of at most finitely many eigenvalues of finite multiplicities.

**Proof of Proposition 2.6 from Proposition 3.1.** From Lemma 2.7, we have
\[ \int \left( \| \nabla f \|^2 - \frac{C_0}{4} e^{-|t|} f^2 \right) dt + \frac{1}{2} C_1 \int_U f^2 \geq \frac{1}{2} \int \| \nabla f \|^2 + \frac{C_0}{4} \int e^{-|t|} f(t)^2 dt. \]
Take $C_0 = 4C$ and $c(x) = Ce^{-|x|}$. Then $c(x)$ satisfies (3.1). Therefore, Proposition 2.6 follows from Proposition 3.1. \qed

This is a “baby case” of the main result of this manuscript, whose proof will also follow from Proposition 3.1. We will establish (3.1) for geometrically finite rank one locally symmetric manifolds in Section 5.

It remains to prove Proposition 3.1. Recall some results in spectral theory:

**Definition 3.2.** Let $H$ be a complex Hilbert space, $T$ be a linear operator with the domain of definition $D$, which is dense in $H$. We call $T$ self-adjoint if the domain of definition of its adjoint $T^*$ satisfies $D^* = D$ and $T^*$ equals $T$ on $D$, where $D^*$ is defined as
\[ D^* = \{ f \in H | \exists C_f > 0 \text{ such that } \forall g \in D, \quad |(f,Tg)| \leq C_f |g|_H \}. \]
We call $T$ positive if for every nonzero $f$ in $D$, we have $(Tf,f) > 0$.

**Proposition 3.3.** Let $M$ be a complete Riemannian manifold. Define the space $H_0^1(M)$ as the completion of $C_c^\infty(M)$ under the norm
\[ \| f \|_{H^1} = \| f \|_{L^2} + \| \nabla f \|_{L^2}. \]
Let the domain of the Laplace operator be
\[ D = \{ f \in H_0^1(M) | \Delta f \in L^2(M) \}. \]
Then $\Delta : D \subset L^2 \to L^2$ is a self-adjoint operator.
(See [Tay10b, Sec.8.2] for more details.) For \( f \in C_c^\infty(M) \), define
\[
K(f) = C_U \int_U |f|^2 \text{dvol}, \quad E(f) = \int (|\nabla f|^2 - c(x)|f|^2) \text{dvol},
\]
and \( F(f) = E(f) + K(f) \). Inequality (3.1) implies that \( F \) is a positive definite quadratic form on \( C_c^\infty(M) \). We define a Hilbert space \( H \) as the completion of \( C_c^\infty(M) \) with respect to the norm \( | \cdot |_F \), written as \( H = C_c^\infty(M)_F \).

For an open subset \( V \) of \( M \), we define \( H^1(V) \) as the completion of \( C^\infty(V) \) with respect to the norm \( \|f\|^2_{H^1(V)} = \int_V |f|^2 + \int_V |\nabla f|^2 \).

**Proposition 3.4.** With the same assumption as in Proposition 3.1, there exists a subspace \( H_1 \) of finite codimension in \( H \), on which \( E \) is positive definite.

**Proof.** Because of inequality (3.1), we can define a bounded restriction map from \( H \) to \( H^1(U) \) and compose it with the injection \( \iota \) from \( H^1(U) \) to \( L^2(U) \), that is
\[
S : H \to H^1(U) \xrightarrow{\iota} L^2(U).
\]
Let \( S^* \) be the adjoint of \( S \), then \( S^*S : H \to H \) is a self-adjoint operator. For \( f \in H \), we have
\[
F(S^*Sf, f) = \int_U |f|^2 \, \text{dvol} = \frac{1}{C_U} K(f).
\]
By the Rellich theorem [Tay10a, Chapter 4, Proposition 4.4] and the smoothness of the boundary of \( U \), the injection \( \iota \) is compact. Therefore \( S^*S \) is a compact self-adjoint operator. The set of eigenvalues has a unique accumulation point 0. In a subspace of finite codimension in \( H \), we have \( |K(f)| = C_U |F(S^*Sf, f)| \leq \frac{1}{2} |F(f)| \). Therefore
\[
E(f) = F(f) - K(f) \geq \frac{1}{2} F(f).
\]
The proof is complete. \( \square \)

**Proposition 3.5.** If \( T \) is a self-adjoint operator on a Hilbert space \( H \), then there is a decomposition
\[
H = H_+ \oplus H_- \oplus \ker T
\]
such that \( T \) preserves the decomposition, \( T \) is self-adjoint on \( H_+ \), \( H_- \) and \( T \) is positive, negative on \( H_+ \), \( H_- \), respectively.

If there exists \( \lambda > 0 \) such that \( \lambda I_0 - T \) is positive, then \( H_+ \) in the above decomposition is actually in \( D \), the domain of definition.

(See [Lax02, 32 Thm1] for more details.)

**Proof of Proposition 3.1.** By definition,
\[
\|f\|_F \leq \|f\|_{L^2} + \|\nabla f\|_{L^2} = \|f\|_{H^1}.
\]
Thus we can extend the injection \( C_c^\infty(M) \to H \) to an application \( j : H^1_0(M) \to H \). By (3.1), for any compact subset \( V \) of \( M \), we have \( F(f) \geq c_V \int_V |f|^2 \) for \( f \) in \( C_c^\infty(M) \). Therefore \( j \) is injective and can be seen as an inclusion.

Since \( \Delta \) is self-adjoint and \( c \) is bounded, the operator \( T = \Delta + c(x) \) is also self-adjoint. Since \( (\|c\|_{\infty} + 1)I_0 - T \) is positive, by using Proposition 3.5 with \( T \) and \( H = L^2(M) \), we have \( H_+ \subset D \subset H^1_0(M) \subset H \). For a nonzero element \( u \) in \( H_+ \), we have
\[
E(u) = \int_M (|\nabla u|^2 - c(x)|u|^2) \text{dvol} = \int_M -(Tu)\bar{u} \text{dvol} = -(Tu, u) < 0.
\]
Proposition 3.4 implies \( H_1 \cap H_+ = \{0\} \), therefore \( H_+ \) is of finite dimension. Due to Proposition 3.5, the operator \( T \) is self-adjoint on \( H_+ \), hence the positive spectrum of \( T \) is finite and each element is an eigenvalue of finite multiplicity. \( \square \)
4 Rank one locally symmetric manifolds

We study the spectrum on cusps and complement of convex sets in this section, which will be used in Section 5 to obtain global result.

4.1 Real rank one globally symmetric spaces

Real rank one globally symmetric spaces are usually classified into four families: $\mathbb{H}^n_2 = SO_o(1,n)/SO(n)$, $\mathbb{H}^n_3 = PU(1,n)/U(n)$, $\mathbb{H}^n_4 = PSp(1,n)/(Sp(1) \times Sp(n))$ and an exceptional one, the Cayley hyperbolic plane $\mathbb{H}^2_3 = F_4/Spin(9)$. For the first three types, we have a uniform treatment by projective models, in which the metric and the curvature can be computed explicitly (see for example [Mos73], [Pan89], [Qui06]). But the Cayley hyperbolic plane needs different model.

The space $\mathbb{H}^n_2$ is a Riemannian manifold with pinched curvature between $-1$ and $-4$. The ideal boundary of the symmetric space $\mathbb{H}^n_2$, denoted by $\partial \mathbb{H}^n_2$, is the set of equivalent classes of geodesic rays. From now on, abbreviate $\mathbb{H}^n_2$, $\partial \mathbb{H}^n_2$, $\mathbb{H}^n_2 \cup \partial \mathbb{H}^n_2$ to $X$, $X_I$, $X_c$. Equip $X_c$ with the topology such that $X_c$ becomes a compact manifold with boundary. The space $X$ is homeomorphic to an open ball of dimension $n \dim_{\mathbb{R}} F$, and $X_c$ is homeomorphic to a closed ball of the same dimension. Let $\xi$ be a point in $X_I$, and let $x, y$ be two points in $X$. We define the Busemann function by

$$b_\xi(x, y) = \lim_{t \to +\infty} (d(x, \gamma(t)) - d(y, \gamma(t))),$$

where $d$ is the distance induced by the Riemannian metric, and $\gamma(t)$ is a geodesic ray asymptotic to $\xi$. Let $o$ be a fixed reference point in $X$. The level sets of $b_\xi(\cdot, o)$ are called horospheres based at $\xi$. A horoball based at $\xi$ is a set $b_{\xi}(\cdot, o)^{-1}(-\infty, r]$.

We introduce the horospherical model for $X$ following [Pan89, Section 9]. Fix a point $\infty$ of $X_I$. Let $G$ be the group of isometries of the symmetric space $X$. Let $G = KAN$ be the Iwasawa decomposition with $A$ and $N$ fixing $\infty$, and $K$, a maximal compact subgroup, fixing $o$. The group $A$ is isomorphic to $\mathbb{R}$ and $N$ is a simply connected nilpotent Lie group. Let $Z = K \cap \text{Stab}_\infty(G)$. Here $Z$ is also the maximal subgroup of $K$ which commutes with $A$. Let $\mathcal{N}$ be the Lie algebra of $N$. The group $A$ normalizes $N$, and the conjugation action of $A$ induces an automorphism on $\mathcal{N}$. We make a choice of a particular generator of $A$ such that $\mathcal{N}$ admits a decomposition

$$\mathcal{N} = V^1 \oplus V^2,$$

where $V^j$ equals to $\text{Ker}(\text{Ad}(a_t) - e^t)$ for $t \neq 0$ and $a_t$ is an element in $A$. Moreover, $V^2$ is the centre of $\mathcal{N}$ and $[V^1, V^1] = V^2$. We can identify $V^1, V^2$ with $\mathbb{F}^n$, $\mathbb{F}$, and the Lie algebra structure is given by

$$[(x_1, \ldots, x_{n-1}), (y_1, \ldots, y_{n-1})] = \mathfrak{3} \sum_{j=1}^{j=n-1} x_j y_j.$$

Starting from $V^1 \oplus V^2$, we obtain two left invariant distributions $W^1, W^2$ on $N$. Let $\alpha$ be the endomorphism on $\mathcal{N}$, which is the differential of $\text{Ad}(a_t)$ at $t = 0$, mapping vector $v$ in $V^j$ to $jv$. Let $e^t$ be the induced automorphism on $\mathcal{N}$. Let $c(t)$ be the geodesic ray starting from $o$ to $\infty$, that is $c(t) = a_t o$. We have a diffeomorphism from $N \times A$ to $X$ given by $(\nu, t) \mapsto \nu \cdot c(t)$, and the action of $A$ reads as $a_t(\nu, s) = (e^t a_t \nu, t + s)$. Let $m = (n - 1) \dim_{\mathbb{R}} F$ and $q = \dim_{\mathbb{F}} F - 1$. The hyperbolic metric on $X$ can be written as

$$g = g_t \oplus dt^2,$$

where these left invariant metrics $g_t$ on $N$ have, under the distribution $W^1, W^2$, a matrix of the form

$$\begin{pmatrix}
  e^{2t} I_{md} & 0 \\
  0 & e^{4t} I_d
\end{pmatrix}.$$
We also need to calculate the Riemann curvature tensor. Let $n$ be the unit tangent vector at $o$ to the geodesic $c(t)$. If $v \in V^1$, then $n, v$ are tangent to a totally real 2–plane of curvature $-1$. If $v \in V^2$, then $n, v$ are tangent to a $\mathbb{F}$–line of curvature $-4$. Therefore

$$R(n, v_j, n) = -j^2 v_j \text{ for } v_j \in V^j \quad j = 1, 2.$$  \hfill (4.2)

We introduce a half space model. As in the horospherical model, with $o$ in $X$ and $\infty$ in $X_I$ fixed, let $y = e^{-t}$. The coordinate map is replaced by a map from $N \times \mathbb{R}_{>0}$ to $X$, that is $(\nu, y) \mapsto \nu \cdot c(\log y)$. We also give a differential structure to $X_c$. Locally the compactification is obtained by adding the hyperplane $\{ y = 0 \}$. Locally, this also gives a differential structure to the manifold with boundary. If we fix another point in $X_I$, and give a differential structure by the same procedure, then by the compatibility of the differential structures, we have a differential structure on $X_c$.

4.2 Discrete subgroups

Recall that $G$ is the group of isometries of the symmetric space $X$, and let $\Gamma$ be a discrete subgroup of $G$. The group $\Gamma$ may have torsion. In the geometrically finite case, the group $\Gamma$ is always finitely generated \cite[Prop5.5.1]{Bow95}. We can use a result of Selberg \cite{Sel60}, passing to a normal subgroup $\Gamma'$ which is of finite index in $\Gamma$ and has no torsion. Since the spectrum of the Laplace operator on a finite covering space contains the spectrum of the original one, we suppose that $\Gamma$ is without torsion.

Fix a point $x$ in $X$, and let $\Gamma \cdot x$ be the closure of the orbit $\Gamma \cdot x$ in $X_c$. The limit set of the group $\Gamma$ is defined by

$$\Lambda(\Gamma) = X_I \cap \Gamma \cdot x.$$  

This definition of the limit set is independent of the choice of $x$. Let $\Omega = X_I - \Lambda(\Gamma)$. Since the actions of $\Gamma$ on $X \cup \Omega$ and $X$ are properly discontinuous \cite[Prop3.2.6]{Bow95}, we set

$$M_c(\Gamma) = \Gamma \backslash (X \cup \Omega), \quad M(\Gamma) = \Gamma \backslash X.$$  

These are a manifold with boundary and a rank one locally symmetric manifold, respectively.

In order to study the spectrum, we define an energy form, which will be used throughout the paper. Let

$$E(f) = \int_{M(\Gamma)} (\| \nabla f \|^2 - \ell^2 f^2) \, dvol$$  \hfill (4.3)

for $f \in C^\infty_c(M(\Gamma))$, where $\Gamma$ is a discrete subgroup of $G$ and $\ell = \delta(X)/2 = ((n+1) \dim_{\mathbb{R}} \mathbb{F} - 2)/2$ is half the volume entropy.

4.3 Cusps

**Definition 4.1** (Parabolic subgroup). Let $\Pi$ be a subgroup of $G$. We call $\Pi$ parabolic if the set of fixed points of $\Pi$ in $X_c$ consists of a unique point $\xi$ in $X_I$, and $\Pi$ preserves setwise every horosphere based at $\xi$.

Let $\Pi$ be a discrete parabolic subgroup with fixed point $\infty$, a point in $X_I$. We use the horospherical model $N \times A \to X$ introduced in Section 4.1. Then $\Pi$ is a subgroup of $Z \rtimes N$. Recall that $Z$ is the subgroup of $K$ which preserves setwise every horosphere based at $\infty$ and the metric $g_t$ on $N$. The part $N$ of $Z \rtimes N$ acts as translation on $N$ and $Z$ acts as rotation. Let $\Pi \backslash N$ be the quotient space of $N$ under the action of $\Pi$. The quotient manifold satisfies

$$M(\Pi) \simeq (\Pi \backslash N) \times \mathbb{R} \text{ as a topologic space.}$$

We will apply Proposition 2.4 to $M(\Pi)$. Since $\Pi$ preserves the metric $g_t$, we have a quotient metric on $\Pi \backslash N$. The formula (4.1) implies that the metric on $(\Pi \backslash N) \times \mathbb{R}$ is a quasi-warped
Lemma 4.2. Let $E$ be as in (4.3) with $\Gamma = \Pi$. For a function $f \in C^\infty_c((\Pi\setminus N) \times \mathbb{R})$, we have

$$E(f) = \int \|\nabla(e^{\ell t} f)\|^2 e^{-2\ell t} \text{dvol}. \quad (4.4)$$

Given $C > 0$, there exist a compact interval $I \subset \mathbb{R}$ and a constant $C_1 > 0$ such that for all compact set $K$ in $\Pi\setminus N$ we have

$$E(f) + C_1 \int_{K \times I} f^2 \text{dvol} \geq C \int_{K \times \mathbb{R}_{\geq 0}} e^{-t} f^2 \text{dvol}. \quad (4.5)$$

### 4.4 Convex subsets and the normal exponential map

We need a lemma which says that in the normal exponential coordinate, the Riemannian manifold has a quasi-warped product metric. This lemma is similar to the Gauss lemma, where

Let $S$ be a smooth hypersurface of a Riemannian manifold $M$. Then for every $x$ in $S$ and $s \geq 0$, the curve $\gamma_x : t \to \exp_x(t(n(x)))$ is normal to the hypersurfaces $\exp^\perp(S \times \{s\})$.

**Definition 4.4.** Let $M$ be a complete Riemannian manifold, and let $D$ be a closed subset of $M$. We call $D$ geodesically convex if the preimage $\tilde{D}$ of $D$ in the universal cover $\tilde{M}$ is convex, that is for any two points $x,y$ in $\tilde{D}$ all geodesics between $x$ and $y$ are contained in $\tilde{D}$.

Let $M$ be a rank one locally symmetric manifold such that its universal cover has volume entropy $2\ell$. Let $D$ be a geodesically convex closed subset of $M$ with non empty interior and with smooth boundary. Let $S = \partial D$, and let $\exp^\perp : S \times \mathbb{R}_{\geq 0} \to M$ be the outer normal exponential map given by $\exp^\perp(x,t) = \exp_x(t(n(x)))$. Assume $\exp^\perp$ is an embedding. Then for every $x$ in $S$ and $s \geq 0$, the curve $\gamma_x : t \to \exp_x(t(n(x)))$ is normal to $\exp^\perp(S \times \{s\})$.

**Lemma 4.5.** With the above assumption, if we have an upper bound on the second fundamental form on $S$, then there exists $C_1 > 0$ depending on the bound such that the density function $h$ satisfies the following inequalities for every $x$ in $S$, and every $t \geq 0$:

$$\partial_t h(x,t) \geq 2\ell(\tanh t)h(x,t), \quad e^{2\ell t}/C_1 \leq h(x,t) \leq C_1 e^{2\ell t}. \quad (4.6)$$

**Remark 4.6.** The first inequality in (4.6) has already been used in [Ham04, Lemma 2.3] without proof. For completeness, a proof is given here.

**Remark 4.7.** This lemma is a consequence of the negative curvature and the convexity. We do not have a better inequality $\partial_t h(t) \geq 2\ell h(t)$. For example, in $\mathbb{H}^2$, let $D$ be the $r$–neighbourhood of a geodesic, then we can compute explicitly that $h(x,t) = \cosh(t + r)/\cosh r$.

The proofs of these two lemmas, which use the standard computations for Jacobi fields, will be given later. By Lemma 4.5, we have

$$\partial_t h \geq 2\ell(\tanh t)h \geq 2\ell(1 - 2e^{-t})h. \quad (4.7)$$

Using Proposition 2.4 and Corollary 2.9 with $S \times \mathbb{R}_{\geq 0}$, (Proposition 2.4 deals with manifolds $L \times \mathbb{R}$, but the proof of $L \times \mathbb{R}_{\geq 0}$ is exactly the same) we have
Lemma 4.8. Let $E$ be as in (4.3). With the same assumptions as in Lemma 4.5, for a function $f \in C_c^\infty(\exp^+(S \times \mathbb{R}_{\geq 0}))$, we have

$$E(f) \geq \int (\|\nabla(e^t f)\|^2 e^{-2t} - 4e^{-t} f^2) \, dvol. \quad (4.8)$$

Given $C > 0$, there exist a compact set $I \subset \mathbb{R}_{\geq 0}$ and a constant $C_1 > 0$ such that for all compact set $K$ in $S$

$$E(f) + C_1 \int_{\exp^+(K \times I)} f^2 \, dvol \geq C \int_{\exp^+(K \times \mathbb{R}_{\geq 0})} e^{-t} f^2 \, dvol. \quad (4.9)$$

It remains to prove Lemma 4.3 and Lemma 4.5.

Proof of Lemma 4.5. The main idea is to compute the density function $h$ by the second fundamental form. The second fundamental form of $S$ at $x$ is defined to be the symmetric form $\Pi_S : T_xS \times T_xS \to \mathbb{R}$,

$$\Pi_S(v, u) = g(D_u n(x), u),$$

where $v, u$ are two vectors in the tangent space $T_xS$. By the convexity of $S$, the second fundamental form $\Pi_S$ is positive definite at every $x$ in $S$.

Fix a point $x$ in $S$. By (4.2), starting from the outer unit normal vector $n(x)$, we can find an orthonormal basis $\{n(x), (Y_j)_{1 \leq j \leq m}, (Y_k)_{m+1 \leq k \leq m+q}\}$ of $T_xM$ such that

$$R(n(x), Y_j, n(x)) = -Y_j, \quad R(n(x), Y_k, n(x)) = -4Y_k,$$

where $m = (n-1) \dim \mathbb{R}q, q = \dim \mathbb{R}F - 1$.

Let $B$ be the matrix representation of $\Pi_S$ with the basis $\{(Y_j)_{1 \leq j \leq m}, (Y_k)_{m+1 \leq k \leq m+q}\}$ of $T_xS$.

Lemma 4.9. With the same assumption as in Lemma 4.5, we have

$$h(x, t) = \det \begin{pmatrix} \cosh t Id_m & 0 \\ 0 & \cosh 2t Id_q \end{pmatrix} + B \begin{pmatrix} \sinh t Id_m & 0 \\ 0 & \frac{1}{2} \sinh 2t Id_q \end{pmatrix}. \quad (4.10)$$

Proof. There exists a local chart on $S$ defined by $(\phi, U) \phi : \mathbb{R}^m \supset U \to S$ such that $\phi(0) = x$ and $\frac{\partial}{\partial u} \phi(0) = Y_i$. This particular choice of local chart implies that $du$ is the volume element at $x$. Let

$$\tilde{\phi}(u, t) = \exp(\phi(u)) (t n(\phi(u))$$

and $\tilde{U} = U \times \mathbb{R}_{\geq 0}$. Then $(\tilde{\phi}, \tilde{U})$ is a local chart of $M$. For every fixed $u$, the curve $t \to \tilde{\phi}(u, t)$ is a geodesic starting from $\phi(u)$ with tangent vector $n(\phi(u))$.

Fix all $u_w$ to 0 except $w = i$. Then the map $H : \mathbb{R}^2 \to \mathbb{R}^m$ defined by $(u_i, t) \to \tilde{\phi}(u_i, t)$, is a variation of geodesic. Let $J_i(t)$ be the Jacobi field defined by $J_i(t) = \frac{\partial}{\partial u} H(0, t)$. The volume element, in a local chart, can be written as $\sqrt{\det \left(g \left(\frac{\partial}{\partial \xi}, \frac{\partial}{\partial \zeta}\right)\right)} \, dx$. In our case, the volume element at $\tilde{\phi}(0, t)$ is $\sqrt{\det(g(J_i(t), J_w(t)))} \, du dt$. Therefore by definition, we have $h(x, t) = \sqrt{\det(g(J_i(t), J_w(t)))}$.

Let $Y_i(t), n(t)$ be the images of $Y_i$ and $n(x)$ under the parallel transport along the geodesic $t \to \phi(0, t)$ with $t \geq 0$. They also form an orthonormal basis. By Lemma 4.3, the vectors $J_i(t)$ are orthogonal to $n(t)$. We decompose $J_i(t)$ with respect to $Y_i(t)$, that is $J_i(t) = \Sigma^w a_{iw}(t) Y_w(t)$, and write $A(t) = (a_{iw}(t))_{1 \leq i, w \leq m+q}$. Then $A(0) = Id_{m+q}$ and the matrix $A'(0)$ equals $B$, the matrix representation of the second fundamental form. This is because by Schwarz’s theorem, we have

$$a'_{iw}(0) = \partial_t g(J_i(t), Y_w(t))|_{t=0} = g \left(\frac{D}{dt} J_i(0), Y_w\right) = g \left(D \frac{\partial}{\partial t} J_i, Y_w\right) = g(D_Y n(x), Y_w).$$
Because $J_i$ are Jacobi fields, they satisfy the Jacobi equation:

$$\frac{D^2}{dt^2} J_i(t) + R(n(t), J_i(t)) n(t) = 0. \tag{4.11}$$

The proof is complete.

Since $D$ is diagonal, the first matrix in the right-hand side is again symmetric. We have

$$\det(D) = \det\left( \begin{bmatrix} \lambda_1 B_{11} & \lambda_2 B_{12} \\ \lambda_1 B_{21} & \lambda_2 B_{22} \end{bmatrix} \right) \geq \det(D).$$

Hence $h(x, t) = \det(g(J_i(t), J_w(t)))^{1/2} = \det(A(t))$, which implies the result. \qed

**Lemma 4.10.** Let $D$ be a diagonal matrix with nonnegative entries, let $B$ be a symmetric positive semidefinite matrix, and let $\begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix}$ be a block partition of $B$ such that $B_{11}$, $B_{22}$ are square matrices. Then for all $\lambda_1, \lambda_2 > 0$ we have

$$\det(D + \begin{pmatrix} \lambda_1 B_{11} & \lambda_2 B_{12} \\ \lambda_1 B_{21} & \lambda_2 B_{22} \end{pmatrix}) \geq \det(D).$$

**Proof.** It is elementary that the sum of two symmetric positive semidefinite matrices has determinant no less than the determinant of each one. We only need to transform our matrix to a symmetric matrix. We have

$$\det(D + \begin{pmatrix} \lambda_1 B_{11} & \lambda_2 B_{12} \\ \lambda_1 B_{21} & \lambda_2 B_{22} \end{pmatrix}) = \det\left( D \begin{pmatrix} \lambda_1^{-1} B_{11} & 0 \\ 0 & \lambda_2^{-1} B_{12} \end{pmatrix} + \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix} \begin{pmatrix} \lambda_1 Id_m & 0 \\ 0 & \lambda_2 Id_q \end{pmatrix} \right).$$

Since $D$ is diagonal, the first matrix in the right-hand side is again symmetric. We have

$$\det(D + \begin{pmatrix} \lambda_1 B_{11} & \lambda_2 B_{12} \\ \lambda_1 B_{21} & \lambda_2 B_{22} \end{pmatrix}) \geq \det(D).$$

The proof is complete. \qed

Return to the proof of Lemma 4.5. Let $\begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix}$ be the block partition of $B$ such that $B_{11}$, $B_{22}$ are square matrices of order $m$, $q$. By (4.10)

$$h(x, t) = (\cosh t)^m (\cosh 2t)^q \det\left( Id_{m+q} + \begin{pmatrix} \tanh t B_{11} \\ \tanh t B_{21} \end{pmatrix} \begin{pmatrix} \tanh 2t B_{12} \\ \tanh 2t B_{22} \end{pmatrix} \right). \tag{4.12}$$

Since $B$ is positive semidefinite, using Lemma 4.10, we have $h(t) \geq \cos^m t \cos^q 2t \geq e^{2t}/C_1$. The upper bound of $h(t)$ is due to the upper bound on the second fundamental form, that is to say $B$ is bounded.

The derivative in the scalar part of (4.12), $\cosh^m t \cos^q 2t$, gives us

$$(m \tanh t + 2q \tanh 2t)h(t) \geq (m + 2q) \tanh t \cdot h(t) = 2 \tanh t \cdot h(t).$$
It remains to prove the positivity of the derivative of the determinant part of (4.12), which is the sum of derivatives in every column. Since all the terms are similar, we need only to show that the derivative in the first column is non negative. The derivative of \( \tanh t \) is \( \frac{1}{\cosh^2 t} \), and we multiply the first column with \( \tanh t \cosh 2t \) to recover the original column. The determinant of the derivative of the first column becomes

\[
\frac{1}{\tanh t \cosh^2 t} \det \left( \begin{pmatrix} 0 & 0 \\ 0 & I_{d_{m+q-1}} \end{pmatrix} + \begin{pmatrix} \tanh t B_{11} & \frac{\tanh 2t}{2} B_{12} \\ \tanh t B_{21} & \frac{\tanh 2t}{2} B_{22} \end{pmatrix} \right),
\]

which is nonnegative by Lemma 4.10.

It remains to prove Lemma 4.3.

**Proof of Lemma 4.3.** Use the same notation as in the proof of Lemma 4.9. Let

\[
J(t) = \frac{\partial}{\partial u_i} H(0, t) = \frac{\partial}{\partial u_i} \tilde{\phi}(u, t) |_{u=0}.
\]

Then \( J(t) \) is a variation of geodesic, and it is a Jacobi field, which is determined by its value and derivative at 0. We have \( J(0) = \frac{\partial}{\partial u_i} \tilde{\phi}(u, 0) |_{u=0} = \frac{\partial}{\partial u_i} \phi(0) \), which is a tangent vector of \( S \) at \( x \). Hence \( J(0) \) is normal to \( n(x) \). For the derivative, by Schwarz’s theorem we have

\[
J'(0) = \frac{D}{dt} J(t)|_{t=0} = \frac{\partial}{\partial u_i} \cdot \frac{\partial}{\partial t} = D \frac{\partial}{\partial u_i} \cdot \frac{\partial}{\partial t}.
\]

Therefore

\[
g(J'(0), n(x)) = g \left( D \frac{\partial}{\partial u_i} \cdot \frac{\partial}{\partial t} \right) = 1 \left\| \frac{\partial}{\partial u_i} \right\|^2 = 0.
\]

Hence \( J(t) \) is normal to the tangent vector of the geodesic. This is true for all \( i \), and the result follows.

5 Geometrically finite manifolds

We return to the study of the spectrum of the whole manifold. We give a topological decomposition of geometrically finite manifolds. In order to describe it, we use standard cusp regions. For a subset \( S \) of \( M_c \), we use \( \mathring{S} \) to denote its topological interior, that is \( \mathring{S} = S - \overline{S} \cap S \).

The reader who is only interested in convex cocompact manifolds (geometrically finite manifolds without cusps) can skip Section 5.1 and go directly to Section 5.2. Our goal in this section is to obtain the Lax-Phillips inequality, then Theorem 1.1 follows by Proposition 3.1.

5.1 Standard cusp regions

The manifold with boundary \( M_c \) may have some cusps. To analyse the structure of cusps, we introduce the concept of a topological end.

**Definition 5.1.** Let \( T \) be a differential manifold. An end \( e \) is a function which assigns every compact subset \( K \) of \( T \) a non empty connected component of \( T \setminus K \), such that if \( K \subset K' \), then \( e(K) \supset e(K') \).

Let \( K_1 \subset K_2 \subset \ldots \) be an ascending sequence of compact subsets whose interiors cover \( T \). We call \( e(K_i) \) a system of neighbourhoods for the end \( e \).

A neighbourhood for the end \( e \) is an open subset \( U \) such that \( U \supset e(K_n) \) for some \( n \).

**Proposition 5.2.** [Bow95, Proposition 4.4] If \( \Pi \) is a discrete parabolic subgroup of \( G \), then \( M_c(\Pi) \) has precisely one topological end. Moreover, we can find a system of neighbourhoods for the end consisting of geodesically convex submanifolds of \( M_c(\Pi) \).
Following [Bow95], we define a standard cusp region (with boundary). The definition of Bowditch is not explicitly written, but it is implicitly defined in [Bow95, Sec.5.1]. For more details on the real hyperbolic case, we refer to [Bow93, Sec.3.1] and [GM12, Page 6]

**Definition 5.3.** Let $\Gamma$ be a discrete subgroup of $G$. A standard cusp region of $M_c(\Gamma)$ is a closed subset $O$ which is isometric to a closed subset $E$ of $M_c(\Pi)$, where $\Pi$ is a discrete parabolic subgroup of $\Gamma$ and the interior of $E$ is supposed to be a geodesically convex submanifold and a neighbourhood for the end of $M_c(\Pi)$.

We have a corollary of Proposition 5.2.

**Proposition 5.4.** Let $\Gamma$ be a discrete subgroup of $G$, and let $O$ be a standard cusp region of $M_c(\Gamma)$. There exists a smaller standard cusp region $O'$ such that $O'$ is contained in the interior of $O$.

**Proof.** By Definition 5.3, the cusp region $O$ is isometric to $E$ and the complement of the interior of $E$ is a compact subset $K$ of $M_c(\Pi)$. Denote by $f$ the isometric map from $O$ to $E$. By Proposition 5.2, $M_c(\Pi)$ has only one end and we have a larger compact subset $K_1$, whose interior contains $K$ and whose complement is geodesically convex. Let $E_1 = \overline{K_1}$ and let $O'$ be the corresponding subset of $O$, that is $O' = f^{-1}(E_1)$. \qed

In order to give more intuitive, we add some explications. For a symmetric space of real rank one, we use the half space model introduced at the end of Section 4.1, that is a diffeomorphism from $N \times \mathbb{R}_{>0}$ to $X$. Recall that $\Pi$ is a parabolic subgroup of $G$ which fixes $\infty$. It is a subgroup of $Z \ltimes N$, which acts isometrically on $N$ equipped with the metric $g_t$. We have

$$M_c(\Pi) \simeq (\Pi \backslash N) \times \mathbb{R}_{\geq 0}$$

as topological spaces.

Then our standard cusp region is isometric to the complement of an open relatively compact subset in $M_c(\Pi)$, with additional convex condition on the interior. (see Figure 5.1.)
Now, we give a description of the standard cusp region in maximal rank case. This will be used in the proof of the main theorem for geometrically finite manifolds with only maximal rank cusps. The main idea is the same for manifolds with only maximal ranks cusps and the general cases.

**Definition 5.5** (Maximal rank). Let \( \Pi \) be a discrete parabolic subgroup of \( G \). We call \( \Pi \) a subgroup of maximal rank if the quotient \( \Pi \setminus N \) is compact.

A cusp region is said to be maximal rank, if the corresponding discrete parabolic subgroup is of maximal rank.

**Remark 5.6.** We explain our definition as follows. The rank of a nilpotent group is defined to be the sum of the rank of its central series.

For real hyperbolic case, \( \Pi \) is a discrete subgroup of \( \text{Isom}(\mathbb{R}^{n-1}) = O(n-1) \times \mathbb{R}^{n-1} \). By Bieberbach’s theorem (see for example [Bow93, Theorem 2.2.5]), the group \( \Pi \) is virtually abelian. The rank of \( \Pi \) is defined to be the rank of its maximal normal abelian subgroup. Hence when \( \Pi \) attends maximal rank, the quotient space is compact.

For rank one symmetric spaces, by Margulis’ Lemma, the discrete parabolic subgroup \( \Pi \) is virtually nilpotent. As in [CI99, Lemma 3.4], for a virtually nilpotent discrete subgroup, the rank of \( \Pi \) is unbounded if \( \Pi \) is of maximal rank. The quotient \( \Pi \setminus N \) is compact. Hence when \( \Pi \) attends maximal rank, the quotient space is compact.

**Proposition 5.7** (Maximal rank version of Proposition 5.4). Let \( \Gamma \) be a discrete subgroup of \( G \). Let \( O \) be a standard cusp region of \( M_e(\Gamma) \) with maximal rank. Then we can find a smaller cusp region \( O_1 \), which is isomorphic to the quotient of a horoball by a discrete parabolic subgroup of \( \Gamma \).

**Proof.** By Definition 5.3, there is a discrete subgroup \( \Pi \) of \( \Gamma \), such that \( O \) is isometric to a closed subset \( E \) of \( M_e(\Pi) \), whose interior is a neighbourhood for the end of \( M_e(\Pi) \). By Definition 5.1 and Proposition 5.2, the complement of \( E \) in \( M_e(\Pi) \) is relatively compact. Under the half space model, we can suppose that \( E^c \subset (\Pi \setminus N) \times [0, 1] \). Let \( B \) be the horoball, which is homeomorphic to \( N \times \mathbb{R}_{\geq 1} \). Then the quotient \( \Pi \setminus B \) is a subset of \( E \). Due to maximal rank, the quotient \( \Pi \setminus N \) is compact. Hence

\[
M_e(\Pi) - \Pi \setminus B \simeq (\Pi \setminus N) \times [0, 1]
\]

is compact. The quotient \( \Pi \setminus B \) is geodesically convex. Let \( O_1 \) be the preimage of \( \Pi \setminus B \) in \( O \) under the isometric map from \( O \) to \( E \). The proof is complete.

In later proof, for cusps of maximal rank, we will always take the quotient of horoball as a standard cusp region.

**Remark 5.8.** If the cusp region is not of maximal rank, then the quotient of a horoball by the corresponding parabolic group is not a neighbourhood of the parabolic end in the sense of Definition 5.1. Therefore it cannot be taken as a standard cusp region, which has to be much larger. See the example of a standard cusp region for a rank 1 parabolic end in \( \mathbb{H}^3 \) given in Figure 5.1.

### 5.2 A good partition of unity

**Definition 5.9** (Geometrical finiteness). A discrete subgroup \( \Gamma \) in \( G \) is called geometrically finite, if \( M_e(\Gamma) \) is the union of a compact set and a finite number of standard cusp regions \( O_i \), for \( 1 \leq i \leq k \), that is to say \( M_e(\Gamma) - \bigcup_{1 \leq i \leq k} O_i \) is compact.
Let \( D \) be a standard cusp region of the unique cusp in \( M_c \). We have a smaller standard cusp region \( O' \) such that \( O' \subset O \).

We can cover the geometrically finite manifold with three open sets

\[
M_c = \hat{O} \cup (D^c - O') \cup (C_2(M) - O'),
\]

(5.1)

where \( D^c \) is the complement in \( M_c \). For the simplicity of the notation, we write

\[
M_1 = \hat{O}, \quad M_2 = D^c - O' \quad \text{and} \quad M_3 = C_2(M) - O'.
\]

Since \( M_c \) inherits the differential structure from \( X \cup \Omega \), the covering is about a differential manifold with boundary. We can find a smooth partition of unity subordinate to this cover, written as \( \{ \varphi_1, \varphi_2, \varphi_3 \} \), which is smooth on the boundary. Here \( M_1, M_2 \) may intersect the ideal boundary \( M_1 = M_c - M \).

Our covering has the advantage that \( M_3 \) is compact, and \( M_1, M_2 \) have quasi-warped product Riemannian structure.

**Proposition 5.10.** The set \( M_3 \) is relatively compact in \( M \).

**Proof.** By Definition 5.9, we have that \( M_c - \hat{O'} \) is compact in \( M_c \). Therefore \( C_2(M) - \hat{O'} \) is compact in \( M_c \). It is also contained in \( M \), hence it is a compact subset of \( M \). \( \square \)

### 5.3 The energy form and projections

We keep the assumptions on \( M \) of Sec. 5.2, that \( M \) is a geometrically finite locally symmetric manifold of real rank one with at most one end. Recall that \( E \) is the energy form defined in (4.3).

**Lemma 5.11.** Let \( f \in C_c^\infty(M) \), and let \( \varphi \) be a smooth function. We have

\[
E(\varphi f) = \int_M \varphi^2(\|\nabla f\|^2 - \ell^2 f^2)\text{dvol} - \int_M f^2 \varphi \Delta \varphi \text{dvol}.
\]

This is a direct consequence of Lemma 2.1. The following proposition says that in order to calculate the energy form on the entire manifold, it is sufficient to calculate the energy forms on \( M_1, M_2, M_3 \) and an error term. We want to separate the energy formula, but we need a partition of unity such that the square root of the partition function is also smooth. The exact choice of the partition function is not important and we take \( \theta = \frac{\pi}{2} \varphi_1, \quad \ell = \frac{\pi}{2} \varphi_2 \) and \( \varphi_1 = \sin \theta, \quad \varphi_2 = \sin \ell \).
Proposition 5.12. For \( f \in C^\infty_c(M) \), we have

\[
E(f) = \int_{M_3^c} ((1 - \varphi_1^2 - \varphi_2^2)(\|\nabla f\|^2 - \ell^2 f^2) + (\varphi_1 \Delta \varphi_1 + \varphi_2 \Delta \varphi_2) f^2) \, d\text{vol} + E(\varphi_1 f) + E(\varphi_2 f) - \int_{M_3^c} \|\nabla \theta\|^2 f^2 d\text{vol}. \tag{5.2}
\]

Proof. By Lemma 5.11, we have

\[
E(\varphi_2 f) + E(\varphi_1 f) = \int (\varphi_2^2 + \varphi_1^2)(\|\nabla f\|^2 - \ell^2 f^2) - \int (\varphi_2 \Delta \varphi_2 + \varphi_1 \Delta \varphi_1) f^2.
\]

Since \( \theta + \iota = \pi/2 \) outside of \( M_3 \), we have for \( x \in M_3^c \)

\[
\varphi_2 \Delta \varphi_2 + \varphi_1 \Delta \varphi_1 = \sin \theta \Delta \sin \theta + \sin \iota \Delta \sin \iota
\]

\[
= \frac{1}{2}(\Delta (\sin^2 \theta + \cos^2 \theta) - \|\nabla \sin \theta\|^2 - \|\nabla \cos \theta\|^2) = -\|\nabla \theta\|^2.
\]

The proof is complete. \( \Box \)

We want to prove that \( E(\varphi_1 f) \) and \( E(\varphi_2 f) \) are positive after adding an integral over a compact subset, and to give an estimate of the error term \( \int_{M_3^c} \|\nabla \theta\|^2 f^2 \). For this purpose, we will study the following projections.

Let \( \tilde{\rho} \) be the nearest point retraction from \( X \) to \( W' \). We can extend this map continuously to \( X \cup \Omega \), such that if \( \xi \in \Omega \), then \( \tilde{\rho}(\xi) \) is the first point of contact of \( W' \) with an expanding family of horoballs based at \( \xi \). (See [Bow95, Lemma 2.2.4] and the explication before Lemma 2.2.4 for more details.) This retraction descends to a map

\[
\rho : M_c \to D,
\]

which is also continuous by the openness of the covering map.
In the cusp region, recall that we will use the half space model \((\Pi \setminus N) \times \mathbb{R}_{\geq 0}\) for \(M_c(\Pi)\). We write \(M_c(\Pi) = (\Pi \setminus N) \times \mathbb{R}_{\geq 0}\), which means the equality holds under the coordinate map. Others equalities are similar. By definition, \(O'\) is isometric to a subset of \(M_c(\Pi)\), where \(\Pi\) is a discrete parabolic subgroup. Hence we can identify the two sets. By Definition 5.1 and Proposition 5.2, the complement of the cusp region \(O'\) in \(M_c(\Pi)\) is relatively compact. Hence we can suppose that \((O')^c\) is contained in \((\Pi \setminus N) \times [0,1]\). (Otherwise, we can change the coordinate.) Let \(H\) be the quotient of a horoball based at \(\infty\), defined by \(H = (\Pi \setminus N) \times [1,\infty) \subset O'\). We define \(\text{proj}_H\) to be the nearest point retraction from \(M_c(\Pi)\) to \(H\). For a point \((\eta, y) \in M_c(\Pi)\) with \(y < 1\), the map is given by \(\text{proj}_H(\eta, y) = (\eta, 1)\).

**Lemma 5.13.** Let \(K = \rho(M_2)\) and let \(L = \text{proj}_H(O - O')\). Then \(K, L\) are relatively compact in \(M\).

When \(O\) is of maximal rank, we can take \(O = (\Pi \setminus N) \times \mathbb{R}_{\geq c_1}\) and \(O' = (\Pi \setminus N) \times \mathbb{R}_{\geq c_2}\) for some \(0 < c_1 < c_2 \leq 1\) and we have \(L = (\Pi \setminus N) \times \{1\}\).

**Proof.** Since \(M_c\) has only one end, by Definition 5.9, the set \(M_2 = D^c - O'\) and \(O - O'\) are relatively compact in \(M_c\). The continuity of \(\rho\) and \(\text{proj}_H\) implies that \(\rho(M_2)\) and \(\text{proj}_H(O - O')\) are relatively compact in \(D\) and \(H\). The latter two sets are in \(M\), hence we have the result.

The last assertion is due to Proposition 5.7.

**Remark 5.14.** This is an important consequence of geometrical finiteness, and the key difficulty is hid in the definition and the existence of the standard cusp region.

For \(x\) in \(M\), let

\[ t_1(x) = d(x, H), t_2(x) = d(x, D). \] (5.3)

Later we will see that \(t_1, t_2\) are the geometric descriptions of the coordinate \(t\) in cusps and the complement of convex set.

### 5.4 Positivity of the energy form

In this part, we take into account the topology of the whole manifold, together with the results in standard cusp regions and the complement of convex subsets, to prove the positivity.

**Proposition 5.15** (the Lax-Phillips inequality). Let \(M\) be a geometrically finite locally symmetric manifold of real rank one. There exist a relatively compact open set \(U\) in \(M\) with smooth boundary and a constant \(C_U > 0\) such that the following holds. For any compact set \(V\) in \(M\) there exists \(\epsilon_V > 0\) such that for all complex valued function \(f \in C_0^\infty(M)\) we have

\[ E(f) + C_U \int_U |f|^2 \text{dvol} \geq \frac{1}{4} \int_U \| \nabla f \|^2 \text{dvol} + \epsilon_V \int_V |f|^2 \text{dvol}. \] (5.4)

**Proof of Theorem 1.1.** Our main theorem of this manuscript follows from Proposition 5.15 and 3.1 with \(c(x) = \ell^2\).

It remains to prove Proposition 5.15.

**Remark 5.16.** For the simplicity of the exposition, here we will only prove the case that \(M\) has only maximal rank cusps (\(M\) may have no cusp). For the general case, please see Section 6. The idea of the proof is the same, but the appearance of non-maximal cusps will add some technical difficulties.

It is sufficient to prove this inequality for real valued functions. The complex version is immediate by separating \(f = f_1 + if_2\) with \(f_1, f_2\) real valued and using the real version for each component \(f_1, f_2\).

Recall that \(M_1, M_2\) are subsets of \(M_c\), which may intersect the ideal boundary \(M_1\). Recall that \(t_1, t_2\) are functions on \(M\) defined in (5.3).
Lemma 5.17. In the standard cusp region, there exist a compact set \( U_1 \) in \( M_1 \cap M \) and a constant \( C_1 > 0 \) such that the following holds. For any compact set \( V \) in \( M_1 \cap M \) there exists \( \epsilon_V > 0 \) such that for all \( f \in C^\infty_c(M_1 \cap M) \) we have

\[
E(f) + C_1 \int_{U_1} f^2 \text{dvol} \geq \frac{1}{2} \int \|\nabla(e^{\epsilon t_1} f)\|^2 e^{-2\epsilon t_1} \text{dvol} + \epsilon_V \int_V f^2 \text{dvol}. \tag{5.5}
\]

Proof. Recall that we identify \( M_1 = O' \) as a subset of \( (\Pi \setminus \mathcal{N}) \times \mathbb{R}_{\geq 0} \). Due to the choice of \( H \), we have \( O - O' \subset H^c \), and the coordinate \( y \) of a point \( x \) under the horospherical model satisfies \( y = e^{-t_1(x)} \) for \( x \in H^c \). We have that \( t_1(x) \) equals the coordinate \( t \) in horospherical model when \( x \in H^c \). Using Lemma 4.2 with compact set \( L \) and constant \( C = 2 \), and adding (4.4) and (4.5), we obtain inequality (5.5) with the last term replaced by \( \int_{L \times \mathbb{R}_{\geq 0}} e^{-t_1} f^2 \text{dvol} \). Since \( O \) is of maximal rank, by Lemma 5.13 we have \( L \times \mathbb{R}_{\geq 0} \simeq M_c(\Pi) \supset M_1 \). The proof is complete. \( \square \)

Lemma 5.18. In the complement of the convex core, there exist a compact set \( U_2 \) in \( M_2 \cap M \) and a constant \( C_2 > 0 \) such that the following holds. For any compact set \( V \) in \( M_2 \cap M \) there exists \( \epsilon_V > 0 \) such that for all \( f \in C^\infty_c(M_2 \cap M) \) we have

\[
E(f) + C_2 \int_{U_2} f^2 \text{dvol} \geq \frac{1}{2} \int \|\nabla(e^{\epsilon t_2} f)\|^2 e^{-2\epsilon t_2} \text{dvol} + \epsilon_V \int_V f^2 \text{dvol}. \tag{5.6}
\]

Proof. We first verify that \( D \) satisfies the conditions in Lemma 4.5.

Recall that \( D = \Gamma \setminus W' \), where \( W' \) is a convex subset of \( X \) with smooth boundary. By convexity, the normal exponential map, given by \( \exp_x(\mathbf{t}(x)) \), is a diffeomorphism from \( \partial W' \times \mathbb{R}_{\geq 0} \) onto \( X - W' \), and satisfies \( t = d(\exp_x(\mathbf{t}(x)), W') \). With the help the nearest point retraction \( \tilde{\rho} \), the inverse of the normal exponential map from \( X - W' \) to \( \partial W' \times \mathbb{R}_{\geq 0} \) is given by

\[
x \mapsto (\tilde{\rho}(x), d(x, W')).
\]

Descend to the quotient space. Let \( S \) be the boundary of \( D \). Then the normal exponential map \( \exp^+: (x, t) \mapsto \exp_x(\mathbf{t}(x)) \) from \( S \times \mathbb{R}_{\geq 0} \) to \( M - D \) is again a diffeomorphism, and

\[
t = d(\exp^+(x, t), S) = t_2(\exp^+(x, t)).
\]

The upper bound of the second fundamental form is due to [PP12, Thm.1, Prop.6], that is the obtained convex set \( W' \) has bounded second fundamental form on its boundary.

Applying Lemma 4.8 with the set \( K = \rho(M_2) \), defined in Lemma 5.13, and the constant \( C = 2(4t_2 + 1) \), there exists a bounded interval \( I \subset \mathbb{R}_{\geq 0} \) such that (4.9) holds for \( U_2 = K \times I \). Adding (4.8) and (4.9) implies the result. \( \square \)

Proof of Proposition 5.15. In view of (5.2), the main problem is the term \( \int_{M_3^c} \|\nabla \theta\|^2 f^2 \text{dvol} \). The support of \( \|\nabla \theta\| \) is contained in \( O - O' \), which may not be compact. But with the hypothesis that the manifold has only maximal rank cusps, the region \( O - O' \) is already relatively compact in \( M \) due to Lemma 5.13. Because \( O \) does not intersect the ideal boundary and the complement of \( O' \) is relatively compact. Hence \( \|\nabla \theta\|^2 \) is a bounded function supported on \( O - O' \).

The compact set \( V \) is replaced by \( V \cap M_1 \) and \( V \cap M_2 \) in Lemma 5.17 and Lemma 5.18. Using Lemma 5.17 and 5.18, we obtain \( U_1, U_2 \). Since \( O - O', M_3, U_1, U_2 \) are relatively compact in \( M \), we can find a relatively compact open set \( U \subset M \) with smooth boundary, which contains the four sets. By (5.2), (5.5) and (5.6), there exists a constant \( C_4 \) large enough such that

\[
E(f) + C_4 \int_U f^2 \text{dvol} \geq \frac{1}{2} \int \left( \|\nabla (\varphi_1 f e^{\epsilon t_1})\|^2 e^{-2\epsilon t_1} + \|\nabla (\varphi_2 f e^{\epsilon t_2})\|^2 e^{-2\epsilon t_2} \right) \text{dvol} + \int_{M_3} (1 - \varphi_1^2 - \varphi_2^2) \|\nabla f\|^2 \text{dvol} + \epsilon_V \int_V f^2 \text{dvol}.
\]
We restrict our computation on \( U \cap \text{supp} \phi_2 \subset M_2 \)
\[
\| \nabla (\phi_2 f e^{t\xi}) \|^2 \geq \frac{1}{2} (\phi_2 e^{t\xi})^2 \| \nabla f \|^2 - f^2 \| \nabla (\phi_2 e^{t\xi}) \|^2 \geq e^{2t\xi} \left( \frac{1}{2} \phi_2^2 \| \nabla f \|^2 - C_{\phi_2} f^2 \right),
\]
where we use the estimate \( \sup_{x \in U} \| \nabla \phi_2(x) \| < \infty \), thanks to the relative compactness of \( U \). In the standard cusp region we have the same estimate. Therefore taking \( C_U \) large enough, we have (5.4).

\[\square\]

6 Non-maximal rank

As stated in Section 5.4, we will give a proof of Proposition 5.15 without the assumption that \( M \) has only maximal rank cusps.

6.1 Compactification and estimate at infinite

Let \( g \) be a Riemannian metric on a manifold \( M \). We define the musical isomorphism as follows (see [GHL04] for more details). For a vector \( X \) in \( T_x M \), let \( X^b \) be the unique 1-form such that \( X^b(v) = g(X, v) \) for every \( v \in T_x M \). This isomorphism gives a dual tensor field (the symmetric covariant 2-tensor fields) \( g^* \) of \( g \), and \( (\nabla f)^b = df \).

We will consider the compactification of a Riemannian manifold \( M = L \times (0, 1] \) with metric given by \( g = g_1(x, y)/y^2 \), where \( g_1(x, y) \) is a positive definite symmetric bilinear form on \( T_{(x, y)} M \).

Now we add \( y = 0 \) to obtain a differential manifold with boundary, called \( \bar{M} \). By definition, we have (using local coordinate vectors \( \frac{\partial}{\partial x_i} \) for \( 1 \leq i \leq n \) and \( (dx_i)_{1 \leq i \leq n} \), \( g^* \) can be written as the inverse matrix of \( g \))
\[
g^* = (g_1/y^2)^* = y^2 g_1^*.
\]

Suppose that \( g_1^* \) can be smoothly extended to \( y = 0 \), but \( g_1^*(x, 0) \) may degenerate to a positive semi-definite form, that means \( g_1(x, y) \) may blow up when \( y \to 0 \).

Lemma 6.1. Assume that the Riemannian metric on \( L \times (0, 1] \) satisfies the above condition. Let \( f \) be a smooth function on \( L \times [0, 1] \). For every compact subset \( U \) of \( L \), there exists a constant \( C > 0 \) such that for any \( (x, y) \in U \times (0, 1] \) we have
\[
\| \nabla f(x, y) \|^2 \leq Cy^2.
\]

Proof. By definition and (6.1), we have
\[
\| \nabla f \|^2 = g^*(df, df) = y^2 g_1^*(df, df).
\]

By the smoothness of \( f \) and \( g_1^* \) on the boundary and the compactness, there exists a constant \( C > 0 \) such that \( \| \nabla f \|^2 \leq Cy^2 \). \[\square\]

6.2 Manifolds with non maximal rank cusp

We will give a proof of Proposition 5.15 with non-maximal rank cusps. In Section 5.4, the assumption that \( M \) has only maximal rank cusps is only used in Lemma 5.17 and in the proof of Proposition 5.15. The proof works similarly, and we will strengthen Lemma 5.17, 5.18 and give a control of \( \int_{M_c} \| \nabla \theta \|^2 f^2 d\text{vol} \).

If \( O \) is a standard cusp region of non-maximal rank, then the region \( (O - O') \cap M \) is not relatively compact in \( M \). Because the cusp region \( O \) intersects the ideal boundary \( M_I = M_r - M \), To overcome this difficulty, we use the compactness in \( M_c \). The fact that the partition of unity is smooth not only on \( M \) but also on \( M_c \) is the key point to apply Lemma 6.1.

Recall that \( M \) is a geometrically finite rank one locally symmetric manifold. We have a covering \( M_c = M_1 \cup M_2 \cup M_3 \), where \( M_1 \) is the cusp region and \( M_2 \) is a subset of the complement
of the convex core. Recall that $D = \Gamma \setminus W'$ is a neighbourhood of the convex core and $H$ is a subset of $M_1$, which is the quotient of a horoball. For $x$ in $M$, in (5.3) we have defined

$$t_1(x) = d(x, H), t_2(x) = d(x, D).$$

Recall that $\varphi_1, \varphi_2$ are two smooth functions supported on $M_1, M_2$, respectively, and $\varphi_1^2 + \varphi_2^2 = 1$ outside of $M_3$. Let $M_4 = M_1 \cap M_2 - M_3$. The following lemma is the key additional ingredient for the general case.

**Lemma 6.2.** For every smooth function $f$ on $M_4$, there exists $C_f > 0$, such that for all $x \in M_4 \cap M$

$$\|\nabla f(x)\|^2 \leq C_f \left( e^{-t_1(x)}\varphi_1(x)^2 + e^{-t_2(x)}\varphi_2(x)^2 \right).$$

(6.2)

**Proof.** By (4.1), letting $y = e^{-t}$, the metric in the half space model is given by $g = g_y \oplus \frac{dy^2}{y^2}$, where $g_y = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{y}Id_q \end{pmatrix}$ under some distributions $W^1$ and $W^2$ on $N$, which satisfies the condition in Lemma 6.1. Due to $M_4 \subset M_1 \subset M_c(\Pi) = (\Pi \setminus N) \times \mathbb{R}_{\geq 0}$, where $\Pi$ is a discrete parabolic subgroup of $\Gamma$ which preserves the metric $g_y$ on $N$ for every $y \in \mathbb{R}_{\geq 0}$, the quotient metric on $M_4$ also satisfies the condition in Lemma 6.1. Moreover, by $M_4 \subset M_1 \cap M_2 \subset O - O'$, we have that $M_4$ is contained in $L \times [0, 1]$, where $L = proj_H(O - O')$ is relatively compact by Lemma 5.13. Therefore, using Lemma 6.1 with $U = L$ there exists $C'_f > 0$ such that

$$\|\nabla f(x, y)\|^2 \leq C'_fy^2.$$ (6.3)

Due to $M_4 = M_1 \cap M_2 - M_3$ and the definition of $\varphi_1, \varphi_2$, we have $1 = \varphi_1^2(x) + \varphi_2^2(x)$ for $x$ in $M_4$, and the right-hand side of the above inequality equals $C'_fy^2(|\varphi_1|^2 + |\varphi_2|^2)$.

We restrict our attention to $x \in M_4 \cap M$. By the argument of the proof of Lemma 5.17, we have

$$y = e^{-t_1(x)}.$$ (6.4)

By definition of $K, L$, the nearest points of $x$ in $H$ and $D$ are contained in $K$ and $L$. Therefore by compactness of $K, L$ (Lemma 5.13), we have

$$|t_1(x) - t_2(x)| = |d(x, H) - d(x, D)| \leq \sup \{d(x_1, x_2) | x_1 \in K, x_2 \in L \} = C_{K, L}. $$ (6.5)
Lemma 6.3. \(\lim\) exists a positive constant \(C\) such that for all \(x \in M_4 \cap M\). Therefore on \(M_4 \cap M\), by (6.3), (6.4) and (6.5)

\[
\|\nabla f(x)\|^2 \leq C_j e^{2t_1(x)}(\varphi_1^2(x) + \varphi_2^2(x)) \leq C_j (e^{2t_1(x)}\varphi_1^2(x) + e^{2C_2}e^{-2t_2(x)}\varphi_2^2(x)).
\]

The proof is complete due \(t_1, t_2 \geq 0\). \(\square\)

We state our strengthened version of Lemma 5.17 and 5.18.

Lemma* 5.17. In the standard cusp region, for every \(C > 0\) there exist a compact set \(U_1 \subseteq M_1 \cap M\) and a constant \(C_1 > 0\) such that the following holds. For any compact set \(V \subseteq M_1 \cap M\) there exists \(\epsilon > 0\) such that for all \(f \in C^\infty_c(M_1 \cap M)\) we have

\[
E(f) + C_1 \int_{U_1} f^2 \text{dvol} \geq \frac{1}{2} \int_{V} \|\nabla (e^{t_1 f})\|^2 e^{-2t_1 f} \text{dvol} + \epsilon \int_{V} f^2 \text{dvol} + C \int_{M_4} e^{-t_1} f^2 \text{dvol}.
\]

We need a variant of Poincaré’s inequality.

Lemma 6.3. For relatively compact sets \(V_1, V_2 \subseteq M\) in a Riemannian manifold \(M\), where \(V_1\) is connected open with smooth boundary and \(V_2\) is a subset of \(V_1\) with nonempty interior, there exists a positive constant \(\epsilon\), such that for all \(g \in C^\infty_c(M)\) we have

\[
\int_{V_1} \|\nabla g\|^2 \text{dvol} + \int_{V_2} g^2 \text{dvol} \geq \epsilon \int_{V_1} g^2 \text{dvol}.
\]

Proof. Suppose that the result does not hold. Recall the notion of Sobolev spaces from Section 3. Then for every \(n \in \mathbb{N}\) there exists a smooth function \(g_n\) such that \(\|g_n\|_{H^1(V_1)} = 1\) and

\[
\int_{V_1} \|\nabla g_n\|^2 \text{dvol} + \int_{V_2} g_n^2 \text{dvol} \leq \frac{1}{n} \int_{V_1} g_n^2 \text{dvol} \leq \frac{1}{n}.
\]

By Banach-Alaoglu’s theorem, there exists a subsequence \(\{g_{n_j}\}\) which converges weakly to a function \(g\) in \(H^1(V_1)\). By the Rellich theorem [Tay10a, Chapter 4, Proposition 4.4], the injection \(H^1(V_1) \hookrightarrow L^2(V_1)\) is compact. Then the subsequence \(\{g_{n_j}\}_{j \in \mathbb{N}}\) converges strongly to the same function \(g\) in \(L^2(V_1)\). Now by weakly convergence

\[
\|g\|_{H^1(V_1)} \leq \liminf_{j \to \infty} \|g_n\|_{H^1(V_1)} = 1.
\]

But by (6.8), we have \(\|g_n\|^2_{L^2(V_1)} \geq 1 - \frac{1}{n}\), and the strong convergence implies \(\|g\|^2_{L^2(V_1)} = 1\). Due to (6.9), we obtain

\[
\int_{V_1} \|\nabla g\|^2 \text{dvol} = 0.
\]

Hence the limit function \(g\) is constant.

Again by (6.8), we have \(\int_{V_2} g_n^2 \text{dvol} \leq \frac{1}{n}\). Taking limit, we have \(\int_{V_2} g^2 \text{dvol} \leq 0\), which implies that \(g\) is constant zero on \(V_2\). Since \(g\) is constant, we see that \(g = 0\), which contradicts the fact that \(\|g\|_{L^2(V_1)} = 1\). \(\square\)

Proof of Lemma* 5.17. By Lemma 5.13, we have \(M_4 \subseteq L \times \mathbb{R}_{\geq 0}\). By the same argument as in the proof of Lemma 5.17, using Proposition 4.2, we have the above inequality with \(\int_{V} f^2\) replaced by \(\int_{L \times \mathbb{R}_{\geq 0}} e^{-t_1} f^2\).

Applying (6.7) with \(g = e^{t_1 f}, V_2 = L \times [1, 2]\) and \(V\) a relatively compact connected open set with smooth boundary containing \(V_2 \cup V\) implies that

\[
\int_{V_1} \|\nabla (e^{t_1 f})\|^2 e^{-2t_1 f} \text{dvol} + \int_{V_2} e^{-t_1} f^2 \text{dvol} \geq \epsilon_1 \left( \int_{V_1} \|\nabla g\|^2 \text{dvol} + \int_{V_2} g^2 \text{dvol} \right) \geq \epsilon_2 \int_{V_1} g^2 \text{dvol} = \epsilon_2 \int_{V_1} f^2 e^{2t_1 f} \text{dvol} \geq \epsilon_3 \int_{V} f^2 \text{dvol}.
\]

The proof is complete. \(\square\)
Lemma* 5.18. In the complement of the convex core, for every $C > 0$ there exist a compact set $U_2$ in $M_2 \cap M$ and a constant $C_2 > 0$ such that the following holds. For any compact set $V$ in $M_2 \cap M$ there exists $c_V > 0$ such that for all $f \in C_c^\infty (M_2 \cap M)$ we have

$$E(f) + C_2 \int_{U_2} f^2 \text{dvol} \geq \frac{1}{2} \int \| \nabla (\epsilon t^2 f) \|^2 e^{-2t^2} \text{dvol} + c_V \int_V f^2 \text{dvol} + C \int_{M_4} e^{-t^2} f^2 \text{dvol}. \quad (6.10)$$

Proof. By Lemma 5.13, we have $M_4 \subset M_2 \subset \exp^-(K \times \mathbb{R}_{\geq 0})$. Then the proof is exactly the same as the proof of Lemma 5.18, using Lemma 4.8 with the constant $2(4\ell^2 + 1) + C$.

Proof of Proposition 5.15. Applying Lemma 6.2 with $\theta = \frac{\pi}{2} \bar{\phi}_3$, we get a constant $C_\theta$ such that (6.2) holds for $\theta$. Using Lemma* 5.17 and 5.18 with $C = C_\theta$, we obtain $U_1, U_2$. Then follow the same argument as in the proof of the special case of Proposition 5.15. The proof is complete.
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