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#### Abstract

Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ generated by the support of $\mu$ is Zariski dense. Let $\nu$ be the unique $\mu$-stationary measure on $\mathbb{P}^{1}$. We prove that the Fourier coefficients $\hat{\nu}(k)$ of $\nu$ converge to 0 as $|k|$ tends to infinity. Our proof relies on a generalized renewal theorem for the Cartan projection.


## 1 Introduction

Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$. The linear action of $\mathrm{SL}_{2}(\mathbb{R})$ on $\mathbb{R}^{2}$ induces an action on $\mathbb{P}^{1}=\mathbb{P}\left(\mathbb{R}^{2}\right)$. For a Borel probability measure $\nu$ on $\mathbb{P}^{1}$, we define its convolution with $\mu$ by

$$
\mu * \nu=\int_{\mathrm{SL}_{2}(\mathbb{R})} g_{*} \nu \mathrm{~d} \mu(g)
$$

where $g_{*} \nu$ is the pushforward of $\nu$ by $g$. The measure $\nu$ is called $\mu$-stationary if $\mu * \nu=\nu$. We add the condition that the subgroup $\Gamma_{\mu}$ generated by the support of $\mu$ is Zariski dense in $\mathrm{SL}_{2}(\mathbb{R})$. In the case of $\mathrm{SL}_{2}(\mathbb{R})$, Zariski density is equivalent to unsolvability. When $\Gamma_{\mu}$ is Zariski dense in $\mathrm{SL}_{2}(\mathbb{R})$, there is a unique $\mu$-stationary measure (see [Fur63],[GR85]).

This stationary measure is also called the Furstenberg measure. It was first considered by Furstenberg in the study of the noncommutative law of large numbers. The stationary measure takes part in the subtle properties of random products of matrices. Please see [Fur63],[GR85] and [BL85].

In this paper, we are interested in the decay of the Fourier coefficients of stationary measures. The action of $\mathrm{PSO}_{2}=\mathrm{SO}_{2} /\{ \pm I d\}$ on $\mathbb{P}^{1}$ is transitive and free. We fix the point $x_{o}=[1: 0]$ in $\mathbb{P}^{1}$, then identify $\mathbb{P}^{1}$ as the orbit space $\mathrm{PSO}_{2} x_{o}$. As a group, $\mathrm{PSO}_{2}$ is isomorphic to the circle $\mathbb{T} \simeq \mathbb{R} / \pi \mathbb{Z}$. This is given by the map from $\mathbb{T}$ to $\mathrm{PSO}_{2}$,

$$
\theta \mapsto\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right) /\{ \pm I d\}
$$

So we have a homeomorphism from $\mathbb{T}$ to $\mathbb{P}^{1}$, that is $\theta \mapsto[\cos \theta: \sin \theta]$. We can define the Fourier coefficients of the stationary measure $\nu$ by the following formula

$$
\widehat{\nu}(k)=\int_{\mathbb{T}} e^{2 i k \theta} \mathrm{~d} \nu(\theta)
$$

We also demand that $\mu$ has a finite exponential moment, which means that there exists a constant $\epsilon_{1}>0$ such that $\int\|g\|^{\epsilon_{1}} \mathrm{~d} \mu(g)<\infty$. We will prove

Theorem 1.1. Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Then the $\mu$-stationary measure $\nu$ is a Rajchman measure, in other words

$$
\begin{equation*}
\widehat{\nu}(k) \rightarrow 0 \quad \text { as }|k| \rightarrow+\infty . \tag{1.1}
\end{equation*}
$$

Remark 1.2. Fourier decay of measures on fractal sets and its applications have been studied in [Kau80],[QR03],[JS16] and [BD17]. Our situation is much general and we introduce a quite different method.

Being a Rajchman measure is a local property (see [KL87]): Indeed, let $\nu_{1}$ be a Rajchman measure. If $\nu_{2}$ is absolutely continuous with respect to $\nu_{1}$, then $\nu_{2}$ is also a Rajchman measure. Conversely, the sum of two Rajchman measures is a Rajchman measure.

In this spirit, we have the following theorem:
Theorem 1.3. Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Let $\nu$ be the unique $\mu$-stationary measure. Assume that $r$ is a $C^{1}$ function on $\mathbb{P}^{1}$ and $\phi$ is a $C^{2}$ function on $\mathbb{P}^{1}$ such that $\left|\phi^{\prime}\right| \geq 1 / C_{1}>0$ on the support of $r$ and

$$
\|r\|_{C^{1}},\|\phi\|_{C^{2}} \leq C_{1} \text { for some constant } C_{1}>0
$$

Then we have

$$
\begin{equation*}
\int e^{i \xi \phi(x)} r(x) \mathrm{d} \nu(x) \rightarrow 0 \text { as }|\xi| \rightarrow \infty \tag{1.2}
\end{equation*}
$$

uniformly with respect to $C_{1}$.
This is the main theorem of this paper. It will be proved in Section 3.
Corollary 1.4. Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Let $\nu$ be the unique $\mu$-stationary measure. Then for a $C^{2}$-diffeomorphism $\phi$ on $\mathbb{P}^{1}$, the pushforward of the stationary measure $\phi_{*} \nu$ is a Rajchman measure. In other words

$$
\begin{equation*}
\widehat{\phi_{*} \nu}(k) \rightarrow 0 \text { as }|k| \rightarrow+\infty . \tag{1.3}
\end{equation*}
$$

Theorem 1.1 is a special case of this corollary, where $\phi$ is the identity function.
Proof of Corollary 1.4 from Theorem 1.3. By the identification $\mathbb{P}^{1} \simeq \mathbb{T}$, we may consider all the objects as living on $\mathbb{T}$. Take a partition of unity of $\mathbb{T}$ : let $r_{1}, r_{2}$ be non negative Lipschitz functions on $\mathbb{T}$ such that $r_{1}+r_{2}=1$, and the supports of $r_{1}, r_{2}$ are connected subintervals of $\mathbb{T}$. For $j=1,2$, we can lift the function $\left.\phi\right|_{\text {supp } r_{j}}$ to a function $\phi_{j}$ from supp $r_{j}$ to $\mathbb{R}$. Then

$$
\int_{\mathbb{T}} e^{2 i k \phi(\theta)} \mathrm{d} \nu(\theta)=\int_{\mathbb{T}}\left(r_{1}(\theta)+r_{2}(\theta)\right) e^{2 i k \phi(\theta)} \mathrm{d} \nu(\theta)=\int_{\mathbb{T}}\left(e^{2 i k \phi_{1}(\theta)} r_{1}(\theta)+e^{2 i k \phi_{2}(\theta)} r_{2}(\theta)\right) \mathrm{d} \nu(\theta) .
$$

Since $\phi$ is a diffeomorphism, the functions $\phi_{j}, r_{j}$ satisfy the conditions in Theorem 1.3. We use this theorem twice to conclude.

Let us use another coordinate system on $\mathbb{P}^{1}$. We identify $\mathbb{P}^{1}$ with $\mathbb{R} \cup\{\infty\}$ through the map $\varphi(x)=v_{1} / v_{2}$, where $x=\mathbb{R} v$ is a point in $\mathbb{P}^{1}$. Then the action of $\mathrm{SL}_{2}(\mathbb{R})$ on $\mathbb{P}^{1}$ reads as the Möbius action, that is for $r \in \mathbb{R} \cup\{\infty\}$ and $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ in $\mathrm{SL}_{2}(\mathbb{R})$, we have $g r=\frac{a r+b}{c r+d}$.

If the support of a $\mu$-stationary measure $\nu$ does not contain $[1: 0]$, then $\varphi_{*} \nu$ is a stationary measure on $\mathbb{R}$. From Theorem 1.3, we get

Corollary 1.5. Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Let $\nu$ be the unique $\mu$-stationary measure. If the support of $\nu$ does not contain $[1: 0]$, then the $\mu-$ stationary measure $\varphi_{*} \nu$ is a Rajchman measure on $\mathbb{R}$. In other words

$$
\begin{equation*}
\widehat{\varphi_{*} \nu}(\xi)=\int_{\mathbb{P}^{1}} e^{i \varphi(x) \xi} \mathrm{d} \nu(x) \rightarrow 0 \text { as }|\xi| \rightarrow+\infty . \tag{1.4}
\end{equation*}
$$

Example 1.6 (Solvable case). For stationary measures on $\mathbb{R}$, consider the following

$$
\mu=\frac{1}{2}\left(\delta_{g_{1}}+\delta_{g_{2}}\right)=\frac{1}{2} \delta\left(\begin{array}{cc}
\sqrt{\lambda} & -1 / \sqrt{\lambda} \\
0 & 1 / \sqrt{\lambda}
\end{array}\right)+\frac{1}{2} \delta\left(\begin{array}{cc}
\sqrt{\lambda} & 1 / \sqrt{\lambda} \\
0 & 1 / \sqrt{\lambda}
\end{array}\right)
$$

where $\lambda \in(0,1)$. Then the actions of $g_{1}, g_{2}$ are given by $g_{1} r=\lambda r-1, g_{2} r=\lambda r+1$ for $r \in \mathbb{R}$. By definition, a $\mu$-stationary measure $\nu$ on $\mathbb{R}$ must satisfy the equation

$$
\begin{equation*}
\nu=\mu * \nu=\frac{1}{2}\left(\left(g_{1}\right)_{*} \nu+\left(g_{2}\right)_{*} \nu\right) . \tag{1.5}
\end{equation*}
$$

Let $X_{0}, X_{1}, \ldots$ be i.i.d. random variables such that $\mathbb{P}\left(X_{0}=1\right)=\mathbb{P}\left(X_{0}=-1\right)=1 / 2$. Let $\nu_{\lambda}$ be the Bernoulli convolution with parameter $\lambda$, defined to be the distribution of $\sum_{j \geq 0} X_{j} \lambda^{j}$. The measure $\nu_{\lambda}$ satisfies (1.5), thus it is a $\mu$-stationary measure on $\mathbb{R}$. In [Erd39], Erdös proved that when $\lambda^{-1}$ is a Pisot number, the Fourier transform of $\nu_{\lambda}$ does not converge to zero. In this example $\Gamma_{\mu}$ is solvable, so the Zariski density condition is necessary in the theorem.

Remark 1.7. 1. A similar result for Bernoulli convolutions was obtained in [Kau76]. Kaufman proved that for Bernoulli convolutions $\nu_{\lambda}$, if $\lambda^{-1}$ is not a Pisot number, then it satisfies the same conclusion as in Corollary 1.3. That is, the pushforward measure $\phi_{*} \nu_{\lambda}$ is a Rajchman measure, where $\phi$ is a $C^{1}$ function on $\mathbb{R}$ with $\phi^{\prime}>0$ everywhere.
2.Our result for the measure $\nu$ is stronger than being a Rajchman measure. Indeed, for a probability measure on $\mathbb{T}$, being a Rajchman measure is not invariant by diffeomorphisms. We can find examples in [Kau84]. A typical example is the standard $\frac{1}{3}$-Cantor measure $\nu$, which is not a Rajchman measure. Let $\phi$ be the quadratic map $r \mapsto r^{2}$. Then the pushforward measure $\phi_{*} \nu$ becomes a Rajchman measure with polynomial decay.

One of our motivations for establishing Theorem 1.1 comes from the theory of Bernoulli convolutions. One of the main questions of this theory is to determine for which parameter $\lambda$, the measure $\nu_{\lambda}$ is absolutely continuous with respect to the Lebesgue measure. We have already mentioned that when $\lambda^{-1}$ is a Pisot number, Erdös proved that $\nu_{\lambda}$ is not a Rajchman measure. Thus, in particular, $\nu_{\lambda}$ is not absolutely continuous with respect to the Lebesgue measure. Recently, people have been interested in the same problem for stationary measures for random walks on $\mathrm{SL}_{2}(\mathbb{R})$, see [Bou12],[KLP11]. Our result shows that we cannot generalize the method of Erdös to the Zariski dense case.

Our other motivation is the same question for the Patterson-Sullivan measure on the limit set of Fuchsian groups. With Theorem 1.1, it suffices to prove that there exists a probability measure $\mu$ on $\mathrm{SL}_{2}(\mathbb{R})$ such that the Patterson-Sullivan measure is $\mu$-stationary, and $\mu$ has a finite exponential moment.

In [Lal89] and [Lal86], Lalley announced the existence of such a $\mu$ for Schottky groups. But Lalley's proof only works for Schottky semigroups. In [CM07], the authors proved the existence of such a $\mu$ without the moment condition in geometrically finite cases. Combining the methods of Connell, Muchnik and Lalley, we can prove the existence of such a measure $\mu$ for convex cocompact Fuchsian groups, see [Li]. Therefore, we have

Corollary 1.8. Let $\Gamma$ be a convex cocompact Fuchsian group. Then the Patterson-Sullivan measure associated to $\Gamma$ is a Rajchman measure.

Remark 1.9. Corollary 1.8 also holds if we replace the Patterson-Sullivan measure by any Gibbs measure. In [Li], we have a similar realization for any Gibbs measure associated to a convex cocompact Fuchsian group, as it is done by Lalley for any Gibbs measure on the limit set of a Schottky semigroup in [Lal86].

Remark 1.10. Using the uniform spectral gap proved in [Nau05], we can prove a polynomial decay in the convergence to zero of the Fourier coefficients of the $\mu$-stationary measure, when the support of $\mu$ is the set of generators of a Schottky semigroup. In this case, the uniform spectral gap implies an exponential error term in the renewal theorem, which is the only obstacle for polynomial decay. Please see Remark 3.10 for more details. We believe it is true for the general case, but the question is still open.

Remark 1.11. Very recently, Bourgain and Dyatlov [BD17] have proved a polynomial decay of the Fourier coefficients of the Patterson-Sullivan measure associated to a convex cocompact Fuchsian group. Their method, which comes from additive combinatorics, is totally different from ours. They use the Fourier decay bound and the fractal uncertainty principle to obtain an essential spectral gap for a convex cocompact hyperbolic surface. We can not recover their result directly as in Remark 1.10. It is possible if we modifier some steps and use the uniform spectral gap in [Nau05], but we do not pursue in this direction in this work.

On the other hand, in the geometrically finite case, this approach can not work. The finite exponential moment condition is impossible for noncompact lattice $\Gamma$ in $\mathrm{SL}_{2}(\mathbb{R})$ (see [GLJ93], [DKN09], [BHM11]). That is, if $\mu$ is a measure on $\Gamma$ with a finite first moment, then the $\mu$ stationary measure $\nu$ is singular with respect to the Lebesgue measure. Maybe the generalization of the method of [JS16] works in this case, where they proved the Gibbs measures for the Gauss map which has dimension greater than $1 / 2$ are Rajchman measures.

In this paper, our main idea is to obtain the convergence to zero of Fourier coefficients from a renewal type result.

The strategy of proof: To simplify, identify $\mathbb{P}^{1}$ with $\mathbb{T}=\mathbb{R} / \pi \mathbb{Z}$ as before. The starting point is the relation $\nu=\mu * \nu$. Consider a random walk on $\mathrm{SL}_{2}(\mathbb{R}), X_{n}=b_{1} b_{2} \cdots b_{n}$, where $b_{j}$ are independent random variables with the same law $\mu$. Let $\mathscr{B}_{n}$ be the Borel $\sigma$-algebra generated by $X_{1}, \ldots, X_{n}$. Let $Y_{n}=\left(X_{n}\right)_{*} \nu$. They are random variables which take values in the space of Borel measures on $\mathbb{T}$. By definition, we have

$$
\mathbb{E}\left(Y_{n+1} \mid \mathscr{B}_{n}\right)=\mathbb{E}\left(\left(X_{n}\right)_{*}\left(b_{n+1}\right)_{*} \nu \mid \mathscr{B}_{n}\right)=\left(X_{n}\right)_{*} \mathbb{E}\left(\left(b_{n+1}\right)_{*} \nu\right)=Y_{n} .
$$

Therefore $\left\{Y_{n}\right\}$ is a martingale. For $t>0$, we define the stopping time by $\tau=\inf \{n \in$ $\left.\mathbb{N} \mid \log \left\|X_{n}\right\| \geq t\right\}$. Then the martingale property implies that

$$
\mathbb{E}\left(\left(X_{\tau}\right)_{*} \nu\right)=\mathbb{E}\left(Y_{\tau}\right)=\mathbb{E}\left(Y_{0}\right)=\nu
$$

(See Proposition 3.5). Thus for the Fourier coefficients, we have for $k \in 2 \mathbb{Z}$ (since $\overline{\hat{\nu}(k)}=\hat{\nu}(-k)$, we only consider $k \geq 0$.)

$$
\hat{\nu}(k)=\int e^{i k x} \mathrm{~d} \nu(x)=\int e^{i k x} \mathrm{~d} \mathbb{E}\left(\left(X_{\tau}\right)_{*} \nu\right)(x)=\int \mathbb{E}\left(e^{i k X_{\tau} x}\right) \mathrm{d} \nu(x)
$$

Recall our circle $\mathbb{T}$ is $\mathbb{R} / \pi \mathbb{Z}$. The idea is to find some cancellations in the "trigonometric series" $\mathbb{E}\left(e^{i k X_{\tau} x}\right)$. By the Cauchy-Schwarz inequality, it suffices to prove $\mathbb{E}\left(e^{i k\left(X_{\tau} x-X_{\tau} y\right)}\right) \rightarrow 0$ as $k \rightarrow \infty$.

By analogy with the case of classical random walks on $\mathbb{R}$, we expect that there exists a measurable density function $p$ on $\mathbb{R}^{+}$such that for a continuous compactly supported function $f$ on $\mathbb{R}$ and $t \in \mathbb{R}$,

$$
\mathbb{E}\left(f\left(\log \left\|X_{\tau}\right\|-t\right)\right) \longrightarrow \int_{\mathbb{R}^{+}} f(u) p(u) \mathrm{d} u \text { as } t \rightarrow+\infty
$$

Then absolute continuity of the limit distribution would imply the convergence to zero of $\hat{\nu}(k)$.
In the actual proof, we do not use this stopping time, but a residue process. Indeed, the latter is easier to treat with transfer operators and Fourier analysis. We will establish a limit theorem for the residue process, a generalization of the renewal theorem, in Section 4.

Notation: When $f$ and $g$ are functions on a set $X$, we write $f(x) \lesssim g(x)$, if there exists $C>0$ independent of $x \in X$ such that $f(x) \leq C g(x)$, and $f(x)=O(g(x))$ means $|f(x)| \lesssim g(x)$. We also write $f(x, y)=O_{y}(g(x, y))$, which means $|f(x, y)| \leq C_{y} g(x, y)$, where $C_{y}$ is a constant only depending on $y$.

We introduce a notation $O_{\exp , \epsilon}(s)$. We write $f(\epsilon, s)=O_{\exp , \epsilon}(s)$ if for $\epsilon>0$ and $s \in \mathbb{R}$, there exists a constant $\epsilon^{\prime}>0$ such that $f(\epsilon, s)=O\left(e^{-\epsilon^{\prime} s}\right)$, where all the constants only depend on $\epsilon$. We write $f(s)=O_{\exp }(s)$, if there exists a uniform constant $\epsilon^{\prime}$ such that $f(s)=O\left(e^{-\epsilon^{\prime} s}\right)$.
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## 2 Preliminaries on random walks on $\mathbb{P}^{1}$

Fix the norm induced by the standard inner product on $\mathbb{R}^{2},\|v\|=\sqrt{v_{1}^{2}+v_{2}^{2}}$, which is $\mathrm{SO}_{2}(\mathbb{R})$ invariant. Then define a metric on $\mathbb{P}^{1}$. For two points $x=\mathbb{R} v, x^{\prime}=\mathbb{R} w$, we set

$$
d\left(x, x^{\prime}\right)=\frac{|\operatorname{det}(v, w)|}{\|v\|\|w\|}
$$

This is a sine distance. If we write $x=\mathbb{R}\binom{\cos \theta}{\sin \theta}$ and $x^{\prime}=\mathbb{R}\binom{\cos \theta^{\prime}}{\sin \theta^{\prime}}$, then $d\left(x, x^{\prime}\right)=$ $\left|\sin \left(\theta-\theta^{\prime}\right)\right|$. From now on, we write $G=\mathrm{SL}_{2}(\mathbb{R})$ and $X=\mathbb{P}^{1}$.
Definition 2.1. For $g$ in $G$ and $x=\mathbb{R} v$ in $X$, define the function $\sigma: G \times X \rightarrow \mathbb{R}$ by $\sigma(g, x)=$ $\log \frac{\|g v\|}{\|v\|}$.

This function $\sigma$ is a cocycle, because for $g, h$ in $G$ we have

$$
\sigma(g h, x)=\log \frac{\|g h v\|}{\|v\|}=\log \frac{\|g h v\|}{\|h v\|}+\log \frac{\|h v\|}{\|v\|}=\sigma(g, h x)+\sigma(h, x)
$$

where we use the fact that the action is linear, $h x=\mathbb{R} h v$.
Lemma 2.2. For $g$ in $G$ and $x, x^{\prime}$ in $X$ with $x \neq x^{\prime}$, we have

$$
\begin{equation*}
\frac{d\left(g x, g x^{\prime}\right)}{d\left(x, x^{\prime}\right)}=\exp \left(-\sigma(g, x)-\sigma\left(g, x^{\prime}\right)\right) \tag{2.1}
\end{equation*}
$$

Proof. As in the definition of the distance $d(\cdot, \cdot)$, we take two non zero vectors $v$ and $w$ in $x$ and $x^{\prime}$ respectively. By definition,

$$
\frac{d\left(g x, g x^{\prime}\right)}{d\left(x, x^{\prime}\right)}=\left|\frac{\operatorname{det}(g v, g w)}{\operatorname{det}(v, w)}\right| \frac{\|v\|\|w\|}{\|g v\|\|g w\|}=|\operatorname{det} g| \frac{\|v\|\|w\|}{\|g v\|\|g w\|}=\exp \left(-\sigma(g, x)-\sigma\left(g, x^{\prime}\right)\right)
$$

The proof is complete.
If the point $x$ is near $x^{\prime}$, we know from the above equation that the cocycle $\sigma$ is essentially the logarithm of the contracting or expanding ratio. Let $\mu$ be a Borel probability measure on $G$, and let $b_{1}, b_{2}, \cdots$ be independent random variables with the same law $\mu$. Then the behavior of the mean value of the cocycle,

$$
\frac{1}{n} \sigma\left(b_{n} b_{n-1} \cdots b_{1}, x\right)=\frac{1}{n}\left(\sum_{j=1}^{n} \sigma\left(b_{j}, b_{j-1} \cdots b_{1} x\right)\right)
$$

follows an asymptotic law similar to the law of large numbers. In particular,

Theorem 2.3. [Fur63][GR85] Let $\mu$ be a Borel probability measure on $G$ having an exponential moment. Assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Then for all $x$ in $X$, random variables $b_{j}$ defined as above, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sigma\left(b_{n} b_{n-1} \cdots b_{1}, x\right)}{n}=\int_{G} \int_{X} \sigma(g, y) \mathrm{d} \mu(g) \mathrm{d} \nu(y)=\sigma_{\mu}>0 \quad \text { a.s } \mu^{\otimes \mathbb{N}^{*}} \tag{2.2}
\end{equation*}
$$

The constant $\sigma_{\mu}$ is called the Lyapunov exponent of $\mu$.
Theorem 2.4 (Hölder regularity). [Gui90][BL85, Chapter 6,Proposition 4.1] Under the assumptions of Theorem 1.1, there exist constants $C>0, \alpha>0$ such that for every $x$ in $X$ and $r>0$ we have

$$
\begin{equation*}
\nu(B(x, r)) \leq C r^{\alpha} \tag{2.3}
\end{equation*}
$$

We need the Cartan decomposition of the Lie group $G$, i.e. $G=\mathrm{SO}_{2} A^{+} \mathrm{SO}_{2}$, where $A^{+}=$ $\left\{\left(\begin{array}{cc}e^{t} & 0 \\ 0 & e^{-t}\end{array}\right), t \geq 0\right\}$. For $g$ in $G$, we can write $g=k_{g} a_{g} l_{g}$, where $k_{g}, l_{g}$ are in $\mathrm{SO}_{2}$, and $a_{g}=\operatorname{diag}\left\{e^{\kappa(g)}, e^{-\kappa(g)}\right\}$ is the diagonal matrix whose diagonal elements are $e^{\kappa(g)}$ and $e^{-\kappa(g)}$ with $\kappa(g) \geq 0$. The positive number $\kappa(g)$ is called the Cartan projection. Identify the two spaces $X$ and $\mathbb{T} \simeq \mathbb{R} / \pi \mathbb{Z}$. For an element $x$ in $X$, associate it to the unique element $\theta(x)$ in $\mathbb{R} / \pi \mathbb{Z}$ satisfying $x=\mathbb{R}\binom{\cos \theta(x)}{\sin \theta(x)}$. When there is no ambiguity, we will abbreviate $\theta(x)$ to $x$.

Let $e_{1}=\mathbb{R}\binom{1}{0}, e_{2}=\mathbb{R}\binom{0}{1}$, which mean elements in $X$. Let $r_{\theta}=\left(\begin{array}{cc}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right)$ be a rotation matrix in $G$. For $g$ in $G$, choosing a decomposition $g=k_{g} a_{g} l_{g}$, we define $x_{g}^{m}=$ $l_{g}^{-1} e_{2}, x_{g}^{M}=k_{g} e_{1}$. If $\kappa(g)>0$, then $x_{g}^{M}, x_{g}^{m}$ are uniquely defined.

Proposition 2.5. For $g$ in $G$ with $\kappa(g)>0$, we have

$$
\begin{equation*}
x_{g}^{m}=x_{g^{-1}}^{M} . \tag{2.4}
\end{equation*}
$$

Proof. For a real number $a \neq 0$, we have

$$
\left(\begin{array}{cc}
a & 0 \\
0 & a^{-1}
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{cc}
a^{-1} & 0 \\
0 & a
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)=r_{\pi / 2}\left(\begin{array}{cc}
a^{-1} & 0 \\
0 & a
\end{array}\right) r_{3 \pi / 2}
$$

This implies that

$$
g^{-1}=\left(k_{g} a_{g} l_{g}\right)^{-1}=l_{g}^{-1} a_{g}^{-1} k_{g}^{-1}=l_{g}^{-1} r_{\pi / 2} a_{g} r_{3 \pi / 2} k_{g}^{-1}
$$

Therefore $x_{g^{-1}}^{M}=l_{g}^{-1} r_{\pi / 2} e_{1}=l_{g}^{-1} e_{2}=x_{g}^{m}$.
Lemma 2.6. For $g$ in $G$ and $x=\mathbb{R} v$ in $X$, we have

$$
\begin{equation*}
d\left(x_{g}^{m}, x\right) \leq \frac{\|g v\|}{\|g\|\|v\|} \leq d\left(x_{g}^{m}, x\right)+e^{-2 \kappa(g)} \tag{2.5}
\end{equation*}
$$

Another form that will be used frequently is

$$
\sigma(g, x) \geq \kappa(g)+\log d\left(x_{g}^{m}, x\right)
$$

Proof. Suppose that the vector $v$ has norm 1, then

$$
\frac{\|g v\|}{\|v\|}=\frac{\left\|k_{g} a_{g} l_{g} v\right\|}{\|v\|}=\frac{\left\|a_{g} l_{g} v\right\|}{\left\|l_{g} v\right\|} .
$$

Since $d\left(x_{g}^{m}, x\right)=d\left(l_{g}^{-1} e_{2}, x\right)=d\left(e_{2}, l_{g} x\right)$, it suffices to prove this inequality for diagonal elements, in other words $g=\operatorname{diag}\left\{e^{\kappa(g)}, e^{-\kappa(g)}\right\}$. Hence

$$
\frac{\|g v\|}{\|v\|}=\left|\left(\begin{array}{cc}
e^{\kappa(g)} & 0  \tag{2.6}\\
0 & e^{-\kappa(g)}
\end{array}\right)\binom{v_{1}}{v_{2}}\right|=\left|e^{2 \kappa(g)} v_{1}^{2}+e^{-2 \kappa(g)} v_{2}^{2}\right|^{1 / 2}
$$

The equality $d\left(x_{g}^{m}, x\right)=d\left(e_{2}, x\right)=\left|v_{1}\right|$ implies that

$$
\begin{aligned}
& \frac{\|g v\|}{\|g\|\|v\|} \geq\left|v_{1}\right|=d\left(x_{g}^{m}, x\right) \\
& \frac{\|g v\|}{\|g\|\|v\|} \leq\left|v_{1}\right|+e^{-2 \kappa(g)}=d\left(x_{g}^{m}, x\right)+e^{-2 \kappa(g)}
\end{aligned}
$$

The proof is complete.
The following lemma is an important tool, which gives a precise approximation of the cocycle by the Cartan projection and distance.

Lemma 2.7. Let $x, x^{\prime}$ be two points in $X$ and let $g$ be in $G$. Assume that

$$
e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x\right) \leq \frac{1}{2} d\left(g^{-1} x^{\prime}, x\right)
$$

then

$$
\begin{equation*}
\left|\sigma(g, x)-\kappa(g)-\log d\left(g^{-1} x^{\prime}, x\right)\right| \leq 2 \frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x^{\prime}\right)}{d\left(g^{-1} x^{\prime}, x\right)} \tag{2.7}
\end{equation*}
$$

Proof. Inequality (2.5) implies that

$$
\begin{aligned}
\left|e^{\sigma(g, x)-\kappa(g)}-d\left(g^{-1} x^{\prime}, x\right)\right| & \leq \max \left\{\left|d\left(x_{g}^{m}, x\right)-d\left(g^{-1} x^{\prime}, x\right)\right|,\left|e^{-2 \kappa(g)}+d\left(x_{g}^{m}, x\right)-d\left(g^{-1} x^{\prime}, x\right)\right|\right\} \\
& \leq e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x^{\prime}\right)
\end{aligned}
$$

Thus by hypothesis, we have

$$
\left|\exp (\sigma(g, x)-\kappa(g))-d\left(g^{-1} x^{\prime}, x\right)\right| \leq 1 / 2 d\left(g^{-1} x^{\prime}, x\right)
$$

Since $|\log (1+t)| \leq 2|t|$ for $t>-1 / 2$, we obtain

$$
\begin{aligned}
& \left|\sigma(g, x)-\kappa(g)-\log d\left(g^{-1} x^{\prime}, x\right)\right|=\log \left|1+\frac{\exp (\sigma(g, x)-\kappa(g))-d\left(g^{-1} x^{\prime}, x\right)}{d\left(g^{-1} x^{\prime}, x\right)}\right| \\
& \quad \leq 2 \frac{\left|\exp (\sigma(g, x)-\kappa(g))-d\left(g^{-1} x^{\prime}, x\right)\right|}{d\left(g^{-1} x^{\prime}, x\right)} \leq 2 \frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x^{\prime}\right)}{d\left(g^{-1} x^{\prime}, x\right)}
\end{aligned}
$$

The proof is complete.
In the next proposition we summarize the large deviations principle for the cocycle and for the Cartan projection,

Proposition 2.8. [BQ16, Thm13.11, Thm 13.17] Under the assumptions of Theorem 1.1, for every $\epsilon>0$ we have

$$
\begin{align*}
& \mu^{* n}\left\{g \in G| | \sigma(g, x)-n \sigma_{\mu} \mid \geq n \epsilon\right\}=O_{\exp , \epsilon}(n)  \tag{2.8}\\
& \mu^{* n}\left\{g \in G| | \kappa(g)-n \sigma_{\mu} \mid \geq n \epsilon\right\}=O_{\exp , \epsilon}(n) \tag{2.9}
\end{align*}
$$

uniformly for all $x$ in $X$ and $n \geq 1$.
Let $t$ be a real number. Write $[t]$ for the integer part of $t$.

Corollary 2.9. Under the assumptions of Theorem 1.1, for every $\epsilon>0$ we have

$$
\begin{aligned}
& \sum_{m \geq n} \mu^{* m}\{g \in G \mid \sigma(g, x) \leq t\}=O_{\exp , \epsilon}(n) \\
& \sum_{m \geq n} \mu^{* m}\{g \in G \mid \kappa(g) \leq t\}=O_{\exp , \epsilon}(n)
\end{aligned}
$$

uniformly for all $x$ in $X, t>0$ and $n \geq\left[\frac{t}{\sigma_{\mu}-\epsilon}\right]$.
By the hypothesis of finite exponential moment and the Chebyshev inequality, we have
Lemma 2.10. Under the assumptions of Theorem 1.1, let $M_{\mu}$ be the finite exponential moment of $\mu$ defined by $M_{\mu}=\int\|g\|^{\epsilon_{1}} \mathrm{~d} \mu(g)$. For $s>0$, we have

$$
\begin{equation*}
\mu\{g \in G \mid \kappa(g) \geq s\} \leq M_{\mu} e^{-\epsilon_{1} s} . \tag{2.10}
\end{equation*}
$$

Corollary 2.11. Under the assumptions of Theorem 1.1, for every $\epsilon>0$ we have

$$
\begin{aligned}
& \sum_{m \leq n} \mu^{* m}\{g \in G \mid \sigma(g, x) \geq t\}=O_{\exp , \epsilon}(t), \\
& \sum_{m \leq n} \mu^{* m}\{g \in G \mid \kappa(g) \geq t\}=O_{\exp , \epsilon}(t),
\end{aligned}
$$

uniformly for all $x$ in $X, t>0$ and $n=\left[\frac{t}{\sigma_{\mu}+\epsilon}\right]$.
Proof. The inequality about the cocycle follows from the one about the Cartan projection, because $\kappa(g) \geq \sigma(g, x)$. It suffices to prove the second inequality:

- When $m \leq \epsilon_{2} t$, where $\epsilon_{2}>0$ is a small constant such that $\epsilon_{2} \leq \epsilon_{1} /\left(2 \log M_{\mu}\right)$, from Chebyshev's inequality and the subadditivity of the Cartan projection, we have

$$
\begin{aligned}
\sum_{m=1}^{\left[\epsilon_{2} t\right]} \mu^{\otimes m}\{\kappa(g) \geq t\} & \leq \sum_{m=1}^{\left[\epsilon_{2} t\right]} e^{-\epsilon_{1} t} \int e^{\epsilon_{1} \kappa(g)} \mathrm{d} \mu^{\otimes m}(g) \leq \sum_{m=1}^{\left[\epsilon_{2} t\right]} e^{-\epsilon_{1} t}\left|\int\|g\|^{\epsilon_{1}} \mathrm{~d} \mu(g)\right|^{m} \\
& \leq e^{-\epsilon_{1} t} M_{\mu}^{\left[\epsilon_{2} t\right]} /\left(M_{\mu}-1\right) .
\end{aligned}
$$

This implies that $\sum_{m=1}^{\left[\epsilon_{2} t\right]} \mu^{\otimes m}\{\kappa(g) \geq t\} \lesssim e^{-t \epsilon_{1} / 2}$.

- When $m \in\left[\epsilon_{2} t, t /\left(\sigma_{\mu}+\epsilon\right)\right]$, we have $\kappa(g)>t \geq m\left(\sigma_{\mu}+\epsilon\right)$. Then use (2.9) to deduce that the measure of this part is less than $\sum_{m \in\left[\epsilon_{2} t, t /\left(\sigma_{\mu}+\epsilon\right)\right]} O_{\text {exp, } \epsilon}(m)=O_{\text {exp, } \epsilon}(t)$.
The proof is complete.
The following proposition describes regularity properties of $\mu^{* n}$, which is a corollary of the large deviations principle.

Proposition 2.12. [BQ16, Prop14.3] Under the assumptions of Theorem 1.1, for every $\epsilon>0$ we have

$$
\begin{align*}
& \mu^{* n}\left\{g \in G \mid d\left(g x, x^{\prime}\right) \leq e^{-n \epsilon}\right\}=O_{\exp , \epsilon}(n),  \tag{2.11}\\
& \mu^{* n}\left\{g \in G \mid d\left(x_{g}^{M}, x\right) \leq e^{-n \epsilon}\right\}=O_{\exp , \epsilon}(n),  \tag{2.12}\\
& \mu^{* n}\left\{g \in G \mid d\left(x_{g}^{m}, g^{-1} x\right) \geq e^{-\left(2 \sigma_{\mu}-\epsilon\right) n}\right\}=O_{\exp , \epsilon}(n),  \tag{2.13}\\
& \mu^{* n}\left\{g \in G \mid d\left(x_{g}^{M}, g x\right) \geq e^{-\left(2 \sigma_{\mu}-\epsilon\right) n}\right\}=O_{\exp , \epsilon}(n), \tag{2.14}
\end{align*}
$$

uniformly for all $x, x^{\prime}$ in $X$ and $n \geq 1$.

Corollary 2.13. Under the assumptions of Theorem 1.1, for every $\epsilon>0$ we have

$$
\begin{equation*}
\mu^{* n}\left\{g \in G \mid d\left(g x, x^{\prime}\right) \leq e^{-t}\right\}=O_{\exp , \epsilon}(t) \tag{2.15}
\end{equation*}
$$

uniformly for all $x, x^{\prime}$ in $X, t>0$ and $n \geq t / \epsilon$.
For every $\epsilon>0$ we have

$$
\begin{equation*}
\mu^{* n}\left\{g \in G \mid d\left(x_{g}^{M}, g x\right) \geq e^{-t}\right\}=O_{\exp , \epsilon}(t) \tag{2.16}
\end{equation*}
$$

uniformly for all $x$ in $X, t>0$ and $n \geq t /\left(2 \sigma_{\mu}-\epsilon\right)$.
Proof. There exists an integer $n_{t} \leq n$ such that $\epsilon n_{t}<t \leq \epsilon\left(n_{t}+1\right)$. By inequality (2.11), we have $\mu^{* n_{t}}\left\{d\left(g x, x^{\prime}\right) \leq e^{-\epsilon n_{t}}\right\} \lesssim e^{-\epsilon^{\prime} n_{t}}$. This implies that

$$
\begin{aligned}
\mu^{* n}\left\{g \in G \mid d\left(g x, x^{\prime}\right) \leq e^{-t}\right\} & =\int_{G} \mu^{* n_{t}}\left\{l \in G \mid d\left(l(h x), x^{\prime}\right) \leq e^{-t}\right\} \mathrm{d} \mu^{*\left(n-n_{t}\right)}(h) \\
& \leq \int_{G} \mu^{* n_{t}}\left\{l \in G \mid d\left(l(h x), x^{\prime}\right) \leq e^{-\epsilon n_{t}}\right\} \mathrm{d} \mu^{*\left(n-n_{t}\right)}(h) \\
& \lesssim e^{-\epsilon^{\prime} n_{t}} \lesssim e^{-\epsilon^{\prime}(t / \epsilon-1)} \lesssim e^{-\epsilon^{\prime} t / \epsilon}
\end{aligned}
$$

The second inequality follows from the same argument.
The following lemma describes the difference between the cocycle and the Cartan projection.
Lemma 2.14. [BQ16, Lemma 17.8] Under the assumptions of Theorem 1.1, for every $\epsilon>0$, there exist $C>0, \epsilon^{\prime}>0$ such that for all $n \geq l>0$ and $x$ in $X$, there exists a subset $S_{n, l, x} \subset$ $G \times G$, which satisfies

$$
\mu^{*(n-l)} \otimes \mu^{* l}\left(S_{n, l, x}^{c}\right) \leq C e^{-\epsilon^{\prime} l}=O_{\exp , \epsilon}(l)
$$

and for all $\left(g_{1}, g_{2}\right) \in S_{n, l, x}$, we have

$$
\left|\kappa\left(g_{1} g_{2}\right)-\sigma\left(g_{1}, g_{2} x\right)-\kappa\left(g_{2}\right)\right| \leq e^{-\epsilon l}
$$

By the identification $X \simeq \mathbb{T}$, we can work on $\mathbb{T}$. Since the circle $\mathbb{T}$ is a quotient space of $\mathbb{R}$, it has the induced orientation. For two different points $x, y$ in $\mathbb{T}$, which are not the two endpoints of a diameter, they divide the circle into two arcs. Call the arc with longer length the large arc, and the other arc the small arc $x \frown y$. For a function $\phi$ on $\mathbb{T}$, it can be seen as a function $\Phi$ on $\mathbb{R}$ with period $\pi$. Define $\phi^{\prime}(\theta)$ as the derivative of $\Phi$.

We introduce a sign for two different points $x, y$ in $X$, where $x, y$ are not the two endpoints of a diameter. If in the small arc $x \frown y$, the point $x$ is the start point in the orientation sense, then we define $\operatorname{sign}(x, y)=1$; otherwise, we define $\operatorname{sign}(x, y)=-1$. We have a Newton-Leibniz formula on the circle

$$
\begin{equation*}
\phi(y)-\phi(x)=\operatorname{sign}(x, y) \int_{x \frown y} \phi^{\prime}(\theta) \mathrm{d} \theta \tag{2.17}
\end{equation*}
$$

where $\mathrm{d} \theta$ is the Lebesgue measure on $\mathbb{T}$ induced by the Lebesgue measure on $\mathbb{R}$ with total mass $\pi$.

Definition 2.15 (Orientation). Let $x, y, z$ be three points in $X$. Define

$$
\operatorname{sign}(x, y, z)=\left\{\begin{aligned}
0 & \text { if any two points coincide } \\
1 & \text { if }\{x, y, z\} \text { is counterclockwise } \\
-1 & \text { otherwise. }
\end{aligned}\right.
$$

Proposition 2.16. Let $x, y$ be two different points in $X$, and let $g$ be in $G$ such that $\kappa(g)>2$ and $d\left(x_{g}^{m}, x\right), d\left(x_{g}^{m}, y\right)>e^{-\kappa(g)}$. Then

$$
\begin{equation*}
\operatorname{sign}(g x, g y)=\operatorname{sign}\left(x, y, x_{g}^{m}\right) \tag{2.18}
\end{equation*}
$$

Proof. With the same argument as in the proof of Lemma 2.6, it suffices to prove the statement in case $g=a_{g}$, that is $\operatorname{sign}\left(a_{g} x, a_{g} y\right)=\operatorname{sign}\left(x, y, e_{2}\right)$.

If $x^{\prime}$ is a point in $X$ such that $d\left(e_{2}, x^{\prime}\right)>e^{-\kappa(g)}$, then

$$
d\left(a_{g} x^{\prime}, e_{1}\right)=d\left(a_{g} x^{\prime}, a_{g} e_{1}\right)=d\left(x^{\prime}, e_{1}\right) \exp \left(-\sigma\left(a_{g}, x^{\prime}\right)-\sigma\left(a_{g}, e_{1}\right)\right)
$$

By (2.5), we obtain $\sigma\left(a_{g}, x^{\prime}\right) \geq \kappa(g)+\log d\left(e_{2}, x^{\prime}\right)>0$, so

$$
d\left(a_{g} x^{\prime}, e_{1}\right) \leq \exp (-\kappa(g)) \leq e^{-2}
$$

Thus the action of $a_{g}$ on the interval $B\left(e_{2}, e^{-\kappa(g)}\right)^{c}$ is contracting with fixed point $e_{1}$, and the image is in the interval $B\left(e_{1}, e^{-\kappa(g)}\right)$. Especially, $e_{2}$ is not in $B\left(e_{1}, e^{-\kappa(g)}\right)$ and the small arc $a_{g} x \frown a_{g} y$ is contained in $B\left(e_{1}, e^{-\kappa(g)}\right)$. By definition we have

$$
\operatorname{sign}\left(a_{g} x, a_{g} y\right)=\operatorname{sign}\left(a_{g} x, a_{g} y, e_{2}\right)
$$

Since the action of $a_{g}$ on $\mathbb{T}$ preserves the orientation, we have $\operatorname{sign}\left(a_{g} x, a_{g} y, e_{2}\right)=\operatorname{sign}\left(x, y, e_{2}\right)$. The proof is complete.

## 3 Decrease of the Fourier transform

Here we give a proof of Theorem 1.3, by admitting the technical results that will be proved in the following two sections. Recall the notations $G=\mathrm{SL}_{2}(\mathbb{R})$ and $X=\mathbb{P}^{1}$.

Definition 3.1. Let $\Sigma=\bigcup_{n \in \mathbb{N}} G^{\times n}$ be the symbol space of all finite sequences with elements in $G$. Let $\mu$ be a Borel probability measure on $G$, and let $\mu^{\otimes n}$ be the product measure on $G^{\times n}$. Then $\mu^{\otimes n}$ can be seen as a measure on $\Sigma$ which is nonzero only on $G^{\times n}$. Let $\bar{\mu}$ be the measure on $\Sigma$ defined by $\bar{\mu}=\delta_{\emptyset}+\mu+\mu^{\otimes 2}+\cdots$.

Let the integer $\omega(g)$ be the length of an element $g$ in $\Sigma$. Then an element $g$ can be written as $\left(g_{1}, g_{2}, \ldots, g_{\omega}\right)$, where $\omega$ is the abbreviation of $\omega(g)$.

Let $T$ be the shift map on $\Sigma$, defined by $T g=T\left(g_{1}, g_{2}, \ldots, g_{\omega}\right)=\left(g_{1}, g_{2}, \ldots, g_{\omega-1}\right)$, when $\omega(g) \geq 2$, and $T g=\emptyset$, when $\omega(g)=1,0$.

Let $L$ be the left shift map on $\Sigma$, defined by $L g=L\left(g_{1}, g_{2}, \ldots, g_{\omega}\right)=\left(g_{2}, \ldots, g_{\omega-1}, g_{\omega}\right)$, when $\omega(g) \geq 2$, and $L g=\emptyset$, when $\omega(g)=1,0$.

When considering the action of $g$ on $X$, we write $g x=g_{1} \cdots g_{\omega} x, \sigma(g, x)=\sigma\left(g_{1} \cdots g_{\omega}, x\right)$, $x_{g}^{m}=l_{g_{1} \cdots g_{\omega}}^{-1} e_{2}$, as well as the Cartan projection $\kappa(g)=\kappa\left(g_{1} \cdots g_{\omega}\right)$.

Remark 3.2. When using this definition, we may meet the convolution measure $\mu^{* n}$ on $G$ or the product measure $\mu^{\otimes n}$ on $G^{\times n}$. Denote $F: G^{\times n} \rightarrow G$ by $F\left(g_{1}, g_{2}, \ldots, g_{n}\right)=g_{1} \cdots g_{n}$, then $F_{*}\left(\mu^{\otimes n}\right)=\mu^{* n}$.
Definition 3.3. For $t>0$, define two sets that contain all the sequences which make the value of the Cartan projection pass $t$,

$$
M_{t}^{+}=\{g \in \Sigma \mid \kappa(T g)<t \leq \kappa(g)\}, M_{t}^{-}=\{g \in \Sigma \mid \kappa(T g) \geq t>\kappa(g)\}
$$

Remark 3.4. In some special cases, for $b_{j}$ in $\operatorname{supp} \mu$, the Cartan projection $\kappa\left(b_{1} b_{2} \cdots b_{n}\right)$ is increasing with respect to $n$. Then $M_{t}^{-}$has $\bar{\mu}$ measure zero. Let $X_{n}=b_{1} b_{2} \cdots b_{n}$ be a random walk on $G$, where $b_{j}$ are i.i.d. random variables taking values in $G$ with the same law $\mu$. Let $\tau$ be the stopping time defined by $\tau=\inf \left\{n \in \mathbb{N} \mid \kappa\left(X_{n}\right) \geq t\right\}$. In such special case

$$
\bar{\mu}\left(M_{t}^{+} \cap G^{\times n}\right)=\mathbb{P}(\tau=n)
$$

So in the measure sense, $M_{t}^{+}$is a set of the steps. That is for $\bar{\mu}$-almost every $g$ in $M_{t}^{+}$, it is of the form $g=\left(b_{1}, b_{2}, \ldots, b_{\tau}\right)=\left(X_{1}, X_{1}^{-1} X_{2}, \ldots, X_{\tau-1}^{-1} X_{\tau}\right)$ which corresponds to the set of steps of the trajectory $\left(X_{1}, X_{2}, \ldots, X_{\tau}\right)$. But this is not always true for general cases.

By Corollary 2.9, these two sets $M_{t}^{+}, M_{t}^{-}$have finite $\bar{\mu}$ measure. We have a property of $M_{t}^{+}, M_{t}^{-}$due to the definition of stationary measures. Our proof is a generalization of the property of the stopping time for martingales.

Proposition 3.5. Under the assumptions of Theorem 1.1, for a real number $t>0$ and $a$ continuous function $f$ on $X$, we have

$$
\int_{X} f(x) \mathrm{d} \nu(x)=\int_{X}\left(\int_{g \in M_{t}^{+}} f(g x) \mathrm{d} \bar{\mu}(g)-\int_{g \in M_{t}^{-}} f(g x) \mathrm{d} \bar{\mu}(g)\right) \mathrm{d} \nu(x) .
$$

Proof. For a natural number $N$, let

$$
\begin{aligned}
F_{N} & =\int_{X}\left(\int_{g \in M_{t}^{+}, \omega(g) \leq N} f(g x) \mathrm{d} \bar{\mu}(g)-\int_{g \in M_{t}^{-}, \omega(g) \leq N} f(g x) \mathrm{d} \bar{\mu}(g)\right. \\
& \left.+\int_{\omega(g)=N, \kappa(g)<t} f(g x) \mathrm{d} \bar{\mu}(g)\right) \mathrm{d} \nu(x) .
\end{aligned}
$$

Then $F_{o}=\int_{X} f(x) \mathrm{d} \nu(x)$. Since all the terms are finite, we have

$$
\begin{aligned}
F_{N+1}-F_{N} & =\int_{X}\left(\int_{g \in M_{t}^{+}, \omega(g)=N+1} f(g x) \mathrm{d} \bar{\mu}(g)-\int_{g \in M_{t}^{-}, \omega(g)=N+1} f(g x) \mathrm{d} \bar{\mu}(g)\right. \\
& \left.+\int_{\omega(g)=N+1, \kappa(g)<t} f(g x) \mathrm{d} \bar{\mu}(g)-\int_{\omega(g)=N, \kappa(g)<t} f(g x) \mathrm{d} \bar{\mu}(g)\right) \mathrm{d} \nu(x) .
\end{aligned}
$$

By the relation $\nu=\mu * \nu$, the set of integration of the last term becomes $\{\omega(g)=N+1, \kappa(T g)<$ $t\}$. Compare these sets of integration

$$
\begin{aligned}
\{g & \left.\in M_{t}^{+}, \omega(g)=N+1\right\} \cup\{\omega(g)=N+1, \kappa(g)<t\} \\
& =\{\omega(g)=N+1, \kappa(T g)<t, \kappa(g) \geq t\} \cup\{\omega(g)=N+1, \kappa(g)<t\} \\
& =\{\omega(g)=N+1, \kappa(T g) \geq t, \kappa(g)<t\} \cup\{\omega(g)=N+1, \kappa(T g)<t\} \\
& =\left\{g \in M_{t}^{-}, \omega(g)=N+1\right\} \cup\{\omega(g)=N+1, \kappa(T g)<t\} .
\end{aligned}
$$

Therefore, $F_{N+1}=F_{N}=\cdots=F_{o}$. Corollary 2.9 and Inequality (2.9) imply that $\bar{\mu}\{g \in$ $\left.M_{t}^{ \pm}, \omega(g)>N\right\}, \bar{\mu}\{\omega(g)=N, \kappa(g)<t\} \rightarrow 0$, as $N \rightarrow \infty$. Thus

$$
F_{N} \rightarrow \int_{X}\left(\int_{g \in M_{t}^{+}} f(g x) \mathrm{d} \bar{\mu}(g)-\int_{g \in M_{t}^{-}} f(g x) \mathrm{d} \bar{\mu}(g)\right) \mathrm{d} \nu(x) \text { as } N \rightarrow \infty
$$

which completes the proof.
With these preparations, we start to prove Theorem 1.3, by admitting Lemma 5.2, Corollary 5.5 and Proposition 4.28.

Proof of Theorem 1.3. We will prove that there exist constants $\epsilon_{0}>0, C_{0}>0$ such that for every $s>0$, the Fourier transform $\int e^{i \xi \phi(\theta)} r(\theta) \mathrm{d} \nu(\theta)$ is less than $C_{0} e^{-\epsilon_{0} s}$ for all $|\xi|$ large enough depending on $s$.

Fix a constant $\epsilon_{3} \leq 1 / 10$. Write $t=(\log |\xi|-s) / 2$, and take $|\xi|$ large enough such that $t>10 s$.

Step 1: Let $e_{\xi}(x)$ be the function $e^{i \xi \phi(x)} r(x)$. Using Proposition 3.5 and the CauchySchwarz inequality, we have

$$
\begin{aligned}
\left|\int_{X} e_{\xi}(x) \mathrm{d} \nu(x)\right|= & \left|\int_{g \in M_{t}^{+}} \int_{X} e_{\xi}(g x) \mathrm{d} \nu(x) \mathrm{d} \bar{\mu}(g)-\int_{g \in M_{t}^{-}} \int_{X} e_{\xi}(g x) \mathrm{d} \nu(x) \mathrm{d} \bar{\mu}(g)\right| \\
\leq & \bar{\mu}\left(M_{t}^{+}\right)^{1 / 2}\left(\int_{M_{t}^{+}}\left|\int_{X} e_{\xi}(g x) \mathrm{d} \nu(x)\right|^{2} \mathrm{~d} \bar{\mu}(g)\right)^{1 / 2} \\
& +\bar{\mu}\left(M_{t}^{-}\right)^{1 / 2}\left(\int_{M_{t}^{-}}\left|\int_{X} e_{\xi}(g x) \mathrm{d} \nu(x)\right|^{2} \mathrm{~d} \bar{\mu}(g)\right)^{1 / 2} .
\end{aligned}
$$

By Lemma 5.2 and Proposition 3.5, $\bar{\mu}\left(M_{t}^{+}\right), \bar{\mu}\left(M_{t}^{-}\right)$are uniformly bounded with $t$. Change the order of integration, then

$$
\begin{align*}
\left|\widehat{\phi_{*}(r \mathrm{~d} \nu)}(\xi)\right| \lesssim & \left(\int_{X^{2}} \int_{M_{t}^{+}} e^{i \xi(\phi(g x)-\phi(g y))} r(g x) r(g y) \mathrm{d} \bar{\mu}(g) \mathrm{d} \nu(x) \mathrm{d} \nu(y)\right)^{1 / 2} \\
& +\left(\int_{X^{2}} \int_{M_{t}^{-}} e^{i \xi(\phi(g x)-\phi(g y))} r(g x) r(g y) \mathrm{d} \bar{\mu}(g) \mathrm{d} \nu(x) \mathrm{d} \nu(y)\right)^{1 / 2} \tag{3.1}
\end{align*}
$$

From now on, we only consider $M_{t}^{+}$. The set $M_{t}^{-}$has similar properties, and the needed changes will be discussed in remarks, which appear at the end of each section.

Step 2: The main approximation, which will be proved in Section 5 , replaces the distance $\phi(g x)-\phi(g y)$ with $\phi^{\prime} e^{-2 \kappa(g)} d(x, y)$. The intuition here is that in a large set, whose complement has exponentially small measure, the behavior is nice.

To apply replacement, some regularity conditions on $x, y$ and $g$ are needed. Define a subset of $M_{t}^{+}$for $x, y$ in $X$ by

$$
\begin{equation*}
M_{t}^{+}(x, y)=\left\{g \in M_{t}^{+}| | \kappa(g)-\kappa(T g) \mid<\epsilon_{3} s, d\left(x_{g}^{m}, g^{-1} x\right)<e^{-t}, d\left(g^{-1} x, x\right), d\left(g^{-1} x, y\right)>2 e^{-\epsilon_{3} s}\right\} . \tag{3.2}
\end{equation*}
$$

For fixed $x, y$, set

$$
\begin{aligned}
& \Lambda_{0}(g)=e^{i \xi(\phi(g x)-\phi(g y))} r(g x) r(g y), \\
& \Lambda_{1}(g)=e^{i \xi \operatorname{sign}\left(g^{-1} x, x, y\right) \phi^{\prime}(g x) d(x, y) \exp (-2 \kappa(g)) /\left(d\left(g^{-1} x, x\right) d\left(g^{-1} x, y\right)\right)} r(g x)^{2} .
\end{aligned}
$$

We give a control of the error, which appears in the replacement.
Proposition 3.6. Assume that $t>2 s$. We have an exponential decay for all $g$ in $M_{t}^{+}(x, y)$. That is

$$
\begin{equation*}
\left|\Lambda_{0}(g)-\Lambda_{1}(g)\right|=O_{\exp }(s) . \tag{3.3}
\end{equation*}
$$

This property will be proved in Section 5 . We want to use some smooth cutoffs to regularize the function $\Lambda_{1}(g, x, y)$. Let $\rho$ be a smooth function on $\mathbb{R}$ such that $\left.\rho\right|_{[-1,1]}=1, \rho$ takes values in $[0,1]$, supp $\rho \subset[-2,2]$ and $\left|\rho^{\prime}\right| \leq 2$. Let

$$
\begin{equation*}
\Lambda_{2}(g)=\Lambda_{1}(g)\left(1-\rho\left(d\left(g^{-1} x, x\right) e^{\epsilon_{3} s}\right)\right)\left(1-\rho\left(d\left(g^{-1} x, y\right) e^{\epsilon_{3} s}\right)\right) \rho\left(\frac{\kappa(g)-\kappa(T g)}{\epsilon_{3} s}\right) \rho\left(\frac{\kappa(T g)-t}{2 \epsilon_{3} s}\right) . \tag{3.4}
\end{equation*}
$$

When $d\left(g^{-1} x, x\right)<e^{-\epsilon_{3} s}$ or $d\left(g^{-1} x, y\right)<e^{-\epsilon_{3} s}$, the function $\Lambda_{2}$ will be 0 . With fixed $x, y$, $\operatorname{sign}\left(g^{-1} x, x, y\right)$ is a function of $g^{-1} x$, and the discontinuity is at $x$ and $y$. Hence the discontinuity of $\operatorname{sign}\left(g^{-1} x, x, y\right)$ is removed in $\Lambda_{2}$.

If $g \in M_{t}^{+}(x, y)$, it follows from definition that $|\kappa(T g)-t| \leq|\kappa(g)-\kappa(T g)| \leq \epsilon_{3} s$. Then $\Lambda_{2}=\Lambda_{1}$. Since $t>10 s$, using Corollary 5.5, Lemma 5.2 and (3.3), we get

$$
\begin{align*}
\left|\int_{M_{t}^{+}}\left(\Lambda_{0}-\Lambda_{2}\right) \mathrm{d} \bar{\mu}(g)\right| & \leq \bar{\mu}\left(M_{t}^{+}-M_{t}^{+}(x, y)\right)+\left|\int_{M_{t}^{+}(x, y)}\left(\Lambda_{0}-\Lambda_{2}\right) \mathrm{d} \bar{\mu}(g)\right| \\
& =\bar{\mu}\left(M_{t}^{+}-M_{t}^{+}(x, y)\right)+\left|\int_{M_{t}^{+}(x, y)}\left(\Lambda_{0}-\Lambda_{1}\right) \mathrm{d} \bar{\mu}(g)\right|=O_{\exp }(s) \tag{3.5}
\end{align*}
$$

Step 3: Introduce the residue process for the Cartan projection. This is inspired by the stopping time. For the stopping time, the existence of the limit distribution of the residual waiting time was proved in [Kes74], but in that paper we do not have a rate of convergence, which is necessary in our method. Here we use the transfer operator to get a uniform rate of convergence. It is difficult to treat the stopping time with transfer operators, because the operator will no longer be continuous. However, the residue process, which will be introduced here, can be routinely analyzed by the transfer operator. What's more, we will get the limit distribution of $g x$ and $g^{-1} y$ simultaneously, which is important to us.

We generalize the inverse action on $\Sigma$, letting $g^{-1}=\left(g_{1}, \ldots, g_{\omega}\right)^{-1}=\left(g_{\omega}^{-1}, \ldots, g_{1}^{-1}\right)$ for $g$ in $\Sigma$. For a subset $M$ of $\Sigma$, set $\iota(M)=\left\{g^{-1} \mid g \in M\right\}$. Let $\check{\mu}$ be the pushforward of $\mu$ by the inverse action. Let $t$ be a positive number. Consider the limit of the following quantity as $t \rightarrow \infty$

$$
\sum_{n \geq 0} \int_{\kappa(g)<t \leq \kappa(h g)} f\left((h g)^{-1} x^{\prime}, h g x, \kappa(h g)-\kappa(g), \kappa(g)-t\right) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g)
$$

where $x, x^{\prime}$ are points in $X$ and $f$ is a smooth, compactly supported function on $X^{2} \times \mathbb{R}^{2}$. Our result is similar to renewal theory. By Proposition 4.28, when $t$ tends to infinity, the limit is

$$
\int_{X^{2}} \int_{G} \int_{-\sigma(h, y)}^{0} f\left(y^{\prime}, h y, \sigma(h, y), u\right) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y) \mathrm{d} \check{\nu}\left(y^{\prime}\right)
$$

where $\check{\nu}$ is the stationary measure of $\check{\mu}$ and the integral $\int_{-\sigma\left(h, y_{1}\right)}^{0}=0$ if $\sigma\left(h, y_{1}\right)<0$.
Since $(T g)^{-1}=L\left(g^{-1}\right)$ and $\kappa\left(g^{-1}\right)=\kappa(g)$, we can define

$$
\begin{equation*}
N_{t}^{+}=\iota\left(M_{t}^{+}\right)=\{g \in \Sigma \mid \kappa(L g)<t \leq \kappa(g)\} \tag{3.6}
\end{equation*}
$$

Therefore

$$
\int_{M_{t}^{+}} \Lambda_{2}(g) \mathrm{d} \bar{\mu}(g)=\int_{N_{t}^{+}} \Lambda_{2}\left(g^{-1}\right) \mathrm{d} \overline{\tilde{\mu}}(g)
$$

Recall that $x, y, \rho$ are fixed. For $x_{1}, x_{2}$ in $X$ and $v, u$ in $\mathbb{R}$, define

$$
\begin{aligned}
& \lambda\left(x_{1}, x_{2}\right)=d(x, y) e^{s} \operatorname{sign}(\xi) \operatorname{sign}\left(x, y, x_{2}\right) \phi^{\prime}\left(x_{1}\right) /\left(d\left(x_{2}, x\right) d\left(x_{2}, y\right)\right) \\
& \varphi\left(x_{1}, x_{2}, v, u\right)=r\left(x_{1}\right)^{2} \times\left(1-\rho\left(d\left(x_{2}, x\right) e^{\epsilon_{3} s}\right)\right)\left(1-\rho\left(d\left(x_{2}, y\right) e^{\epsilon_{3} s}\right)\right) \rho\left(\frac{v}{\epsilon_{3} s}\right) \rho\left(\frac{u}{2 \epsilon_{3} s}\right)
\end{aligned}
$$

By the relation $\xi=\operatorname{sign}(\xi) e^{2 t+s}$, regroup the terms and rewrite the function

$$
\begin{equation*}
\Lambda_{2}\left(g^{-1}\right)=e^{i \lambda\left(g^{-1} x, g x\right) \exp (-2(\kappa(g)-t))} \varphi\left(g^{-1} x, g x, \kappa(g)-\kappa(L g), \kappa(L g)-t\right) \tag{3.7}
\end{equation*}
$$

Note that the function $\lambda$ is not continuous, but the function $\varphi$ will remove the discontinuity as we have discussed in Step 2. In the language of the residue process, let $f$ be the function on $X^{2} \times \mathbb{R}^{2}$ defined by

$$
\begin{equation*}
f\left(x_{1}, x_{2}, v, u\right)=e^{i \lambda\left(x_{1}, x_{2}\right) \exp (-2(u+v))} \varphi\left(x_{1}, x_{2}, v, u\right) \tag{3.8}
\end{equation*}
$$

Thus the function $\Lambda_{2}\left(g^{-1}\right)$ can be written as

$$
\Lambda_{2}\left(g^{-1}\right)=f\left(g^{-1} x, g x, \kappa(g)-\kappa(L g), \kappa(L g)-t\right) .
$$

By Proposition 4.28 , for $\delta>0, t>2(|K|+\delta)$ (where $K$ is the projection of $\operatorname{supp} f$ onto $\mathbb{R}_{v}$ ), we have

$$
\begin{align*}
& \int_{M_{t}^{+}} \Lambda_{2} \mathrm{~d} \bar{\mu}(g)=\int_{N_{t}^{+}} f \mathrm{~d} \bar{\mu}(g) \\
= & \int_{X^{2}} \int_{G} \int_{-\sigma\left(h, x_{2}\right)}^{0} f\left(x_{1}, h x_{2}, \sigma\left(h, x_{2}\right), u\right) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu\left(x_{2}\right) \mathrm{d} \check{\nu}\left(x_{1}\right)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p} . \tag{3.9}
\end{align*}
$$

Here $|f|_{\text {Lip }}$ is the Lipschitz norm defined by

$$
|f|_{L i p}=|f|_{\infty}+\sup _{\left(x_{1}, x_{2}, v, u\right) \neq\left(x_{1}^{\prime}, x_{2}^{\prime}, v^{\prime}, u^{\prime}\right)} \frac{\left|f\left(x_{1}, x_{2}, v, u\right)-f\left(x_{1}^{\prime}, x_{2}^{\prime}, v^{\prime}, u^{\prime}\right)\right|}{d\left(x_{1}, x_{1}^{\prime}\right)+d\left(x_{2}, x_{2}^{\prime}\right)+\left|v-v^{\prime}\right|+\left|u-u^{\prime}\right|}
$$

Lemma 3.7. There exist constants $\delta_{0}(s)$ and $t(\delta, s)$ such that if $\delta<\delta_{0}(s)$ and $t>t(\delta, s)$, then

$$
\begin{equation*}
O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p} \leq e^{-s} . \tag{3.10}
\end{equation*}
$$

Proof. By the definition of $\rho$ and $f$, the support of $f$ is in the compact set $X^{2} \times\left[-4 \epsilon_{3} s, 4 \epsilon_{3} s\right]^{2}$. The size of $K$, the projection of $\operatorname{supp} f$ onto $\mathbb{R}_{v}$, is bounded by $8 \epsilon_{3} s$. The definition of $\rho$ implies that $f$ is locally Lipschitz. Together with the fact that $f$ is compactly supported, we conclude that $|f|_{\text {Lip }}$ is controlled by $e^{2 s}$ independently of $x, y$. Take $\delta$ small enough according to $s$, then take $t$ large enough according to $\delta$ and $s$. We get the inequality.

Step 4: For the major term in (3.9), use the following lemma.
Lemma 3.8. For $b_{1}<b_{2}$ and $\lambda$ nonzero, we have

$$
\begin{equation*}
\left|\int_{b_{1}}^{b_{2}} e^{i \lambda \exp (-u)} \mathrm{d} u\right| \leq \frac{2\left(e^{b_{1}}+e^{b_{2}}\right)}{|\lambda|} \tag{3.11}
\end{equation*}
$$

Proof. Integration by parts gives

$$
\int_{b_{1}}^{b_{2}} e^{i \lambda \exp (-u)} \mathrm{d} u=\int_{b_{1}}^{b_{2}} \frac{\partial_{u}\left(e^{i \lambda \exp (-u)}\right)}{-i \lambda e^{-u}} \mathrm{~d} u=\left.\frac{e^{i \lambda \exp (-u)}}{-i \lambda e^{-u}}\right|_{b_{1}} ^{b_{2}}+\int_{b_{1}}^{b_{2}} e^{i \lambda \exp (-u)} \partial_{u}\left(\frac{1}{-i \lambda e^{-u}}\right) \mathrm{d} u .
$$

This implies that

$$
\left.\left|\int_{b_{1}}^{b_{2}} e^{i \lambda \exp (-u)} \mathrm{d} u\right| \leq\left|\frac{e^{i \lambda \exp (-u)}}{\lambda e^{-u}}\right|_{b_{1}}^{b_{2}} \right\rvert\,+\int_{b_{1}}^{b_{2}} \partial_{u}\left(\frac{e^{u}}{|\lambda|}\right) \mathrm{d} u \leq \frac{2\left(e^{b_{1}}+e^{b_{2}}\right)}{|\lambda|} .
$$

The proof is complete.
When $d(x, y)>e^{-\epsilon_{3} s}$, due to the definition of $\rho\left(\frac{v}{\epsilon_{3} s}\right)$, the major term only integrates on $h, x_{2}$ such that $\left|\sigma\left(h, x_{2}\right)\right| \leq 2 \epsilon_{3} s$. The inequality $|u| \leq\left|\sigma\left(h, x_{2}\right)\right| \leq 2 \epsilon_{3} s$ implies that $\rho\left(\frac{u}{2 \epsilon_{3} s}\right)=1$. By the hypotheses on $\phi$, when $r\left(x_{1}\right) \neq 0$, we have $\left|\phi^{\prime}\left(x_{1}\right)\right| \geq 1 / C_{1}>0$. Therefore

$$
\left|\lambda\left(x_{1}, h x_{2}\right)\right|=\left|d(x, y) e^{s} \operatorname{sign}(\xi) \operatorname{sign}\left(x, y, h x_{2}\right) \phi^{\prime}\left(x_{1}\right) /\left(d\left(h x_{2}, x\right) d\left(h x_{2}, y\right)\right)\right| \geq e^{\left(1-\epsilon_{3} s\right)} / C_{1} .
$$

We use Lemma 3.8 to obtain

$$
\left|\int_{-\sigma\left(h, x_{2}\right)}^{0} f \mathrm{~d} u\right| \leq|r|_{\infty}^{2}\left|\int_{0}^{\sigma\left(h, x_{2}\right)} e^{i \lambda \exp (-2 u)} \mathrm{d} u\right| \leq C_{1}|r|_{\infty}^{2} \frac{1+e^{2 \epsilon_{3} s}}{e^{1-\epsilon_{3} s}} \leq|r|_{\infty}^{2} 2 e^{\left(3 \epsilon_{3}-1\right) s} C_{1} .
$$

Combined with (3.9), they imply that $\int_{M_{t}^{+}} \Lambda_{2} \mathrm{~d} \bar{\mu}(g)=O_{\exp }(s)$. When $d(x, y) \leq e^{-\epsilon_{3} s}$, the Hölder regularity of stationary measure (2.3) implies that

$$
\int_{X \times X} \mathbb{1}_{d(x, y) \leq e^{-\epsilon_{3} s}} \mathrm{~d} \nu(x) \mathrm{d} \nu(y) \leq \int_{X} \nu\left(B\left(x, e^{-\epsilon_{3} s}\right)\right) \mathrm{d} \nu(x)=O_{\exp }(s) .
$$

Finally we obtain

$$
\begin{aligned}
& \int_{X^{2}} \int_{M_{t}^{+}} \Lambda_{2}(x, y) \mathrm{d} \bar{\mu}(g) \mathrm{d} \nu(x) \mathrm{d} \nu(y) \\
& \leq \int_{X^{2}} \mathbb{1}_{d(x, y)>e^{-\epsilon_{3} s}} \int_{M_{t}^{+}} \Lambda_{2}(x, y) \mathrm{d} \bar{\mu}(g) \mathrm{d} \nu(x) \mathrm{d} \nu(y) \\
& +\int_{X^{2}} \mathbb{1}_{d(x, y) \leq e^{-\epsilon_{3} s}} \int_{M_{t}^{+}} \Lambda_{2}(x, y) \mathrm{d} \bar{\mu}(g) \mathrm{d} \nu(x) \mathrm{d} \nu(y) \leq O_{\exp }(s)\left(1+\bar{\mu}\left(M_{t}^{+}\right)\right) .
\end{aligned}
$$

By Lemma 5.2 , the measure $\bar{\mu}\left(M_{t}^{+}\right)$is uniformly bounded. By using (3.1) and (3.5), the proof is complete.

Remark 3.9 (Minus case). For $M_{t}^{-}$, we have another version of Lemma 5.2, Corollary 5.5 and Proposition 4.28. The integral $\left|\int_{-\sigma\left(h, y_{1}\right)}^{0} f \mathrm{~d} u\right|$ is replaced by $\left|\int_{0}^{-\sigma\left(h, y_{1}\right)} f \mathrm{~d} u\right|$.
Remark 3.10. When $s$ is large and $\xi$ is of size $e^{C s}$, all the error terms have polynomial decay except the one from Proposition 4.28. As we have mentioned in Remark 1.10, a uniform spectral gap makes Proposition 4.28 effective. Then we will have a polynomial decay.

The uniformity with respect to $\|r\|_{C^{1}},\|\phi\|_{C^{2}}$ and $1 / \inf _{\text {suppr }}\left|\phi^{\prime}\right|$ is due to the fact that all the terms depend only on these norms and the measure $\mu$.

## 4 Renewal theory

We define a renewal operator $R$ as follows. For a positive bounded Borel function $f$ on $X \times \mathbb{R}$, a point $x$ in $X$ and a real number $t$, we set

$$
R f(x, t)=\sum_{n=0}^{+\infty} \int_{G} f(g x, \sigma(g, x)-t) \mathrm{d} \mu^{* n}(g) .
$$

Because of the positivity of $f$, this sum is well defined. In [Kes74], Kesten proved a renewal theorem for Markov chains, which is valid in our case [GLP16]. But a uniform speed of convergence is needed. We will give a proof using the complex transfer operator, which fulfills our demands. The treatment of the transfer operator will be along the path in [Boy16]. The renewal theorem will give us an equidistribution phenomenon, where the key input is non-arithmeticity.

First we give a proof of renewal theorem for good functions. Then we prove some regularity properties and independence properties for the renewal process. These will imply a version of residue process. Finally, we prove a theorem for the Cartan projection from a similar theorem for the cocycle.

Fix the constant $\epsilon=\sigma_{\mu} / 4$ in this section. Keep in mind that the assumptions of Theorem 1.1 are always satisfied.

### 4.1 Complex transfer operators

We introduce the complex transfer operator $P(z)$. Let $\mathcal{H}^{\gamma}(X)$ be the space of $\gamma$-Hölder functions on $X$, a Banach space with the norm $|f|_{\gamma}=|f|_{\infty}+m_{\gamma}(f)=|f|_{\infty}+\sup _{x \neq y} \frac{|f(x)-f(y)|}{d(x, y)^{\gamma}}$. For $f$ in $\mathcal{H}^{\gamma}(X)$ and a complex number $z$, define

$$
P(z) f(x)=\int_{G} e^{-z \sigma(g, x)} f(g x) \mathrm{d} \mu(g) .
$$

The main properties of $P(z)$ are summarized as follows
Proposition 4.1. [Boy16, Theorem 4.1, Lemma 4.7] For any $\gamma>0$ small enough, there exists $\eta>0$ such that when $|\Re z|<\eta$, the transfer operator $P(z)$ is a bounded operator on $\mathcal{H}^{\gamma}(X)$ and depends analytically on $z$. Moreover there exists an analytic operator $U(z)$ on a neighborhood of $0 \leq \Re z<\eta$ such that the following equality holds for $0 \leq \Re z<\eta$

$$
\begin{equation*}
(I-P(z))^{-1}=\frac{1}{\sigma_{\mu} z} N_{0}+U(z) \tag{4.1}
\end{equation*}
$$

where $N_{0}$ is the operator defined by $N_{0} f=\int f \mathrm{~d} \nu$
Remark 4.2. In Proposition 4.1, the non-arithmeticity is crucial to prove that $(I-P(z))^{-1}$ has only one pole in the imaginary axis, which is 0 . The non-arithmeticity follows from Zariski density. See for instance [Ben00] and [Dal00].

The assumption of Theorem 4.1 in [Boy16] are complicated. It is verified, in the proof of theorem 1.4, page 8 [Boy16], that our condition on $\mu$ is enough to apply Theorem 4.1. The idea is due to Guivarch and Le Page.

Proposition 4.3. [Boy16, Lemma 4.4] For any $\gamma>0$ small enough, there exist $\eta>0,0<\rho<$ $1, C>0$ such that when $0 \leq \Re z<\eta$, for a natural number $n$ and a $\gamma$-Hölder function $f$, we have

$$
\begin{equation*}
\left|P(z)^{n} f\right|_{\infty} \leq\left(C \rho^{n}\right)^{\Re z}|f|_{\infty} \tag{4.2}
\end{equation*}
$$

Remark 4.4. For further usage, we need a bound on $\gamma$. Let $\epsilon, \epsilon^{\prime}(\epsilon)$ be the two constants in (2.11), that is $\mu^{* n}\left\{d\left(g x, x^{\prime}\right) \leq e^{-\epsilon s}\right\} \leq C e^{-\epsilon^{\prime} s}$, and $\epsilon_{1}$ the constant in exponential moment. Choose a small $\gamma$ such that $\gamma \leq \frac{1}{4} \max \left\{\frac{\sigma_{\mu} / 4}{\epsilon^{\prime}\left(\sigma_{\mu} / 4\right)}, \epsilon_{1}\right\}$.

### 4.2 Renewal theory for regular functions

We start to compute the renewal operator. A result for the renewal operator for "good" functions will be proved. Let $f$ be a function on $X \times \mathbb{R}$. Define a norm by $|f|_{L^{\infty} \mathcal{H} \gamma}=$ $\sup _{\xi \in \mathbb{R}}|f(x, \xi)|_{\mathcal{H} \gamma}$, which is the supremum of the Hölder norm of $f(\cdot, \xi)$. Define another norm $|f|_{W^{1, \infty} \mathcal{H} \gamma}=|f|_{L^{\infty} \mathcal{H} \gamma}+\left|\partial_{\xi} f\right|_{L^{\infty} \mathcal{H}^{\gamma}}$. Write the Fourier transform $\hat{f}(x, \xi)=\int e^{i \xi u} f(x, u) \mathrm{d} u$.
Proposition 4.5. Let $f$ be a positive bounded continuous function in $L^{1}(X \times \mathbb{R}, \nu \otimes L e b)$ such that its Fourier transform satisfies $\hat{f} \in L^{\infty} \mathcal{H}^{\gamma}$ and $\partial_{\xi} \hat{f} \in L^{\infty} \mathcal{H}^{\gamma}$. Assume that the projection of $\operatorname{supp} \hat{f}$ onto $\mathbb{R}$ is in a compact set $K$. Then for all $t>0$ and $x$ in $X$, we have

$$
R f(x, t)=\frac{1}{\sigma_{\mu}} \int_{-t}^{\infty} f(y, u) \mathrm{d} u \mathrm{~d} \nu(y)+\frac{1}{t} O_{K}\left(|\hat{f}|_{W^{1, \infty} \mathcal{H} \gamma}\right) .
$$

Proof. Combine the following two lemmas.
Lemma 4.6. Under the same assumption as in Proposition 4.5, we have

$$
R f(x, t)=\frac{1}{\sigma_{\mu}} \int_{t}^{\infty} f(y, u) \mathrm{d} u \mathrm{~d} \nu(y)+\frac{1}{2 \pi} \int e^{i t \xi} U(i \xi) \hat{f}(x, \xi) \mathrm{d} \xi .
$$

Proof. Introduce a local notation: for $(x, t)$ in $X \times \mathbb{R}$ and $s \geq 0$, write

$$
B_{s} f(x, t)=\int_{G} e^{-s \sigma(g, x)} f(g x, \sigma(g, x)+t) \mathrm{d} \mu(g) .
$$

When $s=0$, we abbreviate the notation $B_{0}$ to $B$. We want to prove the following equality,

$$
\begin{equation*}
\sum_{n \geq 0} B^{n}(f)(x, t)=\lim _{s \rightarrow 0^{+}} \sum_{n \geq 0} B_{s}^{n}(f)(x, t) . \tag{4.3}
\end{equation*}
$$

By definition, one has

$$
\begin{aligned}
B_{s}^{n}(f)(x, t) & =\int_{G} e^{-s \sigma(g, x)} f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g) \\
& =\int_{G} e^{-s \sigma(g, x)}\left(\mathbb{1}_{\sigma(g, x)>0}+\mathbb{1}_{\sigma(g, x) \leq 0}\right) f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g)
\end{aligned}
$$

- The part $\mathbb{1}_{\sigma(g, x)>0}$, since $f \geq 0$, use the monotone convergence theorem. When $s \rightarrow 0^{+}$ then

$$
\sum_{n \geq 0} \int_{G} e^{-s \sigma(g, x)} \mathbb{1}_{\sigma(g, x)>0} f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g) \rightarrow \sum_{n \geq 0} \int_{G} \mathbb{1}_{\sigma(g, x)>0} f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g) .
$$

- For the part $\mathbb{1}_{\sigma(g, x) \leq 0}$, take $s$ in $[0, \eta / 2]$. Proposition 4.3 implies that

$$
\int_{G} e^{-s \sigma(g, x)} \mathbb{1}_{\sigma(g, x) \leq 0} f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g) \leq \int_{G} e^{-\eta \sigma(g, x) / 2}|f|_{\infty} \mathrm{d} \mu^{* n}(g) \leq\left(C \rho^{n}\right)^{\eta / 2}|f|_{\infty} .
$$

Since $\sum_{n>0} \rho^{n \eta / 2}$ is finite, take $e^{-\eta \sigma(g, x) / 2}|f|_{\infty}$ as the dominant function. Then use the dominated convergence theorem to conclude.

This proves equation (4.3).
Using the inverse Fourier transform, we have

$$
\begin{align*}
\sum_{n \geq 0} B_{s}^{n}(f)(x, t) & =\sum_{n \geq 0} \int_{G} e^{-s \sigma(g, x)} f(g x, \sigma(g, x)+t) \mathrm{d} \mu^{* n}(g) \\
& =\sum_{n \geq 0} \int_{G} e^{-s \sigma(g, x)} \frac{1}{2 \pi} \int_{\mathbb{R}} e^{i \xi(\sigma(g, x)+t)} \hat{f}(g x, \xi) \mathrm{d} \xi \mathrm{~d} \mu^{* n}(g) . \tag{4.4}
\end{align*}
$$

Since $\hat{f}(x, \xi)$ has compact support, $|\hat{f}(x, \xi)| \leq|\hat{f}(x, \xi)|_{L_{\xi}^{\infty} \mathcal{H} \gamma}$ and $\left|P(s)^{n} \mathbb{1}\right| \leq C \rho^{s n}$ for $s$ in $[0, \eta / 2]$ (Proposition 4.3), we have

$$
\sum_{n \geq 0} \int_{G} e^{-s \sigma(g, x)} \int_{\mathbb{R}}|\hat{f}(g x, \xi)| \mathrm{d} \xi \mathrm{~d} \mu^{* n}(g) \leq C_{f} \sum_{n \geq 0} \int_{G} e^{-s \sigma(g, x)} \mathrm{d} \mu^{* n}(g)=C_{f} \sum_{n \geq 0} P(s)^{n}(\mathbb{1})<\infty,
$$

which implies that the right hand side of (4.4) is absolutely convergent. Consequently, we can use the Fubini theorem to change the order of the integration. By the hypothesis $\hat{f}(x, \xi) \in \mathcal{H}^{\gamma}(X)$, Proposition 4.1 implies that

$$
\begin{aligned}
\sum_{n \geq 0} B_{s}^{n}(f)(x, t) & =\frac{1}{2 \pi} \int_{\mathbb{R}} \sum_{n \geq 0} \int_{G} e^{(-s+i \xi) \sigma(g, x)} \hat{f}(g x, \xi) \mathrm{d} \mu^{* n}(g) e^{i t \xi} \mathrm{~d} \xi \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \sum_{n \geq 0} P^{n}(s-i \xi) \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}}(1-P(s-i \xi))^{-1} \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}}\left(\frac{N_{0}}{\sigma_{\mu}(s-i \xi)}+U(s-i \xi)\right) \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi .
\end{aligned}
$$

Since $\frac{1}{s-i \xi}=\int_{0}^{+\infty} e^{-(s-i \xi) u} \mathrm{~d} u$ for $s>0$, together with the property $\hat{f} \in L^{1}(\mathbb{R})$, we have

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{N_{0}}{\sigma_{\mu}(s-i \xi)} \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi & =\frac{1}{2 \pi} \frac{1}{\sigma_{\mu}} \int_{X} \int_{\mathbb{R}} \frac{\hat{f}(y, \xi)}{s-i \xi} e^{i t \xi} \mathrm{~d} \xi \mathrm{~d} \nu(y) \\
& =\frac{1}{\sigma_{\mu}} \int_{X} \int_{0}^{\infty} f(y, u+t) e^{-s u} \mathrm{~d} u \mathrm{~d} \nu(y)
\end{aligned}
$$

When $s \rightarrow 0^{+}$, since $f$ is integrable with respect to the product measure $\nu \otimes L e b$, by monotone convergence theorem, the limit is $\frac{1}{\sigma_{\mu}} \int_{X} \int_{t}^{\infty} f(y, u) \mathrm{d} u \mathrm{~d} \nu(y)$. Since $\hat{f}(x, \xi)$ is compactly supported, we have

$$
\lim _{s \rightarrow 0^{+}} \int_{\mathbb{R}} U(-s+i \xi) \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi=\int_{\mathbb{R}} U(i \xi) \hat{f}(x, \xi) e^{i t \xi} \mathrm{~d} \xi
$$

The proof is complete.
Lemma 4.7. Under the same assumption as in Proposition 4.5, we have

$$
\left|\int e^{-i t \xi} U(i \xi) \hat{f}(x, \xi) \mathrm{d} \xi\right| \leq \frac{1}{t} O_{K}\left(|\hat{f}|_{L^{\infty} \mathcal{H} \gamma}+\left|\partial_{\xi} \hat{f}\right|_{L^{\infty} \mathcal{H} \gamma}\right)
$$

Proof. Use the fact that $\hat{f}(x, \xi)$ is compactly supported and $|\hat{f}(x, \xi)|_{\mathcal{H} r},\left|\partial_{\xi} \hat{f}(x, \xi)\right|_{\mathcal{H} \gamma}<\infty$. Then applying integration by parts, we have

$$
\begin{aligned}
\int e^{-i t \xi} U(i \xi) \hat{f}(x, \xi) \mathrm{d} \xi & =\frac{1}{i t} \int e^{-i t \xi} \partial_{\xi}(U(i \xi) \hat{f}(x, \xi)) \mathrm{d} \xi \\
& =\frac{1}{i t} \int e^{-i t \xi}\left(\partial_{\xi}(U(i \xi)) \hat{f}(x, \xi)+U(i \xi) \partial_{\xi} \hat{f}(x, \xi)\right) \mathrm{d} \xi
\end{aligned}
$$

Since the operator norms of $U(i \xi)$ and $\partial_{\xi} U(i \xi)$ are uniformly bounded on compact regions, the result follows.

### 4.3 Regularity properties of renewal measures

We have two principles in this subsection. Principle 1: Let $f$ be a bounded Borel function supported in $X \times[0, a]$. When we take the renewal sum outside of the interval $I_{t}=\left[\frac{t}{\sigma_{\mu}+\epsilon}, \frac{t+a}{\sigma_{\mu}-\epsilon}\right]$,

$$
\sum_{n \in \mathbb{N}-I_{t}} \int_{G} f(g x, \sigma(g, x)-t) \mathrm{d} \mu^{* n}(g)=\sum_{n \in \mathbb{N}-I_{t}} \int_{G} f(g x, \sigma(g, x)-t) \mathbb{1}_{[0, a]}(\sigma(g, x)-t) \mathrm{d} \mu^{* n}(g),
$$

this sum decays exponentially with $t$. This is given by the large deviations principle (Corollary 2.9, 2.11). For $n$ in the interval $I_{t}$, if some property is valid for each $n$ with an exponential error of $n$, we sum up. Since the length of this interval is comparable with $t$, this property is also valid for the renewal sum with an exponential error of $t$.

Principle 2: The other is independence. By Proposition 4.5, the limit distribution of $(\sigma(g, x)-t, g x)$ is $\frac{1}{\sigma_{\mu}} \nu \otimes L e b$, which is a product measure. That roughly means the following: As in Remark 3.4, let $X_{n}=b_{n} \cdots b_{1}$ be a random walk on $G$. Let $F=F_{1} \times F_{2}$ where $F_{1}, F_{2}$ are Borel subsets of $X, \mathbb{R}$ respectively. Then

$$
\sum_{n \geq 0} \mathbb{P}\left\{\left(X_{n} x, \sigma\left(X_{n}, x\right)-t\right) \in F_{1} \times F_{2}\right\} \rightarrow \frac{1}{\sigma_{\mu}} \nu\left(F_{1}\right) \otimes \operatorname{Leb}\left(F_{2}\right) \text { as } t \rightarrow+\infty .
$$

More concretely, we could expect that $R\left(\mathbb{1}_{F_{1} \times F_{2}}\right)(x, t)$ is almost $\frac{1}{\sigma_{\mu}} \nu\left(F_{1}\right) \otimes \operatorname{Leb}\left(F_{2}\right)$ when $t$ is large.

We want to use convolution to smooth out the target function. There exists an even function $\psi$ such that it is a probability density, and the Fourier transform $\hat{\psi}$ is compactly supported. Let $\psi_{\delta}(t)=\frac{1}{\delta^{2}} \psi\left(\frac{t}{\delta^{2}}\right)$. Then $\int_{-\delta}^{\delta} \psi_{\delta}(t) \mathrm{d} t=\int_{-1 / \delta}^{1 / \delta} \psi(t) \mathrm{d} t>1-C \delta$.

Proposition 4.8. Let $\delta \leq 1 / 3$ and $b_{2} \geq b_{1}$. If $b_{2}-b_{1} \geq 2 \delta$, then for $x$ in $X$ and $t>0$, we have

$$
\begin{equation*}
R\left(\mathbb{1}_{\left[b_{1}, b_{2}\right]}\right)(x, t) \lesssim\left(b_{2}-b_{1}\right)\left(1 / \sigma_{\mu}+C_{\delta}\left(1+\left|b_{2}\right|+\left|b_{1}\right|\right) / t\right) . \tag{4.5}
\end{equation*}
$$

If $0 \leq b_{2}-b_{1}<2 \delta$, then for $x$ in $X$ and $t>0$, we have

$$
\begin{equation*}
R\left(\mathbb{1}_{\left[b_{1}, b_{2}\right]}\right)(x, t) \lesssim \delta\left(1 / \sigma_{\mu}+C_{\delta}\left(1+\left|b_{1}\right|\right) / t\right) \tag{4.6}
\end{equation*}
$$

Proof. When $b_{2}-b_{1} \geq 2 \delta$, if $u$ is in $\left[b_{1}, b_{2}\right]$, then $\left[u-b_{2}, u-b_{1}\right]$ contains at least one of $[0, \delta]$ or $[-\delta, 0]$. Therefore

$$
\psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}(u)=\int_{b_{1}}^{b_{2}} \psi_{\delta}(u-v) \mathrm{d} v \geq \int_{0}^{\delta} \psi(v) \mathrm{d} v \geq(1-\delta) / 2 .
$$

Then

$$
\begin{equation*}
\mathbb{1}_{\left[b_{1}, b_{2}\right]} \leq 3 \psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]} . \tag{4.7}
\end{equation*}
$$

It is sufficient to bound $R\left(\psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}\right)$. Proposition 4.5 implies that

$$
R\left(\psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}\right)=\frac{1}{\sigma_{\mu}} \int_{-t}^{\infty} \psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}+\frac{O_{\delta}}{t}\left|\hat{\psi}_{\delta} \hat{\mathbb{1}}_{\left[b_{1}, b_{2}\right]}\right|_{W^{1, \infty} \mathcal{H}^{\gamma}} .
$$

The first term is less than $\int \psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}=\left(b_{2}-b_{1}\right)$. For the second term, we have

$$
\begin{aligned}
\left|\hat{\psi}_{\delta} \hat{\mathbb{1}}_{\left[b_{1}, b_{2}\right]}\right|_{W^{1, \infty} \mathcal{H} \gamma} & =\left|\hat{\psi}_{\delta} \hat{\mathbb{1}}_{\left[b_{1}, b_{2}\right]}\right|_{L^{\infty}} \mathcal{H}^{\gamma}+\left|\partial_{\xi} \hat{\psi}_{\delta} \hat{\mathbb{1}}_{\left[b_{1}, b_{2}\right]}\right|_{L^{\infty} \mathcal{H}^{\gamma}} \\
& =\left|\hat{\psi}_{\delta} \mathbb{1}_{\left[b_{1}, b_{2}\right]}\right|_{L^{\infty}}+\left|\partial_{\xi} \hat{\psi}_{\delta} \mathbb{1}_{\left[b_{1}, b_{2}\right]}\right| L^{\infty} \\
& \leq C_{\delta}^{\prime}\left(\left|\mathbb{1}_{\left[b_{1}, b_{2}\right]}(u)\right|_{L^{1}}+\left|u \mathbb{1}_{\left[b_{1}, b_{2}\right]}(u)\right|_{L^{1}}\right) \leq C_{\delta}^{\prime}\left(b_{2}-b_{1}\right)\left(1+\left|b_{1}\right|+\left|b_{2}\right|\right) .
\end{aligned}
$$

When $b_{2}-b_{1} \in[0,2 \delta]$, the renewal sum $R\left(\mathbb{1}_{\left[b_{1}, b_{2}\right]}\right)$ is bounded by $R\left(\mathbb{1}_{\left[b_{1}, b_{1}+2 \delta\right]}\right)$. Then use the previous case.

In Proposition 4.5, since we do not have a good control of the spectral radius of the operator $U(i \xi)$ for large $|\xi|$, the estimates are effective only for large $t$, which means that when $t$ is small the error term will be out of control. The following lemma combines the transfer operator and the large deviations principle to give a uniform estimate.

Lemma 4.9. For real numbers $s, t$ and a point $x$ in $X$, we have

$$
\begin{equation*}
R\left(\mathbb{1}_{[0, s]}\right)(x, t) \lesssim \max \{1, s\} . \tag{4.8}
\end{equation*}
$$

Proof. We can suppose that $s>1$. If not, then $R\left(\mathbb{1}_{[0, s]}\right)(x, t) \leq R\left(\mathbb{1}_{[0,1]}\right)(x, t)$. When $t \geq s$, this is a direct corollary of Proposition 4.8. Fixing $\delta=1 / 3$, we get

$$
\frac{1+\left|b_{1}\right|+\left|b_{2}\right|}{t} \leq \frac{1+s}{t} \leq 2 .
$$

Then $R\left(\mathbb{1}_{[0, s]}\right)(x, t) \lesssim s\left(1 / \sigma_{\mu}+2 C_{\delta}\right)$.
When $t<s$, let $m=\left[\max \left\{0,(t+s) /\left(\sigma_{\mu}-\epsilon\right)\right\}\right]+1$. By Corollary 2.9, we have

$$
\begin{aligned}
R\left(\mathbb{1}_{[0, s]}\right)(x, t) \leq R\left(\mathbb{1}_{[0,2 s]}\right)(x, 0) & \leq \sum_{n \leq m} \mu^{\otimes n}\{\sigma(g, x) \leq 2 s\}+\sum_{n>m} \mu^{\otimes n}\{\sigma(g, x) \leq 2 s\} \\
& \lesssim m+e^{-\epsilon^{\prime} m} \lesssim s .
\end{aligned}
$$

The proof is complete.

In the renewal theorem, the limits of the scalar part $\sigma(g, x)$ and the angle part $g x$ are independent. Using this spirit, we give the following lemma, which quantifies this independence. In the proof, when $t$ is large enough, using Proposition 4.5 , the remainder term will be small. When $t$ is small, we have another estimate from the regularity of the convolution measure $\mu^{\otimes n}$.

Proposition 4.10. For $s>0, a>0, t>5 s$, and $x, x^{\prime}$ in $X$, we have

$$
\begin{equation*}
R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[0, a]}\right)(x, t)=(1+a)^{2} O_{\exp }(s) . \tag{4.9}
\end{equation*}
$$

Proof. Decompose the region of $t$ into two parts:

- When $5 s<t \leq e^{2 \gamma s}$, by Corollaries 2.9, 2.11, it suffices to consider $n \in\left[t /\left(\sigma_{\mu}+\epsilon\right),(t+\right.$ $\left.a) /\left(\sigma_{\mu}-\epsilon\right)\right]$. Due to the hypothesis in this situation $s \leq t / 5=\epsilon t /\left(\sigma_{\mu}+\epsilon\right) \leq \epsilon n$, we can use Corollary 2.13 to obtain

$$
\mu^{* n}\left\{d\left(g x, x^{\prime}\right) \leq e^{-s}\right\} \lesssim e^{-\epsilon^{\prime} s / \epsilon}
$$

Then the measure of this part, summing up the above inequality over all $n \in\left[t /\left(\sigma_{\mu}+\right.\right.$ $\left.\epsilon),(t+a) /\left(\sigma_{\mu}-\epsilon\right)\right]$, is less than $C(t+a) e^{-\epsilon^{\prime} s / \epsilon} \lesssim(1+a) e^{-\gamma s}$ (here we use the Remark 4.4, $\left.4 \gamma \leq \epsilon / \epsilon^{\prime}\right)$.

- When $t \geq e^{2 \gamma s}$, we take $f=\mathbb{1}_{[0, a]} \varpi(x)$ where $\varpi(x)$ is a function on $X$ such that $\varpi_{B\left(x^{\prime}, e^{-s}\right)}=1, \operatorname{supp} \varpi \subset B\left(x^{\prime}, 2 e^{-s}\right)$ and $|\varpi|_{\gamma} \leq e^{\gamma s}$. As in the proof of Proposition 4.8 , we use $\psi_{\delta}$ to regularize this function. By (4.7), we have

$$
3 R\left(\psi_{\delta} * f\right)(x, t) \geq R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[0, a]}\right)(x, t)
$$

Proposition 4.5 implies

$$
R\left(\psi_{\delta} * f\right)=\frac{1}{\sigma_{\mu}} \int_{X} \int_{-t}^{\infty} \psi_{\delta} * f(x, u) \mathrm{d} u \mathrm{~d} \nu(x)+\frac{C_{\delta}}{t}\left(\left|\widehat{\psi_{\delta} * f}\right|_{W^{1, \infty} \mathcal{H}^{\gamma}}\right)
$$

Since $\widehat{\psi_{\delta} * f}(x, \xi)=\hat{\psi}_{\delta}(\xi) \hat{\mathbb{1}}_{[0, a]}(\xi) \varpi(x)$, the two functions are independent. We can use the same estimate as in the proof of Proposition 4.8. So the rest term is less than $C_{\delta}^{\prime}(1+a)^{2} e^{\gamma s} / t$. The major term, due to the regularity of the stationary measure (2.3), is controlled by $a e^{-\alpha s} / \sigma_{\mu}$. The result follows from the hypothesis $t>e^{2 \gamma s}$.

The proof is complete.
We also need the independence of $\sigma(g, x)$ and $g^{-1} x_{o}$, where $x, x_{o}$ are two points in $X$. For proving this property, we pass through the Cartan projection, because the order of products in the Cartan projection can be reversed. The following proof uses Lemma 2.14, which is a central tool to prove a renewal type theorem for the Cartan projection from a renewal type theorem for the cocycle.

Let $f$ be a positive bounded Borel function on $X \times \mathbb{R}$. For $(x, t) \in X \times \mathbb{R}$, we define

$$
R_{P}(f)(x, t)=\sum_{n \geq 0} \int_{G} f(g x, \kappa(g)-t) \mathrm{d} \mu^{* n}(g)
$$

Lemma 4.11. For $s>0, a>0, t>10 s$, and $x, x^{\prime}$ in $X$, we have

$$
\begin{equation*}
R_{P}\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[0, a]}\right)(x, t)=(1+a)^{2} O_{\exp }(s) \tag{4.10}
\end{equation*}
$$

Proof. Due to Corollary 2.9 and Corollary 2.11, the sum of the integral of $n \leq t /\left(\sigma_{\mu}+\epsilon\right)$ and $n \geq(t+a) /\left(\sigma_{\mu}-\epsilon\right)$ is exponentially small.

If suffices to consider $n$ in the interval $I_{t}=\left[t /\left(\sigma_{\mu}+\epsilon\right),(t+a) /\left(\sigma_{\mu}-\epsilon\right)\right]$. Fix $l=\left[\epsilon_{4} t / \sigma_{\mu}\right]$ with $\epsilon_{4}=1 / 10$. By Lemma 2.9, there exists $S_{n, l, x} \subset G^{\times n}$ such that $\mu^{\otimes n} S_{n, l, x}^{c}=O_{\exp }(l)$, and for $\left(g_{n}, \ldots, g_{1}\right)$ in $S_{n, l, x}$, letting $g=\left(g_{n}, \ldots, g_{l+1}\right)$ and $j=\left(g_{l}, \ldots, g_{1}\right)$, we have

$$
|\kappa(g j)-\sigma(g, j x)-\kappa(j)| \leq e^{-\epsilon l} \leq 1
$$

Thus

$$
\begin{aligned}
& \mu^{\otimes n}\left\{\kappa(g j) \in[t, t+a], d\left(g j x, x^{\prime}\right) \leq e^{-s}\right\} \\
\leq & \mu^{\otimes n}\left\{S_{n, l, x}^{c}\right\}+\mu^{\otimes n}\left\{g j \in S_{n, l, x} \mid \kappa(g j) \in[t, t+a], d\left(g j x, x^{\prime}\right) \leq e^{-s}\right\} \\
\leq & O_{\exp }(l)+\mu^{\otimes n}\left\{\sigma(g, j x)+\kappa(j) \in[t-1, t+a+1], d\left(g j x, x^{\prime}\right) \leq e^{-s}\right\} .
\end{aligned}
$$

Therefore summing over $n$ and integrating first with respect to $g$, we get

$$
\begin{align*}
& \sum_{n \in I_{t}} \mu^{\otimes n}\left\{\kappa(g j) \in[t, t+a], d\left(g j x, x^{\prime}\right) \leq e^{-s}\right\} \\
\leq & \sum_{n \in I_{t}} \mu^{\otimes n}\left\{\sigma(g, j x)+\kappa(j) \in[t-1, t+a+1], d\left(g j x, x^{\prime}\right) \leq e^{-s}\right\}+t O_{\exp }(l)  \tag{4.11}\\
\leq & t O_{\exp }(l)+\int R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[-1, a+1]}\right)(j x, t-\kappa(j)) \mathrm{d} \mu^{* l}(j) .
\end{align*}
$$

Hence, it is sufficient to bound $\int R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[-1, a+1]}\right)(j x, t-\kappa(j)) \mathrm{d} \mu^{* l}(j)$. Let $G_{l, \epsilon}=\{j \in$ $\left.G^{\times l} \mid \kappa(j) \leq l\left(\sigma_{\mu}+\epsilon\right)\right\}$. By the large deviations principle (Corollary 2.11), we have $\mu^{* l} G_{l, \epsilon}^{c}=$ $O_{\text {exp }}(l)$.

- For $j \in G_{l, \epsilon}$, we have $t-\kappa(j) \geq t-l\left(\sigma_{\mu}+\epsilon\right)=t-\epsilon_{4}\left(\sigma_{\mu}+\epsilon\right) t / \sigma_{\mu}>t / 2 \geq 5 s$. Hence, Proposition 4.10 implies that

$$
R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[-1, a+1]}\right)(j x, t-\kappa(j)) \lesssim(1+a)^{2} O_{\exp }(s)
$$

- For $j \in G_{l, \epsilon}^{c}$, Lemma 4.9 implies that

$$
R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[-1, a+1]}\right)(j x, t-\kappa(j)) \lesssim(1+a) .
$$

Combining the above two inequalities, we have

$$
\begin{equation*}
\int R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[-1, a+1]}\right)(j x, t-\kappa(j)) \mathrm{d} \mu^{* l}(j) \lesssim(1+a)^{2} O_{\exp }(s)+O_{\exp }(l)(1+a) . \tag{4.12}
\end{equation*}
$$

The proof is complete.
There is a byproduct of the above lemma. When the function $f$ does not depend on $X$, abbreviate $R_{P}(f)(x, t)$ by $R_{P}(f)(t)$.

Lemma 4.12. For real numbers $s, t$, we have

$$
\begin{equation*}
R_{P}\left(\mathbb{1}_{[0, s]}\right)(t) \lesssim \max \left\{1, s^{2}\right\} \tag{4.13}
\end{equation*}
$$

Remark 4.13. Here the term $s^{2}$ is not optimal. With some extra work, it can be improved to $s$.

Proof. Suppose that $s \geq 1$. If not, then $R_{p}\left(\mathbb{1}_{[0, s]}\right)(x, t) \leq R_{p}\left(\mathbb{1}_{[0,1]}\right)(x, t)$. When $t \geq 10$, apply Lemma 4.11 with $a=s, e^{-s}=e^{-1}, x^{\prime}=x_{j}, j \in J$, where $J$ is a finite set such that $\cup_{j \in J} B\left(x_{j}, e^{-1}\right)$ covers $X$. So we get $R_{P}\left(\mathbb{1}_{[0, s]}\right)(t) \lesssim s^{2}$.

When $t<10 \leq 10 s$, let $m=\left[\max \left\{0,(t+s) /\left(\sigma_{\mu}-\epsilon\right)\right\}\right]+1$. By Corollary 2.11, we have

$$
\begin{aligned}
R_{P}\left(\mathbb{1}_{[0, s]}\right)(t) \leq R_{P}\left(\mathbb{1}_{[0,2 s]}\right)(0) & \leq \sum_{n \leq m} \mu^{* n}\{\kappa(g) \leq t+s\}+\sum_{n>m} \mu^{* n}\{\kappa(g) \leq t+s\} \\
& \lesssim m+e^{-\epsilon^{\prime} m} \lesssim s
\end{aligned}
$$

The proof is complete.
Now we are going to prove the independence of $\sigma(g, x)$ and $g^{-1} x$. Recall that $\check{\mu}$ is the pushforward of $\mu$ by the inverse action. Let $f$ be a positive bounded Borel function on $X \times \mathbb{R}$. For $\left(x_{o}, x, t\right) \in X^{2} \times \mathbb{R}$, we define

$$
R_{I}(f)\left(x_{o}, x, t\right)=\sum_{n \geq 0} \int_{G} f\left(g^{-1} x_{o}, \sigma(g, x)-t\right) \mathrm{d} \mu^{* n}(g)
$$

Proposition 4.14. For $s>0, a>0, t>\max \{10 s, 10\}$, and $x, x^{\prime}, x_{o}$ in $X$, we have

$$
\begin{equation*}
R_{I}\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right) \times[0, a]}\right)\left(x_{o}, x, t\right)=(1+a)^{2} O_{\exp }(s) . \tag{4.14}
\end{equation*}
$$

Proof. Due to Corollary 2.9 and Corollary 2.11, the sums of the integral of $n \leq t /\left(\sigma_{\mu}+\epsilon\right)$ and $n \geq(t+a) /\left(\sigma_{\mu}-\epsilon\right)$ is exponentially small.

It suffices to consider $n$ in the interval $I_{t}=\left[t /\left(\sigma_{\mu}+\epsilon\right),(t+a) /\left(\sigma_{\mu}-\epsilon\right)\right]$. Let

$$
G_{\epsilon, n}=\left\{g \in G^{\times n} \mid \kappa(g) \geq n\left(\sigma_{\mu}-\epsilon / 2\right), d\left(g^{-1} x_{o}, x\right)>e^{-\epsilon n}, d\left(g^{-1} x_{o}, x_{g}^{m}\right) \leq e^{-\left(2 \sigma_{\mu}-\epsilon\right) n}\right\}
$$

By inequalities (2.9), (2.11) and (2.13), we have $\mu^{\otimes n} G_{\epsilon, n} \geq 1-O_{\exp }(n)$. Since $t>10$, for $n$ in $I_{t}$, we have $n \geq t /\left(\sigma_{\mu}+\epsilon\right) \geq 10 /\left(\sigma_{\mu}+\epsilon\right)$. For $g \in G_{\epsilon, n}$, we have

$$
\frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x_{o}\right)}{d\left(g^{-1} x_{o}, x\right)} \leq \frac{2 e^{-\left(2 \sigma_{\mu}-\epsilon\right) n}}{e^{-\epsilon n}}=2 e^{-\left(2 \sigma_{\mu}-2 \epsilon\right) n} \leq 2 e^{-20\left(\sigma_{\mu}-\epsilon\right) /\left(\sigma_{\mu}+\epsilon\right)} \leq 1 / 2
$$

Using Lemma 2.7 with $g \in G_{\epsilon, n}$, we have

$$
\left|\sigma(g, x)-\kappa(g)-\log d\left(g^{-1} x_{o}, x\right)\right| \leq 2 \frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x_{o}\right)}{d\left(g^{-1} x_{o}, x\right)} \leq 4 e^{-\left(2 \sigma_{\mu}-2 \epsilon\right) n} \leq 1
$$

Therefore,

$$
\begin{aligned}
& \mu^{\otimes n}\left\{\sigma(g, x) \in[t, t+a], d\left(g^{-1} x_{o}, x^{\prime}\right) \leq e^{-s}\right\} \leq O_{\exp }(n)+ \\
& \mu^{\otimes n}\left\{\kappa(g) \in[t-1, t+a+1]-\log d\left(g^{-1} x_{o}, x\right), d\left(g^{-1} x_{o}, x^{\prime}\right) \leq e^{-s}\right\}
\end{aligned}
$$

Summing up over $I_{t}$ and using the definition of $\check{\mu}$, we have

$$
\begin{align*}
& \sum_{n \in I_{t}} \mu^{\otimes n}\left\{\sigma(g, x) \in[t, t+a], d\left(g^{-1} x_{o}, x^{\prime}\right) \leq e^{-s}\right\} \\
\leq & O_{\exp }(t)+\sum_{n \geq 0} \mu^{\otimes n}\left\{\kappa(g) \in[t-1, t+a+1]-\log d\left(g^{-1} x_{o}, x\right), d\left(g^{-1} x_{o}, x^{\prime}\right) \leq e^{-s}\right\}  \tag{4.15}\\
= & O_{\exp }(t)+\sum_{n \geq 0} \check{\mu}^{\otimes n}\left\{\kappa(g) \in[t-1, t+a+1]-\log d\left(g x_{o}, x\right), d\left(g x_{o}, x^{\prime}\right) \leq e^{-s}\right\}
\end{align*}
$$

Hence, it is sufficient to bound $R_{P}\left(\mathbb{1}_{\left.u+\log d(y, x) \in[-1, a+1], d\left(y, x^{\prime}\right) \leq e^{-s}\right)}\left(x_{o}, t\right)\right.$, where we use $(y, u)$ to denote the variables, and the measure $\mu$ is replaced by $\check{\mu}$. For simplicity, we use the same notation $R_{P}$. Cutting the region along $\left\{y \in X \mid \log d(y, x) \leq-t_{1}\right\}$ and the subsets $\{y \in X \mid \log d(y, x) \in[-(k+1) s,-k s]\}$ for $0 \leq k<t_{1} / s$, where $t_{1}=(t-1) / 9$.

- When $k=0$, since $t-1>10 s$, we can use Lemma 4.11 to obtain

$$
\begin{aligned}
& R_{P}\left(\mathbb{1}_{u+\log d(y, x) \in[-1, a+1], d\left(y, x^{\prime}\right) \leq e^{-s}, d(y, x) \geq e^{-s}}\right)\left(x_{o}, t\right) \\
\leq & R_{P}\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s}, u \in[-1, s+a+1]}\right)\left(x_{o}, t\right) \lesssim(1+s+a)^{2} e^{-\epsilon^{\prime} s}
\end{aligned}
$$

- When $0<k<t_{1} / s$, since $t+k s-1>10 k s$, again we use Lemma 4.11

$$
\begin{aligned}
& R_{P}\left(\mathbb{1}_{u+\log d(y, x) \in[-1, a+1], d\left(y, x^{\prime}\right) \leq e^{-s}, d(y, x) \in\left[e^{-(k+1) s}, e^{-k s}\right]}\right)\left(x_{o}, t\right) \\
\leq & R_{P}\left(\mathbb{1}_{d(y, x) \leq e^{-k s}, u \in[-1+k s, a+1+(k+1) s]}\right)\left(x_{o}, t\right) \lesssim(1+s+a)^{2} e^{-\epsilon^{\prime} k s} .
\end{aligned}
$$

- In the last case, $\log d(y, x) \leq-t_{1}$, we have

$$
\begin{aligned}
& R_{P}\left(\mathbb{1}_{\left.u+\log d(y, x) \in[-1, a+1], d\left(y, x^{\prime}\right) \leq e^{-s}, d(y, x) \leq e^{-t_{1}}\right)\left(x_{o}, t\right)}\right. \\
\leq & R_{P}\left(\mathbb{1}_{\left.u+\log d(y, x) \in[-1, a+1], d(y, x) \leq e^{-t_{1}}\right)\left(x_{o}, t\right) .}\right.
\end{aligned}
$$

This is similar to the original quantity $R_{P}\left(\mathbb{1}_{u+\log d(y, x) \in[-1, a+1], d\left(y, x^{\prime}\right) \leq e^{-s}}\right)\left(x_{o}, t\right)$. The difference is that here $t_{1}$ is comparable with $t$, which is crucial in the following argument. Return to the definition of $R_{P}$, and discuss on the length $n=\omega(g)$.

- When $n>(t+a+1) /\left(\sigma_{\mu}-2 \epsilon\right)$, by inequality (2.9) and (2.11), we have $\check{\mu}^{\otimes n}\{g \in$ $\left.G^{\times n} \mid \kappa(g)-n \sigma_{\mu} \leq n \epsilon, d\left(g x_{o}, x\right) \geq e^{-\epsilon n}\right\}>1-C e^{-\epsilon^{\prime} n}$. By hypothesis $n>(t+a+$ 1) $/\left(\sigma_{\mu}-2 \epsilon\right)$, the element in this set satisfies

$$
\kappa(g) \geq\left(\sigma_{\mu}-\epsilon\right) n>t+a+1+n \epsilon \geq t+a+1-\log d\left(g x_{o}, x\right)
$$

Thus $\check{\mu}^{\otimes n}\left\{g \in G^{\times n} \mid \kappa(g) \in[t-1, t+a+1]-\log d\left(g x_{o}, x\right)\right\}=O_{\exp }(n)$. Summing over $n$, we see that the measure of this part is $O_{\exp }(t)$.

- When $n \in\left[(t-1) /\left(\sigma_{\mu}+\epsilon\right),(t+a+1) /\left(\sigma_{\mu}-2 \epsilon\right)\right]$, since $\epsilon n \geq \epsilon(t-1) /\left(\sigma_{\mu}+\epsilon\right)>$ $(t-1) / 9=t_{1}$, Corollary 2.13 implies that

$$
\check{\mu}^{\otimes n}\left\{g \in G^{\times n} \mid d\left(g x_{o}, x\right) \leq e^{-t_{1}}\right\}=O_{\exp }\left(t_{1}\right)=O_{\exp }(t)
$$

- When $n \leq(t-1) /\left(\sigma_{\mu}+\epsilon\right)$, Corollary 2.11 implies the measure of this part is $O_{\exp }(t)$.

Therefore we have

$$
R_{P}\left(\mathbb{1}_{u+\log d(y, x) \in[-1, a+1], d(y, x) \leq e^{-t_{1}}}\right)\left(x_{o}, t\right)=O_{\exp }\left(t_{1}\right) .
$$

Combining the three cases, we have finished the proof.

### 4.4 Residue process

We introduce the residue process, which not only deals with $\sigma\left(g_{n} g_{n-1} \cdots g_{1}, x\right)$ but also takes into account the next step $\sigma\left(g_{n+1}, g_{n} g_{n-1} \cdots g_{1} x\right)$. Let $f$ be a positive bounded Borel function on $X \times \mathbb{R}^{2}$. For $(x, t) \in X \times \mathbb{R}$, we define the residue operator by

$$
\begin{equation*}
E f(x, t)=\sum_{n \geq 0} \int f(h g x, \sigma(h, g x), \sigma(g, x)-t) \mathrm{d} \mu^{* n}(g) \mathrm{d} \mu(h) \tag{4.16}
\end{equation*}
$$

Let $\mathcal{F}_{u} f(x, v, \xi)=\int f(x, v, u) e^{i u \xi} \mathrm{~d} u$ be the Fourier transform on $\mathbb{R}_{u}$. Let $F$ be a function on $X \times \mathbb{R}_{v} \times \mathbb{R}_{\xi}$, . Define a partial Lipschitz norm by

$$
|F|_{L^{\infty} L_{L i p}}=\sup _{\xi \in \mathbb{R}}|F(\xi)|_{L i p}=\sup _{\xi \in \mathbb{R}}\left(|F(\xi)|_{\infty}+\sup _{(x, v),\left(x^{\prime}, v^{\prime}\right) \in X \times \mathbb{R}} \frac{\left|F(x, v, \xi)-F\left(x^{\prime}, v^{\prime}, \xi\right)\right|}{d\left(x, x^{\prime}\right)+\left|v-v^{\prime}\right|}\right) .
$$

Proposition 4.15 (Residue process). If $f$ is a positive bounded continuous function on $X \times$ $\mathbb{R}^{2}$. Assume that the projection of $\operatorname{supp} \mathcal{F}_{u}(f)$ onto $\mathbb{R}_{\xi}$ is contained in a compact set $K$, and $\left|\mathcal{F}_{u}(f)\right|_{L^{\infty} L_{L i p}},\left|\partial_{\xi} \mathcal{F}_{u}(f)\right|_{L^{\infty} \text { Lip }}$ are finite. Then for $t>0$ and $x \in X$, we have

$$
\begin{align*}
E f(x, t)= & \frac{1}{\sigma_{\mu}} \int_{-t}^{\infty} \int_{G} \int_{X} f(h y, \sigma(h, y), u) \mathrm{d} \nu(y) \mathrm{d} \mu(h) \mathrm{d} u  \tag{4.17}\\
& +\frac{1}{t} O_{K}\left(\left|\mathcal{F}_{u}(f)\right|_{L^{\infty} L_{i p}}+\left|\partial_{\xi} \mathcal{F}_{u}(f)\right|_{L^{\infty} L i p}\right) .
\end{align*}
$$

Proof. For a bounded continuous function $f$ on $X \times \mathbb{R}^{2}$ and $(x, u) \in X \times \mathbb{R}$, we define an operator $Q$ by

$$
Q f(x, u)=\int_{G} f(h x, \sigma(h, x), u) \mathrm{d} \mu(h)
$$

Then

$$
E f(x, t)=\sum_{n \geq 0} \int Q f(g x, \sigma(g, x)-t) \mathrm{d} \mu^{* n}(g)=R(Q f)(x, t)
$$

We want to use Proposition 4.5 , so we need to verify the hypotheses. The function $Q f$ is bounded and integrable by the hypotheses on $f$. Then

$$
\begin{aligned}
\widehat{Q f}(x, \xi) & =\int Q f(x, u) e^{i u \xi} \mathrm{~d} u=\int f(h x, \sigma(h, x), u) e^{i u \xi} \mathrm{~d} u \mathrm{~d} \mu(h) \\
& =\int_{G} \mathcal{F}_{u} f(h x, \sigma(h, x), \xi) \mathrm{d} \mu(h)
\end{aligned}
$$

Thus $\widehat{Q f}$ is also compactly supported on $\xi$. It remains to estimate the Hölder norm of $\widehat{Q f}$. Since $\mathcal{F}_{u} f(x, v, \xi)$ is Lipschitz on $(x, v) \in X \times \mathbb{R}$, this implies that

$$
\begin{aligned}
&|\widehat{Q f}(x, \xi)-\widehat{Q f}(y, \xi)| \leq \int_{G}\left|\mathcal{F}_{u} f(h x, \sigma(h, x), \xi)-\mathcal{F}_{u} f(h y, \sigma(h, y), \xi)\right| \mathrm{d} \mu(h) \\
& \leq \int_{G}\left|\mathcal{F}_{u} f\right|_{L^{\infty} L i p}(d(h x, h y)+|\sigma(h, x)-\sigma(h, y)|) \mathrm{d} \mu(h)
\end{aligned}
$$

Using Lipschitz property of the distance and the cocycle, and finite exponential moment, we have

$$
|\widehat{Q f}(x, \xi)-\widehat{Q f}(y, \xi)| \leq\left|\mathcal{F}_{u} f\right|_{L^{\infty} \operatorname{Lip}} d(x, y)^{\gamma} \int_{G}(1+\kappa(h))\|h\|^{2 \gamma} \mathrm{~d} \mu(h) \lesssim\left|\mathcal{F}_{u} f\right|_{L^{\infty} L i p} d(x, y)^{\gamma}
$$

where we use the Remark 4.4 that $4 \gamma \leq \epsilon_{1}$. Therefore
Lemma 4.16 (Change of norm). Under the assumptions of Proposition 4.15, we have

$$
|\widehat{Q f}|_{L_{\xi}^{\infty} \mathcal{H}^{\gamma}} \lesssim\left|\mathcal{F}_{u}(f)\right|_{L^{\infty} L i p},\left|\partial_{\xi} \widehat{Q f}\right|_{L_{\xi}^{\infty} \mathcal{H} \gamma} \lesssim\left|\partial_{\xi} \mathcal{F}_{u} f\right|_{L^{\infty} \text { Lip }}
$$

Proof. The second inequality follows by the same computation.
By Proposition 4.5, we have

$$
\begin{aligned}
R(Q f)(x, t) & =\frac{1}{\sigma_{\mu}} \int_{X} \int_{-t}^{\infty} Q f(y, u) \mathrm{d} u \mathrm{~d} \nu(y)+\frac{1}{t} O_{K}\left(|\widehat{Q f}|_{L_{\xi}^{\infty} \mathcal{H}^{\gamma}}+\left|\partial_{\xi} \widehat{Q f}\right|_{L_{\xi}^{\infty} \mathcal{H}^{\gamma}}\right) \\
& =\frac{1}{\sigma_{\mu}} \int_{X} \int_{-t}^{\infty} Q f(y, u) \mathrm{d} u \mathrm{~d} \nu(y)+\frac{1}{t} O_{K}\left(\left|\mathcal{F}_{u}(f)\right|_{L^{\infty} L^{2} p}+\left|\partial_{\xi} \mathcal{F}_{u}(f)\right|_{L^{\infty} L i p}\right)
\end{aligned}
$$

The proof is complete.

### 4.5 Residue process with cutoff

In this section, we restrict the residue process to the sequences $\left(g_{n+1}, g_{n}, \ldots, g_{1}\right)$ such that $\sigma\left(g_{n} \cdots g_{1}, x\right)<t \leq \sigma\left(g_{n+1} \cdots g_{1}, x\right)$. Let $f$ be a function on $X \times \mathbb{R}^{2}$. Define a Lipschitz norm by

$$
\begin{equation*}
|f|_{\text {Lip }}=|f|_{\infty}+\sup _{(x, v, u) \neq\left(x^{\prime}, v^{\prime}, u^{\prime}\right)} \frac{\left|f(x, v, u)-f\left(x^{\prime}, v^{\prime}, u^{\prime}\right)\right|}{d\left(x, x^{\prime}\right)+\left|v-v^{\prime}\right|+\left|u-u^{\prime}\right|} \tag{4.18}
\end{equation*}
$$

Define an operator from bounded Borel functions on $X \times \mathbb{R}^{2}$ to functions on $X \times \mathbb{R}$ by

$$
E_{C} f(x, t)=\sum_{n \geq 0} \int_{\sigma(g, x)<t \leq \sigma(h g, x)} f(h g x, \sigma(h, g x), \sigma(g, x)-t) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g)
$$

By Lemma 4.21, which will be proved later, this operator is well defined. Let $K$ be a compact set in $\mathbb{R}$. We denote $|K|$ by the supremum of the distance between a point in $K$ and 0 .

Proposition 4.17. Let $f$ be a continuous function on $X \times \mathbb{R}^{2}$ with $|f|_{\text {Lip }}$ finite. Assume that the projection of $\operatorname{supp} f$ on $\mathbb{R}_{v}$ is contained in a compact set $K$. For all $\delta>0, t>|K|+\delta$ and $x \in X$, we have

$$
\begin{equation*}
E_{C} f(x, t)=\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} f(h y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p} \tag{4.19}
\end{equation*}
$$

where $O_{K}$ does not depend on $\delta, f, t, x$, and the integral $\int_{-\sigma(h, y)}^{0}=0$ if $\sigma(h, y)<0$.
Remark 4.18. We decompose $f$ into real and imaginary parts, then decompose these two parts into positive and negative parts. Each part satisfies the hypotheses of Proposition 4.17, with the support and the Lipschitz norm bounded by the original one. Thus, it is sufficient to prove this proposition for $f$ positive.

The following lemma connects the operator $E_{c}$ with $E$.
Lemma 4.19. Under the assumptions of Proposition 4.17, let $f_{o}(x, v, u)=\mathbb{1}_{-v \leq u<0} f(x, v, u)$. Then

$$
E_{C} f(x, t)=E f_{o}(x, t)
$$

Before proving this proposition, we describe some regularity and independence properties. They are corollaries of analogous properties for the renewal process. The idea is to decompose the integral according to the last letter. The following lemma means that the residue process with cutoff has exponential decay with respect to the last jump.

Lemma 4.20. For $t, s$ in $\mathbb{R}$ and $x$ in $X$, we have

$$
\begin{equation*}
E_{C}\left(\mathbb{1}_{v \geq s}\right)(x, t)=E\left(\mathbb{1}_{-v \leq u<0, v \geq s}\right)(x, t)=O_{\exp }(s) \tag{4.20}
\end{equation*}
$$

Proof. By Lemma 4.9 and finiteness of the exponential moment, we have

$$
\begin{aligned}
& \sum_{n \geq 0} \mu \otimes \mu^{* n}\left\{(h, g) \in G^{2} \mid \sigma(g, x)-t \in[-\sigma(h, g x), 0], \sigma(h, g x) \geq s\right\} \\
\leq & \sum_{n \geq 0} \mu \otimes \mu^{* n}\left\{(h, g) \in G^{2} \mid \sigma(g, x)-t \in[-\kappa(h), 0], \kappa(h) \geq s\right\} \\
= & \int_{\kappa(h)>s} R\left(\mathbb{1}_{[-\kappa(h), 0]}\right)(x, t) \mathrm{d} \mu(h) \lesssim \int_{\kappa(h)>s} \max \{1, \kappa(h)\} \mathrm{d} \mu(h)=O_{\exp }(s) .
\end{aligned}
$$

The proof is complete.

Lemma 4.21. There exists $C>0$ such that for all $t \in \mathbb{R}$ and $x \in X$, we have

$$
\begin{equation*}
E_{C}(\mathbb{1})(x, t)=E\left(\mathbb{1}_{-v \leq u<0}\right)(x, t) \leq C . \tag{4.21}
\end{equation*}
$$

This is a special case of Lemma 4.20. The following lemma quantifies the independence of the scalar part and the angle part. Abbreviate $1_{d\left(y, x^{\prime}\right) \leq e^{-s},-v \leq u<0}(y, v, u)$ to $1_{d\left(y, x^{\prime}\right) \leq e^{-s},-v \leq u<0}$, and others are similar.
Lemma 4.22. For $t>5 s>0$ and $x, x^{\prime}$ in $X$, we have

$$
\begin{equation*}
E_{C}\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s}}\right)(x, t)=E\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s},-v \leq u<0}\right)(x, t)=O_{\exp }(s) . \tag{4.22}
\end{equation*}
$$

Proof. Since

$$
\mathbb{1}_{-v \leq u<0} \leq \mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s},-v \leq u<0, v \geq s}+\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s}, 0 \leq u+v<s},
$$

we have

$$
E\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s},-v \leq u<0}\right)(x, t) \leq E\left(\mathbb{1}_{-v \leq u<0, v \geq s}\right)(x, t)+E\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s}, 0 \leq u+v<s}\right)(x, t) .
$$

By definition, we have

$$
\begin{aligned}
E\left(\mathbb{1}_{d\left(y, x^{\prime}\right) \leq e^{-s}, 0 \leq u+v<s}\right)(x, t) & =\sum_{n \geq 0} \int \mathbb{1}_{d\left(h g x, x^{\prime}\right) \leq e^{-s}, \sigma(h, g x)+\sigma(g, x)-t \in[0, s]} \mathrm{d} \mu^{* n}(g) \mathrm{d} \mu(h) \\
& =\sum_{n \geq 1} \int \mathbb{1}_{d\left(g x, x^{\prime}\right) \leq e^{-s}, \sigma(g, x)-t \in[0, s]} \mathrm{d} \mu^{* n}(g)=R\left(\mathbb{1}_{B\left(x^{\prime}, e^{-s}\right),[0, s]}\right)(x, t) .
\end{aligned}
$$

By Lemma 4.20 and Proposition 4.10, the result follows.
Lemma 4.23. For $s>0, t>\max \{10 s, 10\}$ and $x, x_{o}, x^{\prime} \in X$, we have

$$
\sum_{n \geq 0} \mu \otimes \mu^{* n}\left\{(h, g) \in G \times G \mid \sigma(h g, x) \geq t, \sigma(g, x)<t, d\left((h g)^{-1} x_{o}, x^{\prime}\right) \leq e^{-s}\right\}=O_{\exp }(s) .
$$

By the same argument as in the proof of Lemma 4.22, we only need to replace Proposition 4.10 by Proposition 4.14. The difference between this lemma and Lemma 4.22 is the angle part $(h g)^{-1} x$.

Using $\psi_{\delta}$ to regularize these functions, we write $f_{\delta}(x, v, u)=\int f_{o}\left(x, v, u-u_{1}\right) \psi_{\delta}\left(u_{1}\right) \mathrm{d} u_{1}=$ $\psi_{\delta} * f_{o}(x, v, u)$.
Lemma 4.24. Under the same hypotheses as in Proposition 4.17, we have

$$
E\left(f_{\delta}\right)(x, t)=\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} f(h y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y)+O_{K}\left(\delta+\frac{O_{\delta}}{t}\right)|f|_{L i p}
$$

Proof. We want to verify the conditions in Proposition 4.15 and then use this proposition. The integrable condition is valid because $\left|\int_{\mathbb{R}_{u}} f_{\delta}\right|=\left|\int_{\mathbb{R}_{u}} f_{o}(x, v, u) \mathrm{d} u\right|=\left|\int_{-v}^{0} f(x, v, u) \mathrm{d} u\right| \leq$ $|K||f|_{\infty}$. For the Fourier transform, we have

$$
\mathcal{F}_{u} f_{\delta}=\mathcal{F}_{u}\left(\psi_{\delta} * f_{o}\right)=\hat{\psi}_{\delta} \mathcal{F}_{u} f_{o} .
$$

We need to estimate the Lipschitz norm of $\mathcal{F}_{u} f_{o}$. This function equals

$$
\int f_{o}(x, v, u) e^{i \xi u} \mathrm{~d} u=\int_{-v}^{0} f(x, v, u) e^{i \xi u} \mathrm{~d} u
$$

Taking $(x, v) \neq\left(x^{\prime}, v^{\prime}\right)$, we have

$$
\begin{aligned}
& \left|\int_{-v}^{0} f(x, v, u) e^{i \xi u} \mathrm{~d} u-\int_{-v^{\prime}}^{0} f\left(x^{\prime}, v^{\prime}, u\right) e^{i \xi u} \mathrm{~d} u\right| \\
\leq & \left|\int_{-v}^{0}\left(f(x, v, u)-f\left(x^{\prime}, v^{\prime}, u\right)\right) e^{i \xi u} \mathrm{~d} u\right|+\left|v^{\prime}-v\right||f|_{\infty} \lesssim|K||f|_{L i p}\left(d\left(x, x^{\prime}\right)+\left|v-v^{\prime}\right|\right) .
\end{aligned}
$$

Then we have

Lemma 4.25 (Change of norm). Under the same hypotheses as in Proposition 4.17, we have

$$
\left|\mathcal{F}_{u} f_{\delta}\right|_{L^{\infty} L i p} \leq|K||f|_{L i p},\left|\partial_{\xi} \mathcal{F} f_{\delta}\right|_{L^{\infty} L i p} \leq|K|^{2}|f|_{L i p} .
$$

Proof. Noting that in the integration $|u| \leq|v|$, we get the second inequality by the same computation.

Therefore by Proposition 4.15, we have

$$
E\left(f_{\delta}\right)(x, t)=\frac{1}{\sigma_{\mu}} \int_{-t}^{\infty} \int_{G} \int_{X} f_{\delta}(h y, \sigma(h, y), u) \mathrm{d} \nu(y) \mathrm{d} \mu(h) \mathrm{d} u+\frac{O_{\delta}}{t}\left(|f|_{L i p}\left(|K|+|K|^{2}\right)\right) .
$$

Then

$$
\begin{aligned}
\int_{-t}^{\infty} f_{\delta}(x, v, u) \mathrm{d} u & =\int_{-t}^{\infty} \int_{-v}^{0} f\left(x, v, u_{1}\right) \psi_{\delta}\left(u-u_{1}\right) \mathrm{d} u_{1} \mathrm{~d} u=\int_{-v}^{0} f\left(x, v, u_{1}\right) \int_{-t}^{\infty} \psi_{\delta}\left(u-u_{1}\right) \mathrm{d} u \mathrm{~d} u_{1} \\
& =\int_{-v}^{0} f\left(x, v, u_{1}\right) \mathrm{d} u_{1}-\int_{-v}^{0} f\left(x, v, u_{1}\right) \int_{-\infty}^{-t-u_{1}} \psi_{\delta}(u) \mathrm{d} u \mathrm{~d} u_{1} .
\end{aligned}
$$

Since $t-\delta \geq|K|$, we have $-t-u_{1} \leq-t+v \leq-\delta$. By $\int_{-\infty}^{-\delta} \psi_{\delta} \leq C_{\psi} \delta$, this implies that $\int_{-t}^{\infty} f_{\delta}(x, v, u) \mathrm{d} u=\int_{-v}^{0} f_{\delta}(x, v, u) \mathrm{d} u(1+O(\delta))$. Using Lemma 4.21, we have

$$
\left|\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} f(h y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y)\right| \leq|f|_{\infty} E_{C}(\mathbb{1})=O\left(|f|_{\infty}\right) .
$$

Therefore

$$
\begin{aligned}
& \int_{-t}^{\infty} \int_{G} \int_{X} f_{\delta}(h y, \sigma(h, y), u) \mathrm{d} \nu(y) \mathrm{d} \mu(h) \mathrm{d} u \\
& \quad=\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} f(h y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y)+O\left(\delta|f|_{\infty}\right) .
\end{aligned}
$$

The proof is complete.
Next lemma gives the difference between a function and its regularization.
Lemma 4.26. Let $\varphi_{0}(u)=\mathbb{1}_{\left[b_{1}, b_{2}\right]}(u) \varphi(u)$, where $b_{2}>b_{1}$ and $\left|\varphi^{\prime}\right|_{L^{\infty}}<\infty,|\varphi|_{L^{\infty}} \leq 1$. Then we have

$$
\left|\psi_{\delta} * \varphi_{0}(u)-\varphi_{0}(u)\right| \leq \begin{cases}\left(\left|\varphi^{\prime}\right|_{\infty}+2\right) \delta & u \in\left[b_{1}+\delta, b_{2}-\delta\right],  \tag{4.23}\\ 2 & u \in\left[b_{1}-\delta, b_{1}+\delta\right] \cup\left[b_{2}-\delta, b_{2}+\delta\right], \\ \psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}(u) & u \in\left[b_{1}-\delta, b_{2}+\delta\right]^{c} .\end{cases}
$$

Proof. We will prove this inequality in each interval.

- When $u$ is in $\left[b_{1}+\delta, b_{2}-\delta\right]$, we have

$$
\left|\left(\psi_{\delta} * \varphi_{0}-\varphi_{0}\right)(u)\right|=\left|\int \psi_{\delta}(t)\left(\varphi_{0}(u-t)-\varphi_{0}(u)\right) \mathrm{d} t\right| \leq \int_{-\delta}^{\delta} \psi_{\delta}(t)\left|\varphi_{0}(u-t)-\varphi_{0}(u)\right| \mathrm{d} t+2 \delta .
$$

When $|t| \leq \delta$, we have $u-t \in\left[b_{1}, b_{2}\right]$. Since $\left|\varphi_{0}^{\prime}(u)\right| \leq\left|\varphi^{\prime}\right|_{\infty}$ for $u \in\left[b_{1}, b_{2}\right]$, this implies that

$$
\int_{-\delta}^{\delta} \psi_{\delta}(t)\left|\varphi_{0}(u-t)-\varphi_{0}(u)\right| \mathrm{d} t \leq \int_{-\delta}^{\delta} \psi_{\delta}(t)|t|\left|\varphi^{\prime}\right|_{\infty} \mathrm{d} t \leq \delta|\varphi|_{\infty}
$$

- When $u \in\left[b_{1}-\delta, b_{1}+\delta\right] \cup\left[b_{2}-\delta, b_{2}+\delta\right]$, we use the trivial bound $\left|\psi_{\delta} * \varphi_{0}(u)-\varphi_{0}(u)\right| \leq 2$.
- When $u \in\left(-\infty, b_{1}-\delta\right] \cup\left[b_{2}+\delta, \infty\right]$, we have $\varphi_{0}(u)=0$, then $\left|\psi_{\delta} * \varphi_{0}\right| \leq\left|\psi_{\delta} * \mathbb{1}_{\left[b_{1}, b_{2}\right]}\right|$. Thus collecting all together, we get the inequality.

Proof of Proposition 4.17. To simplifier the notation, we normalize $f$ in such a way that $|f|_{\infty}=$ 1. By Lemma 4.24 , we only need to give an estimate of $E\left(\left|f_{\delta}-f_{o}\right|\right)(x, t)$.

Since $f_{o}(x, v, u)=\mathbb{1}_{-v \leq u<0}(u) f(x, v, u)$ with $(x, v)$ fixed, Lemma 4.26 implies that

$$
\left|f_{\delta}-f_{o}\right|(u) \leq \begin{cases}\left(\left|\partial_{u} f\right|_{\infty}+2\right) \delta & u \in[-v+\delta,-\delta] \\ 2 & u \in[-v-\delta,-v+\delta] \cup[-\delta, \delta] \\ \psi_{\delta} * \mathbb{1}_{[-v, 0]}(u) & u \in[-v-\delta, \delta]^{c}\end{cases}
$$

By definition of $|K|$, the first term is less than $\left(\left|\partial_{u} f\right|_{\infty}+2\right) \delta \mathbb{1}_{[-|K|+\delta,-\delta]}$. The third term equals

$$
\begin{gathered}
\mathbb{1}_{[-\infty,-v-\delta] \cup[\delta, \infty]} \psi_{\delta} * \mathbb{1}_{[-v, 0]}(u)=\mathbb{1}_{[-\infty,-v-\delta] \cup[\delta, \infty]}(u) \int_{-v}^{0} \psi_{\delta}\left(u-u_{1}\right) \mathrm{d} u_{1} \\
=\mathbb{1}_{[-\infty,-v-\delta] \cup[\delta, \infty]}(u) \int_{u}^{u+v} \psi_{\delta}\left(u_{1}\right) \mathrm{d} u_{1}
\end{gathered}
$$

By definition and the above arguments, we have

$$
\begin{aligned}
E\left(\left|f_{\delta}-f_{o}\right|\right)(x, t) & =\sum_{n \geq 0} \int\left|f_{\delta}-f_{o}\right|(h g x, \sigma(h, g x), \sigma(g, x)-t) \mathrm{d} \mu^{* n}(g) \mathrm{d} \mu(h) \\
& \leq \sum_{n \geq 0} \int\left(\left(\left|\partial_{u} f\right|_{\infty}+2\right) \delta \mathbb{1}_{[-|K|,-\delta]}(\sigma(g, x)-t)+\right. \\
& +2 \mathbb{1}_{[-\sigma(h, g x)-\delta,-\sigma(h, g x)+\delta] \cup[-\delta, \delta]}(\sigma(g, x)-t) \\
& \left.+\mathbb{1}_{[-\infty,-\sigma(h, g x)-\delta] \cup[\delta, \infty]}(\sigma(g, x)-t) \int_{\sigma(g, x)-t}^{\sigma(h g, x)-t} \psi_{\delta}\left(u_{1}\right) \mathrm{d} u_{1}\right) \mathrm{d} \mu^{* n}(g) \mathrm{d} \mu(h)
\end{aligned}
$$

By Lemma 4.9, the first term is controlled by $\left(\left|\partial_{u} f\right|_{\infty}+2\right) \delta|K|$. The second term is less than $R\left(\mathbb{1}_{[-\delta, \delta]}\right)(x, t)$. Due to Proposition 4.8 , it is controlled by $6 \delta\left(1 / \sigma_{\mu}+C_{\delta}(1+2 \delta) / t\right)$.

For the third term, we need to change the order of integration. Since $\sigma(g, x)-t>\delta$ or $\sigma(g, x)-t<-\sigma(h, g x)-\delta$, we have $u_{1} \geq \sigma(g, x)-t>\delta$ or $u_{1} \leq \sigma(h g, x)-t=\sigma(h, g x)+$ $\sigma(g, x)-t \leq-\delta$. We integrate first with respect to $u_{1}$, then the third term is less than

$$
\int_{[-\infty,-\delta] \cup[\delta, \infty]} \psi_{\delta}\left(u_{1}\right) \sum_{n \geq 0} \mu \otimes \mu^{* n}\left\{(h, g) \mid \sigma(h g, x) \geq u_{1}+t, \sigma(g, x) \leq u_{1}+t\right\} \mathrm{d} u_{1}
$$

By Lemma 4.21, the above quantity is less than $C \int_{[-\infty,-\delta] \cup[\delta, \infty]} \psi_{\delta}\left(u_{1}\right) \mathrm{d} u_{1} \lesssim \delta$.
Therefore, we have

$$
E\left(\left|f_{\delta}-f\right|\right)(x, t)=O_{K}\left(\delta+C_{\delta} / t\right)|f|_{L i p}
$$

The proof is complete.
Remark 4.27 (Minus case). The lemmas in this part concern plus and minus. The another version we need is for $E_{C}^{-}(f)(x, t)=E\left(\mathbb{1}_{0<u \leq-v} f\right)(x, t)$, the proofs are exactly the same.

Proposition* 4.17. Under the assumptions of Proposition 4.17, we have

$$
E_{C}^{-}(f)(x, t)=\int_{X} \int_{G} \int_{0}^{-\sigma(h, y)} f(h y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{\text {Lip }}
$$

### 4.6 Residue process for the Cartan Projection

We consider the residue process for the cutoff of a function $f$ on $X^{2} \times \mathbb{R}^{2}$, where the cocycle is replaced by the Cartan projection. We will give a limit not only with $g x$, but also with $g^{-1} x^{\prime}$.

As in the previous subsection, we can define a similar Lipschitz norm on the space of Lipschitz functions on $X^{2} \times \mathbb{R}^{2}$, using the same name $|f|_{\text {Lip }}$. Define the operator from bounded Borel functions on $X^{2} \times \mathbb{R}^{2}$ to functions on $X^{2} \times \mathbb{R}$ by

$$
E_{P} f\left(x^{\prime}, x, t\right)=\sum_{n \geq 0} \int_{\kappa(g)<t \leq \kappa(h g)} f\left((h g)^{-1} x^{\prime}, h g x, \kappa(h g)-\kappa(g), \kappa(g)-t\right) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g) .
$$

Proposition 4.28. Let $f$ be a continuous function on $X^{2} \times \mathbb{R}^{2}$ with $|f|_{\text {Lip }}$ finite. Assume that the projection of $\operatorname{supp} f$ on $\mathbb{R}_{v}$ is contained in a compact set $K$. For all $\delta>0, t>\max \{2(|K|+\delta), 20\}$ and $x^{\prime}, x$ in $X$, we have

$$
\begin{equation*}
E_{P} f\left(x^{\prime}, x, t\right)=\int_{X^{2}} \int_{G} \int_{-\sigma(h, y)}^{0} f\left(y^{\prime}, h y, \sigma(h, y), u\right) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y) \mathrm{d} \check{\nu}\left(y^{\prime}\right)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p}, \tag{4.24}
\end{equation*}
$$

where $O_{K}$ does not depend on $\delta, f, t, x, x^{\prime}$, the integral $\int_{-\sigma(h, y)}^{0}=0$ if $\sigma(h, y)<0$.
Proof. We introduce local notations here: for an element $g$ in $G$ and a continuous function $f$ on $X^{2} \times \mathbb{R}^{2}$, define $g f\left(x^{\prime}, x, v, u\right)=f\left(g^{-1} x^{\prime}, x, v, u\right)$. Let $f_{x^{\prime}}(x, v, u)=f\left(x^{\prime}, x, v, u\right)$, which emphasizes that the first coordinate is fixed. Let $l=\left[\epsilon_{5} t / \sigma_{\mu}\right]$, where $\epsilon_{5}<1 / 10$. We use the decomposition

$$
h=g_{n+1}, g=\left(g_{n}, \ldots, g_{l+1}\right), j=\left(g_{l}, \ldots, g_{1}\right) .
$$

Recall that $N_{t}^{+}=\bigcup_{n \geq 0}\left\{\left(g_{n+1}, g_{n}, \ldots, g_{1}\right) \mid \kappa\left(g_{n+1} \cdots g_{1}\right) \geq t>\kappa\left(g_{n} \cdots g_{1}\right)\right\}$. Let $N_{t}^{+}(n)=$ $N_{t}^{+} \cap G^{\times(n+1)}=\left\{\left(g_{n+1}, \ldots, g_{1}\right) \mid \kappa(g j) \leq t, \kappa(h g j)>t\right\}$. Let

$$
T_{n}(x, t)=\left\{\left(g_{n+1}, \ldots, g_{1}\right) \in G^{\times(n+1)} \mid \sigma(h g, j x)>t-\kappa(j), \sigma(g, j x) \leq t-\kappa(j)\right\}
$$

and let $G_{\epsilon, l}=\left\{\left(g_{l}, \ldots, g_{1}\right)| | \kappa(j)-l \sigma_{\mu} \mid \leq l \epsilon, d\left(x_{g_{l} \cdots g_{1}}^{M}, x^{\prime}\right) \geq e^{-\epsilon l}\right\}$, as well as

$$
T_{n, \epsilon}=\left\{\left(g_{n+1}, \ldots, g_{1}\right) \in T_{n} \mid\left(g_{l}, \ldots, g_{1}\right) \in G_{\epsilon, l}\right\} .
$$

Step 1: Due to Corollary 2.9 and Corollary 2.11, the sum of the integrals $\int_{N_{t}^{+}(n)}$ for $n$ ranging from $t /\left(\sigma_{\mu}+\epsilon\right)-1$ to $t /\left(\sigma_{\mu}-\epsilon\right)$ is exponentially small in $t$. In other words, we have

$$
\begin{array}{r}
\mid \sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{N_{t}^{+}(n)} f\left((h g j)^{-1} x^{\prime}, h g j x, \kappa(h g j)-\kappa(g j), \kappa(g j)-t\right) \mathrm{d} \mu^{\otimes(n+1)}  \tag{4.25}\\
-\left.E_{P} f\left(x^{\prime}, x, t\right)\left|=O_{\exp }(t)\right| f\right|_{\infty}
\end{array}
$$

The following lemma replaces the Cartan projection with the cocycle.
Lemma 4.29. Under the same assumption as in Proposition 4.28, we have

$$
\begin{align*}
& \mid \sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{N_{t}^{+}(n)} f\left((h g j)^{-1} x^{\prime}, h g j x, \kappa(h g j)-\kappa(g j), \kappa(g j)-t\right) \mathrm{d} \mu^{\otimes(n+1)}(h g j) \\
& -\sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{T_{n, \epsilon}} j f\left((h g)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)-(t-\kappa(j))\right) \mathrm{d} \mu^{\otimes(n+1)}(h g j) \mid  \tag{4.26}\\
& =O\left(\delta+O_{\delta} / t\right)|f|_{\text {Lip }} .
\end{align*}
$$

This lemma will be proved later. We will decompose $T_{n, \epsilon}(x, t)$ to apply the residue process for the cocycle. The space $T_{n, \epsilon}(x, t)$ can be seen as a fibered space over $G_{\epsilon, l}$. When the first $l$ elements are fixed, the elements $(h, g)$ such that $h g j=\left(g_{n+1}, \ldots, g_{1}\right) \in T_{n, \epsilon}(x, t)$, are the admitted elements in the residue process with cutoff, whose start point is $j x$ and time is $t-\kappa(j)$. Since $(n-l)\left(\sigma_{\mu}+\epsilon\right) \leq t-\kappa(j)$ and $(n-l)\left(\sigma_{\mu}-\epsilon\right) \geq t-\kappa(j)$, we can apply Principle 1 to this residue process. Integrating over $G_{\epsilon, l}$ implies that

$$
\begin{align*}
& \mid \sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{T_{n, \epsilon}} j f\left((h g)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)-(t-\kappa(j))\right) \mathrm{d} \mu^{\otimes(n+1)}(h g j)  \tag{4.27}\\
&-\left.\int_{G_{\epsilon, l}} E_{I} j f\left(x^{\prime}, j x, t-\kappa(j)\right) \mathrm{d} \mu^{\otimes l}(j)\left|=O_{\exp }(t)\right| f\right|_{\infty} .
\end{align*}
$$

where

$$
E_{I} f\left(x^{\prime}, x, t\right)=\sum_{n \geq 0} \int_{\sigma(g, x)<t \leq \sigma(h g, x)} f\left((h g)^{-1} x^{\prime}, h g x, \sigma(h, g x), \sigma(g, x)-t\right) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g) .
$$

The following inequality, whose proof relies on Lemma 4.23, will give a major term.
Lemma 4.30. Under the same assumption as in Proposition 4.28, for all $j \in G_{\epsilon, l}$, we have

$$
\begin{equation*}
\left|E_{C} f_{j^{-1} x^{\prime}}(j x, t-\kappa(j))-E_{I} j f\left(x^{\prime}, j x, t-\kappa(j)\right)\right| \leq|f|_{L i p} O_{\exp }(l), \tag{4.28}
\end{equation*}
$$

This lemma will be proved later. Integrating (4.28) over $G_{\epsilon, l}$, we obtain

$$
\begin{equation*}
\left|\int_{G_{\epsilon}, l} E_{C} f_{j^{-1} x^{\prime}}(j x, t-\kappa(j))-E_{I} j f\left(x^{\prime}, j x, t-\kappa(j)\right) \mathrm{d} \mu^{\otimes l}(j)\right| \leq|f|_{L i p} O_{\exp }(t) . \tag{4.29}
\end{equation*}
$$

By (4.25)(4.26)(4.27), it suffices to compute the major term

$$
\int_{G_{\epsilon, l}} E_{C} f_{j^{-1} x^{\prime}}(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes}(j) .
$$

Step 2: Recall that $N_{0}, P(0)$ are the two operators defined by $N_{0} \varphi=\int \varphi \mathrm{d} \nu, P(0) \varphi(x)=$ $\int \varphi(g x) \mathrm{d} \nu(g)$, where $\varphi$ is a function in $\mathcal{H}^{\gamma}(X)$. We have another property of transfer operators [BQ16, Lemma 11.18]: The spectral radius of $P=P(0)$ restricted to ker $N_{0}$ is less than 1 , which means that there exist $\rho<1, C>0$ such that for every function $\varphi$ in $\mathcal{H}^{\gamma}(X)$, we have

$$
\left|P^{n} \varphi-\int \varphi \mathrm{d} \nu\right|_{\infty} \leq C \rho^{n}|\varphi|_{\gamma} .
$$

Thus by $\mu^{\otimes l} G_{\epsilon, l}=O_{\exp }(l)$, we have

$$
\begin{equation*}
\left|\int_{G_{\epsilon, l}} \varphi\left(j^{-1} x\right) \mathrm{d} \mu^{\otimes l}-\int \varphi \mathrm{d} \check{\nu}\right|=\left|\int_{G^{\times l}} \varphi\left(j^{-1} x\right) \mathrm{d} \mu^{\otimes l}(j)-\int \varphi \mathrm{d} \check{\nu}\right|+O_{\exp }(l)|\varphi|_{\infty}=O_{\exp }(l)|\varphi|_{L i p} . \tag{4.30}
\end{equation*}
$$

By the definition of $|\cdot|_{\text {Lip }}$ on $X \times \mathbb{R}^{2}$, the function $f_{j^{-1} x^{\prime}}(x, v, u)$ has a finite $|\cdot|_{\text {Lip }}$ value. Together with $t-\kappa(j) \geq t / 2 \geq|K|+\delta$, Proposition 4.17 implies that

$$
\begin{align*}
& \int_{G_{\epsilon, l}} E_{C} f_{j^{-1} x^{\prime}}(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes}(j) \\
& =\int_{G_{\epsilon, l}}\left(\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} f_{j^{-1} x^{\prime}}(y, \sigma(h, y), u) \mathrm{d} u \mathrm{~d} \mu(h) \mathrm{d} \nu(y) \mathrm{d} \mu^{\otimes l}(j)+O_{K}\left(\delta+O_{\delta} / t\right)\left|f_{j^{-1} x^{\prime}}\right| L_{L i p}\right) \\
& \left.=\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} \int_{G_{\epsilon, l}} f\left(j^{-1} x^{\prime}, y, \sigma(h, y), u\right) \mathrm{d} \mu^{\otimes l}(j) \mathrm{d} u \mathrm{~d} \mu(h) \mathrm{d} \nu(y)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p}\right) . \tag{4.31}
\end{align*}
$$

With $(x, v, u)$ fixed, $f\left(x^{\prime}, x, v, u\right)$ is a Lipschitz function on $x^{\prime}$, so it is a Hölder function. Together with Lemma 4.21 and inequality (4.30), we have

$$
\begin{align*}
& \int_{G_{\epsilon, l}} E_{C} f_{j^{-1} x^{\prime}}(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes}(j) \\
& =\int_{X} \int_{G} \int_{-\sigma(h, y)}^{0} \int_{X} f\left(u, \sigma(h, y), y, y^{\prime}\right) \mathrm{d} \check{\nu}\left(y^{\prime}\right) \mathrm{d} u \mathrm{~d} \mu(h) \mathrm{d} \nu(y)+\left(O_{\exp }(l)+O_{K}\left(\delta+O_{\delta} / t\right)\right)|f|_{L i p} . \tag{4.32}
\end{align*}
$$

The result follows.
It remains to prove Lemma 4.29 and Lemma 4.30.
Proof of Lemma 4.29. There exist $S_{n+1, l, x} \subset G^{\times(n+1)}$ and $S_{n, l, x} \subset G^{\times n}$ which satisfy the conditions in Lemma 2.14. Let $S_{n}(x)=S_{n+1, l, x} \cap\left(G \times S_{n, l, x}\right)$. Then

$$
\begin{equation*}
\mu^{\otimes(n+1)} S_{n}(x)^{c}=O_{\exp }(l), \tag{4.33}
\end{equation*}
$$

and for $\left(g_{n+1}, \ldots, g_{1}\right)$ in $S_{n}(x)$, we have

$$
\begin{aligned}
& |\kappa(h g j)-\sigma(h g, j x)-\kappa(j)| \leq e^{-\epsilon l} \\
& |\kappa(g j)-\sigma(g, j x)-\kappa(j)| \leq e^{-\epsilon l}
\end{aligned}
$$

In $N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)$, we can replace the Cartan projection by the cocycle with exponentially small error. Fortunately, the difference of this set with $N_{t}^{+}(n)$ and $T_{n}(x, t)$ has exponentially small measure. By definition, we have

$$
N_{t}^{+}(n) \cap S_{n}(x) \subset\left\{\sigma(h g, j x)>t-e^{-l \epsilon}-\kappa(j), \sigma(g, j x) \leq t+e^{-l \epsilon}-\kappa(j)\right\}
$$

and

$$
N_{t}^{+}(n) \supset\left\{\sigma(h g, j x)>t+e^{-l \epsilon}-\kappa(j), \sigma(g, j x) \leq t-e^{-l \epsilon}-\kappa(j)\right\} \cap S_{n}(x) .
$$

Therefore

$$
\begin{aligned}
\left(N_{t}^{+}(n) \cap S_{n}(x)-T_{n}(x, t)\right) \subset & \left\{\sigma(h g, j x) \in\left[-e^{-\epsilon l}, 0\right]+t-\kappa(j)\right\} \\
& \cup\left\{\sigma(g, j x) \in\left[0, e^{-\epsilon l}\right]+t-\kappa(j)\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\left(T_{n}(x, t) \cap S_{n}(x)-N_{t}^{+}(n)\right) \subset & \left\{\sigma(h g, j x) \in\left[0, e^{-\epsilon l}\right]+t-\kappa(j)\right\} \\
& \cup\left\{\sigma(g, j x) \in\left[-e^{-\epsilon l}, 0\right]+t-\kappa(j)\right\} .
\end{aligned}
$$

Hence, these imply that

$$
\begin{aligned}
& \mu^{\otimes(n+1)}\left(N_{t}^{+}(n)-N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)\right) \leq \mu^{\otimes(n+1)} S_{n}(x)^{c} \\
& \quad \quad+\mu^{\otimes(n+1)}\left(N_{t}^{+}(n) \cap S_{n}(x)-T_{n}(x, t)\right) \\
& \leq O_{\exp }(l)+\mu^{\otimes(n+1)}\left\{\sigma(h g, j x) \in\left[-e^{-\epsilon l}, 0\right]+t-\kappa(j)\right\} \cup\left\{\sigma(g, j x) \in\left[0, e^{-\epsilon l}\right]+t-\kappa(j)\right\} .
\end{aligned}
$$

and

$$
\left.\begin{array}{l}
\mu^{\otimes(n+1)}\left(T_{n}(x, t)-N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)\right) \leq \mu^{\otimes(n+1)} S_{n}(x)^{c} \\
\quad \quad \quad \mu^{\otimes(n+1)}\left(T_{n}(x, t) \cap S_{n}(x)-N_{t}^{+}(n)\right) \\
\leq O_{\exp }(l)
\end{array}\right) \mu^{\otimes(n+1)}\left\{\sigma(h g, j x) \in\left[0, e^{-\epsilon l}\right]+t-\kappa(j)\right\} \cup\left\{\sigma(g, j x) \in\left[-e^{-\epsilon l}, 0\right]+t-\kappa(j)\right\} .
$$

Moreover, for $\left(g_{n+1}, \ldots, g_{1}\right)$ in the set $N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)$, the definition of $S_{n}(x)$ implies that

$$
\begin{align*}
& \mid f\left((h g j)^{-1} x^{\prime}, h g j x, \kappa(h g j)-\kappa(g j), \kappa(g j)-t\right)  \tag{4.34}\\
& \quad-\left.j f\left((h g)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)-(t-\kappa(j))\right)\left|\leq e^{-\gamma l \epsilon}\right| f\right|_{\text {Lip }}
\end{align*}
$$

Thus, for $n \in\left[t /\left(\sigma_{\mu}+\epsilon\right)-1, t /\left(\sigma_{\mu}-\epsilon\right)\right]$, we have

$$
\begin{aligned}
& \mid \int_{N_{t}^{+}(n)} f\left((h g j)^{-1} x^{\prime}, h g j x, \kappa(h g j)-\kappa(g j), \kappa(g j)-t\right) \mathrm{d} \mu^{\otimes(n+1)} \\
& -\int_{T_{n}(x, t)} j f\left((h g)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)-(t-\kappa(j))\right) \mathrm{d} \mu^{\otimes(n+1)} \mid \\
& \leq \mu^{\otimes}\left(N_{t}^{+}(n)-N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)\right) \cup\left(T_{n}(x, t)-N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t)\right) \\
& \quad \quad+\mu^{\times(n+1)} N_{t}^{+}(n) \cap S_{n}(x) \cap T_{n}(x, t) O_{\exp }(l)|f|_{L i p} \\
& \leq\left(O_{\exp }(l)+\mu^{\otimes(n+1)}\left\{|\sigma(h g, j x)-t+\kappa(j)|,|\sigma(g, j x)-t+\kappa(j)| \leq e^{-l \epsilon}\right\}\right)|f|_{\infty}+O_{\exp }(l)|f|_{L i p} .
\end{aligned}
$$

Sum up over all $n \in\left[t /\left(\sigma_{\mu}+\epsilon\right)-1, t /\left(\sigma_{\mu}-\epsilon\right)\right]$. Then the above inequality becomes

$$
\begin{align*}
& \left|\sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{N_{t}^{+}(n)} f\left((h g j)^{-1} x^{\prime}, h g j x, \kappa(h g j)-\kappa(g j), \kappa(g j)-t\right) \mathrm{d} \mu^{\otimes(n+1)}(h g j)\right| \\
& -\sum_{n=\left[t /\left(\sigma_{\mu}+\epsilon\right)\right]}^{\left[t /\left(\sigma_{\mu}-\epsilon\right)\right]} \int_{T_{n}} j f\left((h g)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)-(t-\kappa(j))\right) \mathrm{d} \mu^{\otimes(n+1)}(h g j)  \tag{4.35}\\
& \quad \leq t O_{\exp }(l)|f|_{L i p}+|f|_{\infty} \int_{G^{\times l}} 2 R\left(\mathbb{1}_{\left[-e^{-\epsilon l}, e^{-\epsilon l]}\right.}\right)(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes l}(j) .
\end{align*}
$$

By (2.9), (2.12), we have $\mu^{\otimes l} G_{\epsilon, l} \geq 1-O_{\exp }(l)$. Thus combined with Lemma 4.21, we get

$$
\sum_{n \geq l} \mu^{\otimes(n+1)}\left(T_{n}(x, t)-T_{n, \epsilon}(x, t)\right)=\int_{G_{\epsilon, l}^{c}} E \mathbb{1}(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes l}(j)=O_{\exp }(l)
$$

This enables us to replace the integration domain $T_{n}$ by $T_{n, \epsilon}$ with exponentially small error. It is sufficient to control the right hand side of (4.35).

The last term can be bounded by the similar argument as in (4.12), with Proposition 4.10 replaced by inequality (4.6). It follows that

$$
\begin{equation*}
\int_{G^{\times l}} 2 R\left(\mathbb{1}_{\left[-e^{-\epsilon l}, e^{-\epsilon l]}\right.}\right)(j x, t-\kappa(j)) \mathrm{d} \mu^{\otimes l}(j)=O_{\exp }(l)+\delta O\left(1+O_{\delta} / t\right) \tag{4.36}
\end{equation*}
$$

The proof is complete.
Proof of Lemma 4.30. We want to replace $(h g j)^{-1} x^{\prime}$ with $(j)^{-1} x^{\prime}$ in the first coordinate in order to find the residue process with cutoff. The idea is always similar. We have a good approximation in a large set, whose complement has exponentially small measure. Let

$$
\Sigma_{l}=\bigcup_{n \geq 0}\left\{(h, g) \in G \times G^{\times n} \mid \sigma(g, j x)<t-\kappa(j) \leq \sigma(h g, j x), d\left((h g)^{-1} x^{\prime}, x_{j}^{M}\right) \leq e^{-\epsilon l}\right\}
$$

Since $t-\kappa(j) \geq t-\left(\sigma_{\mu}+\epsilon\right) l \geq 10 \epsilon l$ and $t-\kappa(j) \geq t / 2>10$, we can use Lemma 4.23 with $s=\epsilon l$ and $j x, x^{\prime}, x_{j}^{M}$ to obtain

$$
\begin{equation*}
\mu \otimes \bar{\mu} \Sigma_{l}=O_{\exp }(l) \tag{4.37}
\end{equation*}
$$

The definition of $G_{\epsilon, l}$ implies that $d\left(x_{j}^{M}, x^{\prime}\right) \geq e^{-\epsilon l}$ and $\kappa(j) \geq\left(\sigma_{\mu}-\epsilon\right) l$. It follows from (2.4) that $x_{j}^{M}=x_{j^{-1}}^{m}$. Together with (2.1),(2.5), for ( $h, g$ ) outside of the set $\Sigma_{l}$, we have

$$
\begin{aligned}
& d\left((h g j)^{-1} x^{\prime}, j^{-1} x^{\prime}\right)=d\left(j^{-1}(h g)^{-1} x^{\prime}, j^{-1} x^{\prime}\right) \\
& \leq \exp \left(-2 \kappa\left(j^{-1}\right)-\log d\left(x_{j^{-1}}^{m}, x^{\prime}\right)-\log d\left(x_{j^{-1}}^{m},(h g)^{-1} x^{\prime}\right)\right) \leq \exp \left(-2\left(\sigma_{\mu}-\epsilon\right) l+2 \epsilon l\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left|f\left(j^{-1} x^{\prime}, x, v, u\right)-f\left((h g j)^{-1} x^{\prime}, x, v, u\right)\right| \leq|f|_{L i p} d\left(j^{-1} x^{\prime},(h g j)^{-1} x^{\prime}\right)=|f|_{L i p} O_{\exp }(l) . \tag{4.38}
\end{equation*}
$$

In the bad part $\Sigma_{l}$, we use inequality (4.37) to control. Outside of $\Sigma_{l}$, we apply inequality (4.38). Thus we have

$$
\begin{aligned}
& \mid \sum_{n \geq 0} \int_{\sigma(h g, j x)>t-\kappa(j) \geq \sigma(g, j x)} f\left(j^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)+\kappa(j)-t\right) \\
& \quad-f\left((h g j)^{-1} x^{\prime}, h g j x, \sigma(h, g j x), \sigma(g, j x)+\kappa(j)-t\right) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g) \mid \\
& \quad \leq|f|_{L i p}\left(O_{\exp }(l)+O_{\exp }(l) E_{C} \mathbb{1}(j x, t-\kappa(j))\right) .
\end{aligned}
$$

Then by Lemma 4.21, the proof is complete.
Remark 4.31 (Minus case). Let

$$
E_{P}^{-} f\left(x^{\prime}, x, t\right)=\sum_{n \geq 0} \int_{\kappa(g) \geq t>\kappa(h g)} f\left((h g)^{-1} x^{\prime}, h g x, \kappa(h g)-\kappa(g), \kappa(g)-t\right) \mathrm{d} \mu(h) \mathrm{d} \mu^{* n}(g) .
$$

Then by the same proof, we have
Proposition* 4.28. Under the assumptions of Proposition 4.28, we have

$$
E_{P}^{-} f\left(x^{\prime}, x, t\right)=\int_{X^{2}} \int_{G} \int_{0}^{-\sigma(h, y)} f\left(y^{\prime}, h y, \sigma(h, y), u\right) \mathrm{d} u \mathrm{~d} \mu(g) \mathrm{d} \nu(y) \mathrm{d} \check{\nu}\left(y^{\prime}\right)+O_{K}\left(\delta+O_{\delta} / t\right)|f|_{L i p} .
$$

## 5 Main Approximation

In this section, we want to complete the proof in Section 3. It remains to prove Proposition 3.6 and the following Lemma 5.2 and Corollary 5.5.

Recall the definitions in Section 3: Let $\mu$ be a Borel probability measure on $\mathrm{SL}_{2}(\mathbb{R})$ with a finite exponential moment, and assume that the subgroup $\Gamma_{\mu}$ is Zariski dense. Let $\Sigma=\bigcup_{n \in \mathbb{N}} G^{\times n}$ be the symbol space of all finite sequences with elements in $G$. Let $\bar{\mu}$ be the measure on $\Sigma$ defined by

$$
\bar{\mu}=\sum_{n=0}^{+\infty} \mu^{\otimes n}, \text { where } \mu^{\otimes 0}=\delta_{\emptyset} \text {. }
$$

Let the integer $\omega(g)$ be the length of an element $g$ in $\Sigma$. Let $T$ be the shift map on $\Sigma$, defined by $T g=T\left(g_{1}, g_{2}, \ldots, g_{\omega}\right)=\left(g_{1}, g_{2}, \ldots, g_{\omega-1}\right)$, when $\omega(g) \geq 2$, and $T g=\emptyset$, when $\omega(g)=1,0$. Let $L$ be the left shift map on $\Sigma$, defined by $L g=L\left(g_{1}, g_{2}, \ldots, g_{\omega}\right)=\left(g_{2}, \ldots, g_{\omega-1}, g_{\omega}\right)$, when $\omega(g) \geq 2$, and $L g=\emptyset$, when $\omega(g)=1,0$.

The sets $M_{t}^{+}, N_{t}^{+}$are defined by

$$
\begin{aligned}
& M_{t}^{+}=\{g \in \Sigma \mid \kappa(T g)<t \leq \kappa(g)\}, \\
& N_{t}^{+}=\iota\left(M_{t}^{+}\right)=\{g \in \Sigma \mid \kappa(L g)<t \leq \kappa(g)\},
\end{aligned}
$$

where $\iota(M)$ equals $\left\{g^{-1} \mid g \in M\right\}$ for any subset $M$ of $\Sigma$.

Let $\check{\mu}$ be the pushforward of $\mu$ by the inverse action. It also satisfies the assumptions of Theorem 1.1. By definition $\bar{\mu}\left(M_{t}^{+}\right)=\bar{\mu}\left(N_{t}^{+}\right)$.

For $x, y$ in $X$, write $s_{1}=\epsilon_{3} s$ and

$$
M_{t}^{+}(x, y)=\left\{g \in M_{t}^{+}| | \kappa(g)-\kappa(T g) \mid<s_{1}, d\left(x_{g}^{m}, g^{-1} x\right)<e^{-t}, d\left(g^{-1} x, x\right), d\left(g^{-1} x, y\right)>2 e^{-s_{1}}\right\} .
$$

We need some regularity properties of $N_{t}^{+}$. These lemmas are of the same type as the ones with the cocycle, using the Cartan projection instead. The correspondences are: Lemma 5.1 with Lemma 4.20, Lemma 5.2 with Lemma 4.21, Lemma 5.3 with Lemma 4.22. In fact, for all the regularity properties, there are similar versions for the Cartan projection. The subadditivity is sufficient. We follow the same procedure as in the proof for the cocycle.

Lemma 5.1. For s in $\mathbb{R}$, we have

$$
\begin{equation*}
\bar{\mu}\left\{g \in N_{t}^{+}| | \kappa(g)-\kappa(L g) \mid>s\right\}=O_{\exp }(s) . \tag{5.1}
\end{equation*}
$$

Proof. Subadditivity of Cartan projection implies $\kappa\left(g_{\omega}\right) \geq\left|\kappa\left(g_{\omega} \cdots g_{1}\right)-\kappa\left(g_{\omega-1} \cdots g_{1}\right)\right|=\mid \kappa(g)-$ $\kappa(L g) \mid>s$ and $\kappa(L g) \geq \kappa(g)-\kappa\left(g_{\omega}\right)$. Then

$$
\begin{aligned}
& \bar{\mu}\left\{g \in N_{t}^{+}| | \kappa(g)-\kappa(L g) \mid>s\right\} \\
= & \sum_{n \geq 0} \mu \otimes \mu^{* n}\{(h, g) \in G \times G|\kappa(g)<t \leq \kappa(h g),|\kappa(h g)-\kappa(g)|>s\} \\
\leq & \sum_{n \geq 0} \mu \otimes \mu^{* n}\{(h, g) \in G \times G \mid t-\kappa(h) \leq \kappa(g)<t, \kappa(h)>s\} \\
= & \int_{\kappa(h)>s} R_{p}\left(\mathbb{1}_{[-\kappa(h), 0]}\right)(t) \mathrm{d} \mu(h) .
\end{aligned}
$$

By Lemma 4.12 and finite exponential moment, we have

$$
\bar{\mu}\left\{g \in N_{t}^{+}| | \kappa(g)-\kappa(L g) \mid>s\right\} \lesssim \int_{\kappa(h)>s} \max \left\{1, \kappa(h)^{2}\right\} \mathrm{d} \mu(h)=O_{\exp }(s) .
$$

The proof is complete.
A special case is when $s=0$. Applying the above lemma with $\overline{\tilde{\mu}}$, we have
Lemma 5.2. The measure $\bar{\mu}\left(M_{t}^{+}\right)=\bar{\mu}\left(N_{t}^{+}\right)$is uniformly bounded with $t$.
The following lemma quantifies the independence of the scalar part and the angle part of residue process for the Cartan projection.

Lemma 5.3. For $s>0, t>10 s$ and $x, x_{o} \in X$, we have

$$
\begin{align*}
& \bar{\mu}\left\{g \in N_{t}^{+} \mid d\left(x_{g}^{M}, g x\right)\right.\left.\geq e^{-t}\right\}  \tag{5.2}\\
& \bar{\mu}\left\{g \in O_{t} \mid d\left(g x_{o}, x\right)\right.\left.\leq e^{-s}\right\}  \tag{5.3}\\
&=O_{\exp }(s) .
\end{align*}
$$

The proof of the second inequality follows the same procedure as in the proof of Lemma 4.22, replacing Lemma 4.20 and Proposition 4.10 with Lemma 5.1 and Lemma 4.11. The first inequality is standard, using Principle 1 and Principle 2. When $n \in\left[\frac{t}{\sigma_{\mu}+\epsilon}-1, \frac{t}{\sigma_{\mu}-\epsilon}\right]$, use Corollary 2.13, and when $n$ is outside of this interval, use Corollary 2.9 and Corollary 2.11.

Joining Lemma 5.1 and Lemma 5.3, we have the following corollary
Corollary 5.4. Let $s>0, t>10 s$ and let $x, y$ be in $X$. Let

$$
\begin{equation*}
N_{t}^{+}(x, y)=\left\{g \in N_{t}^{+}| | \kappa(g)-\kappa(L g) \mid<s, d\left(x_{g}^{M}, g x\right)<e^{-t}, d(g x, x), d(g x, y)>2 e^{-s}\right\} . \tag{5.4}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\bar{\mu}\left(N_{t}^{+}\right)-\bar{\mu}\left(N_{t}^{+}(x, y)\right)=O_{\exp }(s) . \tag{5.5}
\end{equation*}
$$

Corollary 5.5. For $s>0, t>10 s$ and $x, y$ in $X$, we have

$$
\bar{\mu}\left(M_{t}^{+}\right)-\bar{\mu}\left(M_{t}^{+}(x, y)\right)=O_{\exp }(s)
$$

Proof. By definition, we have

$$
\bar{\mu}\left(M_{t}^{+}\right)-\bar{\mu}\left(M_{t}^{+}(x, y)\right)=\overline{\breve{\mu}}\left(N_{t}^{+}\right)-\overline{\breve{\mu}}\left(N_{t}^{+}(x, y)\right)
$$

Applying the above corollary with $\bar{\mu}$, we have completed the proof.
We start to proof Proposition 3.6. The central tool here is Lemma 2.7, which enables us to replace the cocycle with the sum of the scalar part and the angle part.

Proof of Proposition 3.6. We first replace the distance with the cocycle. By hypothesis, we have

$$
d\left(x_{g}^{m}, x\right) \geq d\left(g^{-1} x, x\right)-d\left(x_{g}^{m}, g^{-1} x\right) \geq 2 e^{-s_{1}}-e^{-t} \geq e^{-s_{1}}
$$

Using the same argument, we have $d\left(x_{g}^{m}, y\right), d\left(x_{g}^{m}, x\right) \geq e^{-s_{1}}$. Then (2.1) and (2.5) imply

$$
d(g x, g y)=d(x, y) \exp (-\sigma(g, x)-\sigma(g, y)) \leq \frac{\exp (-2 \kappa(g))}{d\left(x_{g}^{m}, x\right) d\left(x_{g}^{m}, y\right)} \leq e^{-2\left(t-s_{1}\right)}
$$

Applying the Newton-Leibniz formula (2.17) to $\phi$ at $g x, g y$, we have

$$
\phi(g x)-\phi(g y)=\operatorname{sign}(g x, g y) \int_{g x \neg g y} \phi^{\prime}(\theta) \mathrm{d} \theta
$$

Since $\kappa(g)>t>s_{1}$, we have $d\left(x_{g}^{m}, x\right) \geq e^{-s_{1}} \geq e^{-\kappa(g)}$. Then (2.18) implies that

$$
\phi(g x)-\phi(g y))=\operatorname{sign}\left(x, y, x_{g}^{m}\right) \int_{g x \neg g y} \phi^{\prime}(\theta) \mathrm{d} \theta
$$

We need the arc length distance $d_{a}(\cdot, \cdot)$ on $\mathbb{R} / \pi \mathbb{Z}$. Since $d(g x, g y) \leq e^{-2\left(t-s_{1}\right)}$, for $\theta$ in the small $\operatorname{arc} g x \frown g y$, we have $d_{a}(\theta, g x) \leq e^{-2\left(t-s_{1}\right)}$. Therefore

$$
\begin{equation*}
\left|\phi(g x)-\phi(g y)-\operatorname{sign}\left(x, y, x_{g}^{m}\right) \phi^{\prime}(g x) d_{a}(g x, g y)\right| \leq\left|\phi^{\prime \prime}\right|_{\infty} e^{-4\left(t-s_{1}\right)} \tag{5.6}
\end{equation*}
$$

By equality $\sin d_{a}(g x, g y)=d(g x, g y)$, we have

$$
\left|d_{a}(g x, g y)-d(g x, g y)\right|=O\left(d(g x, g y)^{3}\right)
$$

So we can replace the arc length distance with the sine distance. Again by hypothesis, we have $d\left(x_{g}^{m}, g^{-1} x\right) \leq e^{-t}<d\left(g^{-1} x, x\right), d\left(g^{-1} x, y\right)$. When changing $x_{g}^{m}$ to $g^{-1} x$, the relative place with respect to $x, y$ does not change, therefore we get

$$
\operatorname{sign}\left(x, y, x_{g}^{m}\right)=\operatorname{sign}\left(x, y, g^{-1} x\right)
$$

Inequality (2.1), together with the above two inequalities, implies

$$
\begin{equation*}
\left|\phi(g x)-\phi(g y)-\operatorname{sign}\left(x, y, g^{-1} x\right) \phi^{\prime}(g x) d(x, y) \exp (-\sigma(g, x)-\sigma(g, y))\right| \leq\left|\phi^{\prime \prime}\right|_{\infty} 2 e^{-4\left(t-s_{1}\right)} \tag{5.7}
\end{equation*}
$$

We may now replace the cocycle with the Cartan projection and the angle part. Since

$$
\frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x\right)}{d\left(g^{-1} x, x\right)} \leq 2 e^{-t+s_{1}}<1 / 2
$$

Lemma 2.7 implies that

$$
\begin{aligned}
& \left|\sigma(g, x)-\kappa(g)-\log d\left(g^{-1} x, x\right)\right| \leq 2 \frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x\right)}{d\left(g^{-1} x, x\right)} \leq 4 e^{-t+s_{1}} \\
& \left|\sigma(g, y)-\kappa(g)-\log d\left(g^{-1} x, y\right)\right| \leq 2 \frac{e^{-2 \kappa(g)}+d\left(x_{g}^{m}, g^{-1} x\right)}{d\left(g^{-1} x, y\right)} \leq 4 e^{-t+s_{1}}
\end{aligned}
$$

We have an inequality for $z_{1}, z_{2}$ in $\mathbb{C}$,

$$
\left|e^{z_{1}}-e^{z_{2}}\right| \leq \max \left\{e^{\Re z_{1}}, e^{\Re z_{2}}\right\}\left|z_{1}-z_{2}\right|
$$

Since $\sigma(g, x) \geq \kappa(g)+\log d\left(x_{g}^{m}, x\right) \geq t-s_{1}$ and $\kappa(g)+\log d\left(g^{-1} x, x\right) \geq t-s_{1}$, we have

$$
\left|\exp (-\sigma(g, x))-\exp (-\kappa(g)) / d\left(g^{-1} x, x\right)\right| \leq e^{-t+s_{1}} 4 e^{-t+s_{1}}
$$

Therefore by inequality $\left|a_{1} a_{2}-b_{1} b_{2}\right| \leq\left|\left(a_{1}-b_{1}\right) a_{2}\right|+\left|\left(a_{2}-b_{2}\right) b_{1}\right|$, we have

$$
\left|e^{-\sigma(g, x)-\sigma(g, y)}-e^{-2 \kappa(g)} /\left(d\left(g^{-1} x, x\right) d\left(g^{-1} x, y\right)\right)\right| \leq 8 e^{-3\left(t-s_{1}\right)}
$$

Then by the hypothesis $|\xi|=e^{2 t+s}$ and (5.7), we have

$$
\begin{aligned}
& \left|e^{i \xi(\phi(g x)-\phi(g y)}-e^{i \xi \phi^{\prime}(g x) \operatorname{sign}\left(x, y, g^{-1} x\right) d(x, y) \exp (-2 \kappa(g)) /\left(d\left(g^{-1} x, x\right) d\left(g^{-1} x, y\right)\right)}\right| \\
\leq & |\xi|\left|\phi(g x)-\phi(g y)-\phi^{\prime}(g x) \operatorname{sign}\left(x, y, g^{-1} x\right) d(x, y) \exp (-2 \kappa(g)) /\left(d\left(g^{-1} x, x\right) d\left(g^{-1} x, y\right)\right)\right| \\
\leq & |\xi|\left|\phi^{\prime \prime}\right|_{\infty} 2 e^{-4\left(t-s_{1}\right)}+\left|\xi \| \phi^{\prime} d(x, y)\right|\left|e^{-\sigma(g, x)-\sigma(g, y)}-e^{-2 \kappa(g)} /\left(d\left(g^{-1} x, x\right) d\left(g^{-1} x, y\right)\right)\right| \\
\leq & |\xi|\left(\left|\phi^{\prime \prime}\right|_{\infty} 2 e^{-4\left(t-s_{1}\right)}+8\left|\phi^{\prime}\right|_{\infty} e^{-3\left(t-s_{1}\right)}\right) \leq 8\left(\left|\phi^{\prime \prime}\right|_{\infty}+\left|\phi^{\prime}\right|_{\infty}\right) e^{-t+s+3 s_{1}}
\end{aligned}
$$

Finally, for $\left|\Lambda_{0}-\Lambda\right|$, it suffices to add the difference

$$
\left|r(g x) r(g y)-r(g x)^{2}\right| \leq|r|_{\infty}\left|r^{\prime}\right|_{\infty} e^{-2\left(t-s_{1}\right)}
$$

Then

$$
\left|\Lambda_{0}-\Lambda\right| \leq|r|_{\infty}\left|r^{\prime}\right|_{\infty} e^{-2\left(t-s_{1}\right)}+|r|_{\infty}^{2}\left(\left|\phi^{\prime \prime}\right|_{\infty}+\left|\phi^{\prime}\right|_{\infty}\right) e^{-t+s+3 s_{1}}=O_{\exp }(s)
$$

where $O_{\exp }(s)$ does not depend on $t$, but depends on $r, \phi$. The proof is complete.
Remark 5.6 (Minus case). The proof works the same for $M_{t}^{-}$.

## References

[BD17] Jean Bourgain and Semyon Dyatlov. Fourier dimension and spectral gaps for hyperbolic surfaces. Geometric and Functional Analysis, 27(4):744-771, 2017.
[Ben00] Yves Benoist. Propriétés asymptotiques des groupes linéaires. II. In Analysis on homogeneous spaces and representation theory of Lie groups, Okayama-Kyoto (1997), volume 26 of $A d v$. Stud. Pure Math., pages 33-48. Math. Soc. Japan, Tokyo, 2000.
[BHM11] Sébastien Blachère, Peter Haïssinsky, and Pierre Mathieu. Harmonic measures versus quasiconformal measures for hyperbolic groups. In Annales Scientifiques de l'École Normale Supérieure, volume 44, pages 683-721, 2011.
[BL85] Philippe Bougerol and Jean Lacroix. Products of random matrices with applications to Schrödinger operators, volume 8. Springer Science \& Business Media, 1985.
[Bou12] J. Bourgain. Finitely supported measures on $S L(2, \mathbb{R})$ which are absolutely continuous at infinity. In Geometric aspects of functional analysis, pages 133-141. Springer, 2012.
[Boy16] Jean-Baptiste Boyer. The rate of convergence for the renewal theorem in $\mathbb{R}^{d}$. arXiv preprint arXiv:1603.07214, 2016.
[BQ16] Yves Benoist and Jean-François Quint. Random Walks on Reductive Groups, volume 62. Springer, 2016.
[CM07] Chris Connell and Roman Muchnik. Harmonicity of quasiconformal measures and Poisson boundaries of hyperbolic spaces. Geometric and Functional Analysis, 17(3):707-769, 2007.
[Dal00] Françoise Dal'bo. Topologie du feuilletage fortement stable. Université de Grenoble. Annales de l'Institut Fourier, 50(3):981-993, 2000.
[DKN09] Bertrand Deroin, Victor Kleptsyn, and Andrés Navas. On the question of ergodicity for minimal group actions on the circle. Mosc. Math. J., 9(2):263-303, back matter, 2009.
[Erd39] Paul Erdös. On a family of symmetric Bernoulli convolutions. American Journal of Mathematics, 61(4):974-976, 1939.
[Fur63] Harry Furstenberg. Noncommuting random products. Transactions of the American Mathematical Society, 108(3):377-428, 1963.
[GLJ93] Y. Guivarc'h and Y. Le Jan. Asymptotic winding of the geodesic flow on modular surfaces and continued fractions. Ann. Sci. École Norm. Sup. (4), 26(1):23-50, 1993.
[GLP16] Y. Guivarc'h and É. Le Page. Spectral gap properties for linear random walks and Pareto's asymptotics for affine stochastic recursions. Ann. Inst. Henri Poincaré Probab. Stat., 52(2):503-574, 2016.
[GR85] Y. Guivarc'h and A. Raugi. Frontiere de Furstenberg, propriétés de contraction et théoremes de convergence. Probability Theory and Related Fields, 69(2):187-242, 1985.
[Gui90] Yves Guivarc'h. Produits de matrices aléatoires et applications aux propriétés géométriques des sous-groupes du groupe linéaire. Ergodic theory and dynamical systems, 10(03):483-512, 1990.
[JS16] Thomas Jordan and Tuomas Sahlsten. Fourier transforms of gibbs measures for the gauss map. Mathematische Annalen, 364(3):983-1023, 2016.
[Kau76] R. Kaufman. Bernoulli convolutions and differentiable functions. Trans. Amer. Math. Soc., 217:99-104, 1976.
[Kau80] R. Kaufman. Continued fractions and Fourier transforms. Mathematika, 27(02):262267, 1980.
[Kau84] Robert Kaufman. On Bernoulli convolutions. In Conference in modern analysis and probability (New Haven, Conn., 1982), volume 26 of Contemp. Math., pages 217-222. Amer. Math. Soc., Providence, RI, 1984.
[Kes74] Harry Kesten. Renewal theory for functionals of a Markov chain with general state space. The Annals of Probability, pages 355-386, 1974.
[KL87] Alexander S Kechris and Alain Louveau. Descriptive set theory and the structure of sets of uniqueness, volume 128. Cambridge University Press, 1987.
[KLP11] Vadim A Kaimanovich and Vincent Le Prince. Matrix random products with singular harmonic measure. Geometriae Dedicata, 150(1):257-279, 2011.
[Lal86] S. P. Lalley. Regenerative representation for one-dimensional Gibbs states. Ann. Probab., 14(4):1262-1271, 1986.
[Lal89] Steven P Lalley. Renewal theorems in symbolic dynamics, with applications to geodesic flows, noneuclidean tessellations and their fractal limits. Acta mathematica, 163(1):1-55, 1989.
[Li] Jialun Li. Exponential moment and Harmonicity of Gibbs measures. In preparation.
[Nau05] F. Naud. Expanding maps on Cantor sets and analytic continuation of zeta functions. In Annales scientifiques de l'Ecole normale supérieure, volume 38, pages 116-153, 2005.
[QR03] Martine Queffélec and Olivier Ramaré. Analyse de fourier des fractions continues à quotients restreints. Enseignement mathematique, (3):335-356, 2003.

Jialun LI
Université de Bordeaux
jialun.li@math.u-bordeaux.fr

