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Abstract. It is well known that all Borel subgroups of a linear algebraic group
are conjugate. Berest, Eshmatov, and Eshmatov have shown that this result also
holds for the automorphism group Aut(A2) of the affine plane. In this paper, we de-
scribe all Borel subgroups of the complex Cremona group Bir(P2) up to conjugation,
proving in particular that they are not necessarily conjugate. In principle, this fact
answers a question of Popov. More precisely, we prove that Bir(P2) admits Borel
subgroups of any rank r ∈ {0, 1, 2} and that all Borel subgroups of rank r ∈ {1, 2}
are conjugate. In rank 0, there is a 1− 1 correspondence between conjugacy classes
of Borel subgroups of rank 0 and hyperelliptic curves of genus g ≥ 1. Hence, the
conjugacy class of a rank 0 Borel subgroup admits two invariants: a discrete one,
the genus g , and a continuous one, corresponding to the coarse moduli space of
hyperelliptic curves of genus g . This moduli space is of dimension 2g − 1.
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1. Introduction

Let L be an algebraically closed field. The famous Lie–Kolchin theorem asserts that
any closed connected solvable subgroup of GLn(L) is triangularisable, i.e. conjugate
to a subgroup all of whose elements are upper-triangular. More generally, let G be
a linear algebraic group defined over L. Define a Borel subgroup of G as a maximal
subgroup among the closed connected solvable subgroups. Then, Borel has shown
that any closed connected solvable subgroup of G is contained in a Borel subgroup
and that all Borel subgroups of G are conjugate. By [3] (see also [16]), the same result
still holds for the automorphism group Aut(A2) of the affine plane.

The Cremona group Bir(Pn) is the group of all birational transformations of the
n-dimensional complex projective space Pn. From an algebraic point of view, it
corresponds to the group of C-automorphisms of the field C(x1, . . . , xn). This group
is naturally endowed with the Zariski topology introduced by Demazure [12] and
Serre [22]. We describe this topology in Section 2; see in particular Definition 2.2.
For more details on this subject we refer to [6]. Following Popov we define the Borel
subgroups of Bir(Pn) as the maximal closed connected solvable subgroups with respect
to this topology [21]. Borel subgroups of a closed subgroup G of Bir(Pn) are defined
analogously.

An element of Bir(Pn) is of the form

f : [x1 : · · · : xn+1] 99K [F1(x1, . . . , xn+1) : · · · : Fn+1(x1, . . . , xn+1)],

where the Fi ∈ C[x1, . . . , xn+1] are homogeneous polynomials of the same degree. We
then often write f = [F1 : · · · : Fn+1]. Using the open embedding

An ↪→ Pn, (x1, . . . , xn) 7→ [x1 : · · · : xn : 1],

we have a natural isomorphism Bir(An) ' Bir(Pn). This allows us to write f in affine
coordinates as

f : (x1, . . . , xn) 99K (f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)),

where the fi ∈ C(x1, . . . , xn) are rational functions. We then often write f =
(f1, . . . , fn).

Let Bn ⊆ Bir(Pn) be the subgroup of birational transformations of Pn of the form
f = (f1, . . . , fn), fi = aixi+bi, with ai, bi ∈ C(xi+1, . . . , xn) and ai 6= 0. The following
result is proven by Popov [21, Theorem 1].

Theorem 1.1. The group Bn is a Borel subgroup of Bir(Pn).

In the same paper he also makes the following conjecture.

Conjecture 1.2. For n ≥ 5, the Cremona group Bir(Pn) contains nonconjugate Borel
subgroups.

The main result of our paper is the description of all Borel subgroups of Bir(P2)
up to conjugation. Before giving the precise statement a few definitions are needed.

The Jonquières group Jonq is defined as the group of birational transformations of
P2 preserving the pencil of lines passing through the point [1 : 0 : 0] ∈ P2. In affine
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coordinates, it is the group of birational transformations of the form

(x, y) 99K

(
α(y)x+ β(y)

γ(y)x+ δ(y)
,
ay + b

cy + d

)
,

where
(
α β
γ δ

)
∈ PGL2(C(y)), ( a b

c d ) ∈ PGL2. Hence we have

Jonq = PGL2(C(y)) o PGL2 ⊇ Aff1(C(y)) o Aff1 = B2 .

Here and in the rest of this paper we write PGL2 and Aff1 instead of PGL2(C)
and Aff1(C). Also, all the semidirect products considered will be inner semidirect
products. This means we will write G = N o H when N,H are subgroups of the
(abstract) group G which satisfy the three following assertions:

(1) N is a normal subgroup N / G;
(2) G = NH;
(3) N ∩H = {1} (where 1 denotes the identity element of G).
For any nonsquare element f of C(y) we define the subgroup

Tf :=
{(

a bf
b a

)
, a, b ∈ C(y), (a, b) 6= (0, 0)

}
of PGL2(C(y)) ⊆ Jonq and for any coprime integers p, q ∈ Z, we define the 1-
dimensional torus

Tp,q := {(tpx, tqy), t ∈ C∗} ⊆ Jonq.

We make the following two conventions. When talking about the genus of a complex
curve, we will always mean the genus of the associated smooth projective curve. If f
is a nonsquare element of C(y), when talking about the hyperelliptic curve associated
with x2 = f(y), we will always mean the smooth projective curve whose function field
is equal to C(y)[

√
f ].

Note that we allow hyperelliptic curves of genus 0 and 1.
We can now state the principal result of our paper.

Theorem 1.3 (Main Theorem). Up to conjugation, any Borel subgroup of Bir(P2) is
one of the following groups:

(1) B2;
(2) Ty o T1,2;
(3) Tf , where f is a nonsquare element of C(y) such that the genus g of the

hyperelliptic curve associated with x2 = f(y) satisfies g ≥ 1.
Moreover these three cases are mutually disjoint and in case (3) the Borel subgroups

Tf and Tg are conjugate if and only if the hyperelliptic curves associated with x2 =
f(y) and x2 = g(y) are isomorphic.

If G is an abstract group, we denote by D(G) its derived subgroup. It is the
subgroup generated by all commutators [g, h] := ghg−1h−1, g, h ∈ G. The n-th
derived subgroup of G is then defined inductively by D0(G) := G and Dn(G) :=
D(Dn−1(G)) for n ≥ 1. A group G is called solvable if Dn(G) = {1} for some integer
n ≥ 0. The smallest such integer n is called the derived length of G and is denoted
`(G). Recall that the subgroup of upper triangular matrices in GLn(C) is solvable
and has derived length dlog2(n)e+ 1, where dxe denotes the smallest integer greater
than or equal to the real number x (see e.g. [25, page 16]). Also, the subgroup of
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upper triangular automorphisms in Aut(An
C) has derived length n+1 (see [16, Lemma

3.2]). In contrast, we will prove the following result in Appendix A.

Proposition 1.4. The derived length of the Borel subgroup Bn of Bir(Pn) is equal
to 2n.

As usual we let the rank rk(G) of a complex linear algebraic groupG be the maximal
dimension d of an algebraic torus (C∗)d in G. Analogously, the rank rk(G) of a closed
subgroup G of Bir(Pn) is defined as the maximal dimension of an algebraic torus in
G. The following result is proven by Białynicki-Birula [4, Corollary 2, page 180] (see
also [20, Theorem 1 (i)]).

Theorem 1.5. All algebraic tori in Bir(Pn) are of rank ≤ n. Moreover, all algebraic
tori of a given rank ≥ n− 2 are conjugate in Bir(Pn).

Hence, we have rk(Bir(Pn)) = rk(Bn) = n, and any closed subgroup G of Bir(Pn)
satisfies rk(G) ≤ n.

The derived lengths and ranks of the three kinds of Borel subgroups of Bir(P2) are
given in the following table (see Remark 11.4 for the computations):

Type of Borel subgroup Derived length Rank
B2 4 2

Ty o T1,2 2 1
Tf 1 0

Theorem 1.3 directly gives the following result:

Corollary 1.6. All Borel subgroups of maximal rank 2 of Bir(P2) are conjugate.

More generally the following question seems natural.

Question 1.7. Are all Borel subgroups of maximal rank n of Bir(Pn) conjugate?

In view of Theorem 1.3 we believe that the following slightly strengthened version
of Popov’s conjecture should hold.

Conjecture 1.8. For n ≥ 2, the Cremona group Bir(Pn) contains nonconjugate Borel
subgroups (note that Theorem 1.3 establishes the case n = 2).

Our article is organised as follows: In Section 2 we outline the construction of the
Zariski topology on Bir(Pn), following [7, §5.2]. We also establish various results to be
used later on. In Section 3, we prove that any Borel subgroup of Bir(P2) is conjugate
to a subgroup of the Jonquières group Jonq (Theorem 3.1). This key result heavily
relies on Urech’s nice paper [24]. Then, in Section 4, we prove that any Borel sub-
group of Jonq is conjugate to a subgroup of PGL2(C(y))oAff1 (Theorem 4.1). These
two results directly imply that any Borel subgroup of Bir(P2) is conjugate to a (Borel)
subgroup of PGL2(C(y))oAff1 (Theorem 4.2). Surprisingly enough, we will see that
a Borel subgroup of PGL2(C(y))oAff1 is not necessarily a Borel subgroup of Bir(P2)
(Example B.1 of Appendix B). In Section 5, we define the K-Borel subgroups of
PGL2(K) for any field K of characteristic zero in Definition 5.3 and we describe them
in Theorem 5.9. This result is then used in Section 6 where all Borel subgroups of the
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closed subgroup PGL2(C(y)) of Bir(P2) are described in Theorem 6.4. It turns out
that these Borel subgroups coincide with the C(y)-Borel subgroups of PGL2(C(y))!
At the end of Section 6 we then prove that the maximal derived length of a closed con-
nected solvable subgroup of Bir(P2) is 4 (Lemma 6.5), and deduce from this result that
any closed connected solvable subgroup of Bir(P2) is contained in a Borel subgroup of
Bir(P2) (Proposition 6.6). In Section 7 we study the groups Tf ⊆ Bir(P2). In Propo-
sition 7.15 we give different equivalent conditions characterising the fact that Tf and
Tg are conjugate in Bir(P2) and in Proposition 7.22 we compute the neutral connected
component NJonq(Tf )◦ of the normaliser of Tf in Jonq. In Section 8 we show that an
algebraic subgroup G of PGL2(C(y)) o Aff1 isomorphic to C∗ is conjugate to T0,1 if
and only if the second projection pr2 : PGL2(C(y)) o Aff1 → Aff1 induces an isomor-
phism G → pr2(G) (see Lemma 8.2). In Section 9 we show that up to conjugation
the additive group (C,+) admits exactly two embeddings in Jonq (Proposition 9.1).
The main result of Section 10 is Theorem 10.7, asserting that any Borel subgroup
of PGL2(C(y)) o Aff1 contains at least one Borel subgroup of PGL2(C(y)). Then in
Theorem 10.9 we show that any Borel subgroup B′ of PGL2(C(y)) o Aff1 actually
contains a unique Borel subgroup B of PGL2(C(y)) and that the corresponding map
B′ 7→ B defines a bijection from the set of Borel subgroups of PGL2(C(y)) o Aff1

to the set of Borel subgroups of PGL2(C(y)). Finally in Section 11 we show that
all the subgroups listed in Theorem 1.3 are actually Borel subgroups of Bir(P2), cf.
Theorem 11.2, and in Section 12 we show that up to conjugation there are no others,
cf. Theorem 12.1. These two sections contain the two following additional results:
Any Borel subgroup of Jonq is a Borel subgroup of Bir(P2) (Proposition 11.1); if B
is a Borel subgroup of Bir(P2), then we have B = NBir(P2)(B)◦ (Proposition 12.3;
this statement is an analog of the usual Borel normaliser theorem which asserts that
B = NG(B) when B is a Borel subgroup of a linear algebraic group G).

Our paper also contains two appendices. In Appendix A we show that the derived
length of Bn is equal to 2n. In Appendix B we give an example of a Borel subgroup of
PGL2(C(y))oAff1 which is not a Borel subgroup of Bir(P2) – even if we have shown
that any Borel subgroup of Bir(P2) is conjugate to a Borel subgroup of PGL2(C(y))o
Aff1!

2. The Zariski topology on Bir(Pn)

Following [12, 22], the notion of families of birational maps is defined, and used in
Definition 2.2 for describing the natural Zariski topology on Bir(W ) where W is an
irreducible complex algebraic variety.

Definition 2.1. Let A,W be irreducible complex algebraic varieties, and let f be an
A-birational map of the A-variety A ×W , inducing an isomorphism U → V , where
U, V are open subsets of A×W , whose projections on A are surjective.

The birational map f is given by (a, w) 99K (a, p2(f(a, w))), where p2 is the second
projection, and for each C-point a ∈ A, the birational map w 99K p2(f(a, w)) corre-
sponds to an element fa ∈ Bir(W ). The map a 7→ fa represents a map from A (more
precisely from the C-points of A) to Bir(W ), and will be called a morphism from A
to Bir(W ).
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Definition 2.2. A subset F ⊆ Bir(W ) is closed in the Zariski topology if for any
algebraic variety A and any morphism A→ Bir(W ) the preimage of F is closed.

Recall that a birational transformation f of Pn is given by
f : [x1 : · · · : xn+1] 99K [f1(x1, . . . , xn+1) : · · · : fn+1(x1, . . . , xn+1)],

where the fi are homogeneous polynomials of the same degree. Choosing the fi
without common component, the degree of f is the degree of the fi. If d is a positive
integer, we set Bir(Pn)d := {f ∈ Bir(Pn), deg(f) ≤ d}. We will use the following
result, which is [6, Proposition 2.10]:

Lemma 2.3. A subset F ⊆ Bir(Pn) is closed if and only if F ∩ Bir(Pn)d is closed in
Bir(Pn)d for any positive integer d.

Remark 2.4. Since Bir(Pn)d is closed in Bir(Pn) (see [6, Corollary 2.8]), a subset F of
Bir(Pn) is closed if and only if there exists a positive integer D such that F ∩Bir(Pn)d
is closed in Bir(Pn)d for any d ≥ D.

We will now describe the topology on Bir(Pn)d. A convenient way to handle this
topology is through the map πd : Bir(Pn)d → Bir(Pn)d that we introduce in the next
definition and whose properties are given in Lemma 2.7 below.

Let’s now fix the integer d ≥ 1. We will henceforth use the following notation:

Definition 2.5. Denote by Rat(Pn)d the projective space associated with the complex
vector space of (n+1)-tuples (f1, . . . , fn+1) where all fi ∈ C[x1, . . . , xn+1] are homoge-
neous polynomials of degree d. The equivalence class of (f1, . . . , fn+1) will be denoted
by [f1, . . . , fn+1].

For each f = [f1, . . . , fn+1] ∈ Rat(Pn)d, we denote by ψf the rational map Pn 99K Pn
defined by

[x1 : · · · : xn+1] 99K [f1(x1, . . . , xn+1) : · · · : fn+1(x1, . . . , xn+1)].

Writing Rat(Pn) for the set of rational maps from Pn to Pn and setting

Rat(Pn)d := {h ∈ Rat(Pn), deg(h) ≤ d},
we obtain a surjective map

Ψd : Rat(Pn)d → Rat(Pn)d, f 7→ ψf .

This map induces a surjective map πd : Bir(Pn)d → Bir(Pn)d, where Bir(Pn)d is de-
fined to be Ψ−1

d (Bir(Pn)d).

The following result is [6, Lemma 2.4(2)].

Proposition 2.6. The set Bir(Pn)d is locally closed in the projective space Rat(Pn)d
and thus inherits from Rat(Pn)d the structure of an algebraic variety.

The following result, which is [6, Corollary 2.9], will be crucial for us since it
provides a bridge from the “weird” topological space Bir(Pn)d to the “nice” topological
space Bir(Pn)d which is an algebraic variety.

Lemma 2.7. The map πd : Bir(Pn)d → Bir(Pn)d is continuous and closed. In partic-
ular, it is a quotient topological map: A subset F ⊆ Bir(Pn)d is closed if and only if
its preimage π−1

d (F ) is closed.
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Remark 2.8. Let F be a closed subset of Bir(Pn)d and let F := π−1
d (F ) ⊆ Bir(Pn)d be

its preimage via πd. By what has been said above, F is naturally a (finite dimensional,
but not necessarily irreducible) variety (being closed in the variety Bir(Pn)d), and the
closed continuous map πd : Bir(Pn)d → Bir(Pn)d induces a closed continuous map
πd,F : F → F whose fibres are connected and nonempty. It follows that πd,F induces
a 1 − 1 correspondence between the connected components of F and the connected
components of F . More precisely, if C is a connected component of F, then πd,F (C) is
a connected component of F and conversely if C is a connected component of F , then
(πd,F )−1(C) is a connected component of F. In particular, F admits finitely many
connected components and these connected components are closed and open in F .

Lemma 2.3, Remark 2.4, and Lemma 2.7 give the following useful characterisation of
closed subsets of Bir(Pn) (this criterion is a slight generalisation of [6, Corollary 2.7]).

Lemma 2.9. A subset F ⊆ Bir(Pn) is closed if and only if there exists a positive
integer D such that π−1

d (F ∩ Bir(Pn)d) ⊆ Bir(Pn)d is closed for any d ≥ D.

Our main use of the following lemma will be the characterisation of the connected-
ness of a closed subset of Bir(Pn) given in (3). The intermediate characterisation (2)
will only be used in the proof of the equivalence between (1) and (3).

Lemma 2.10. Let F be a closed subset of Bir(Pn). Then, the three following asser-
tions are equivalent:

(1) F is connected;
(2) For each ϕ, ψ ∈ F , there exists a positive integer d such that ϕ, ψ belong to

the same connected component of F ∩ Bir(Pn)d;
(3) For each ϕ, ψ ∈ F , there exists a connected (not necessarily irreducible) curve

C and a morphism λ : C → Bir(Pn) (see Definition 2.1) whose image satisfies:

ϕ, ψ ∈ Im(λ) ⊆ F.

Proof. (1) =⇒ (2). For each positive integer d, set Fd := F ∩ Bir(Pn)d. Assume that
ϕ is an element of some Fd0 . For each d ≥ d0, the connected component of Fd which
contains ϕ will be denoted by Fd,ϕ. We want to prove that Fϕ :=

⋃
d≥d0 Fd,ϕ is equal

to F . For this, it is sufficient to check that Fϕ is open and closed in F , i.e. that
Fϕ∩Fd is closed and open in Fd for each positive integer d. However, since the set Fd
has only finitely many connected components (see Remark 2.8) and since Fϕ ∩ Fd is
a union of such connected components, it follows that Fϕ ∩ Fd is actually closed and
open in Fd.

(2) =⇒ (3). Let ϕ, ψ be elements of F and let d be a positive integer such that
ϕ, ψ belong to the same connected component of F ∩Bir(Pn)d. Since each connected
component of F ∩ Bir(Pn)d is of the form πd(A) for some connected variety A (see
Remark 2.8), we have

ϕ, ψ ∈ πd(A) ⊆ F.

Let a, b ∈ A be such that ϕ = πd(a), ψ = πd(b). It’s enough to show that there exists
a connected curve C on the variety A containing a and b. Let A′ be the set of points
c ∈ A for which there exists a connected curve C ⊆ A containing a and c. By [19,
Lemma on page 56], for any irreducible variety V and any points v, w ∈ V , there is



Page 8 Borel subgroups of the plane Cremona group Section 2

an irreducible curve on V containing v and w. It follows that if c belongs to A′, then
all the irreducible components of A which contain c are contained in A′. Since A is
connected, this shows that A′ = A and this concludes the proof of the implication
(2) =⇒ (3).

(3) =⇒ (1). This is obvious. �

Definition 2.11. A map ϕ : Bir(Pn)→ Bir(Pn) will be called a morphism if for each
irreducible complex algebraic variety A and each morphism ρ : A → Bir(Pn) (in the
sense of Definition 2.1), the composition ϕ ◦ ρ is also a morphism (still in the sense
of Definition 2.1).

The following result directly follows from the Definitions 2.2 and 2.11.

Lemma 2.12. The four following assertions are satisfied.
(1) The inverse map ι : Bir(Pn)→ Bir(Pn), g 7→ g−1, is a morphism.
(2) Let π : Bir(Pn)× Bir(Pn)→ Bir(Pn) be the map that sends (g, g′) onto g ◦ g′.

If ϕ, ϕ′ : Bir(Pn)→ Bir(Pn) are morphisms, then the map π(ϕ, ϕ′) : Bir(Pn)→
Bir(Pn), that sends g onto ϕ(g) ◦ ϕ′(g), is a morphism.

(3) Any morphism ϕ : Bir(Pn)→ Bir(Pn) is continuous.
(4) If V,W are two connected subsets of Bir(Pn), then their product

V.W = {v ◦ w, v ∈ V, w ∈ W} ⊆ Bir(Pn)

is connected.

Proof. (1) Let A be an algebraic variety and ρ : A→ Bir(Pn) be a morphism. We want
to show that ι ◦ ρ : A → Bir(Pn) is a morphism. Since ρ is a morphism, there exists
an A-birational map f of the A-variety A × Pn, inducing an isomorphism U → V ,
where U, V are open subsets of A × Pn, whose projections on A are surjective, and
such that ρ is the family associated to f . This last point means that for each C-point
a ∈ A, the birational map ρ(a) : Pn 99K Pn is the transformation w 99K p2(f(a, w)).
For showing that ι ◦ ρ is a morphism, it’s enough to note that ι ◦ ρ is the family
associated to the A-birational map f−1.

(2) Set ψ := π(ϕ, ϕ′). Let A be an algebraic variety and ρ : A → Bir(Pn) be a
morphism. We want to show that ψ ◦ ρ : A→ Bir(Pn) is a morphism.

Since ϕ ◦ ρ is a morphism, there exists an A-birational map f of the A-variety
A× Pn, inducing an isomorphism θ : U → V , where U, V are open subsets of A× Pn,
whose projections on A are surjective, and such that ϕ ◦ ρ is the family associated to
f .

Analogously, since ϕ′ ◦ ρ is a morphism, there exists an A-birational map f ′ of
the A-variety A × Pn, inducing an isomorphism θ′ : U ′ → V ′, where U ′, V ′ are open
subsets of A× Pn, whose projections on A are surjective, and such that ϕ′ ◦ ρ is the
family associated to f ′.

For showing that ψ ◦ ρ is a morphism, it’s enough to note that ψ ◦ ρ is the family
associated to the A-birational map f ◦ f ′. Let us just check that there exists open
subsets U ′′, V ′′ of A× Pn, whose projections on A are surjective, and such that f ◦ f ′
induces an isomorphism U ′′ → V ′′. Since U, V ′ are open subsets of A × Pn, whose
projections on A are surjective, one would easily check that U ∩ V ′ is also an open
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subset of A × Pn, whose projection on A is surjective. It’s now enough to set U ′′ :=
(θ′)−1(U ∩ V ′) and V ′′ := θ(U ∩ V ′).

(3) Let F be a closed subset of Bir(Pn). We want to show that ϕ−1(F ) is closed in
Bir(Pn), i.e. that for each algebraic variety A and each morphism ρ : A → Bir(Pn),
the preimage ρ−1(ϕ−1(F )) is closed. Since ϕ ◦ ρ : A → Bir(Pn) is a morphism (by
Definition 2.11), this follows from Definition 2.2.

(4) We may assume that both V and W are nonempty. Take w0 ∈ W . Since

V.W =
⋃
v∈V

v.W

where each v.W is connected and intersects the fixed connected subset V.w0 of V.W ,
this shows that V.W is connected. �

If G is a linear algebraic group, it is well-known that its derived group D(G) is
closed (see e.g. [18, Proposition 17.2, page 110]). It is not clear whether this result
remains true for closed subgroups G of Bir(Pn), but thanks to the following definition
and to the next two lemmas, this will not be a concern for us.

Definition 2.13. Let G be any subgroup of Bir(Pn).
(1) Set D(G) := D(G) (the closure of the derived group of G).
(2) We then define Dk(G) inductively by

D0(G) := G, D1(G) := D(G), and Dk(G) := D1(Dk−1(G)) for k ≥ 2.

Lemma 2.14. Let G be any subgroup of Bir(Pn).
(1) We have D(G) ⊆ D(G) ⊆ D(G).
(2) We have D(G) = D(G).
(3) If G is closed, then D(G) is normal in G and the quotient G/D(G) is abelian.
(4) If G is connected, then D(G) is also connected.
(5) If G is closed and connected, then D(G) is also closed and connected.

Proof. (1) The inclusion D(G) ⊆ D(G) being obvious, let’s prove D(G) ⊆ D(G). Fix
an element h of G. By Lemma 2.12(1)-(2), the map

ϕh : Bir(Pn)→ Bir(Pn), g 7→ [g, h] = ghg−1h−1

is a morphism. By Lemma 2.12(3), it is in particular continuous. Since G is obviously
contained in (ϕh)

−1(D(G)), we get G ⊆ (ϕh)
−1(D(G)). Consequently, we have proven

that
∀g ∈ G, ∀h ∈ G, [g, h] ∈ D(G).

Similarly, for each fixed element g of G, the map ψ : Bir(Pn)→ Bir(Pn), h 7→ [g, h] is
continuous. Since G is included in ψ−1(D(G)), we get G ⊆ ψ−1(D(G)) and thus

∀g, h ∈ G, [g, h] ∈ D(G).

This implies the desired inclusion.
(2) By taking the closure of (1), we obtain D(G) ⊆ D(G) ⊆ D(G) and the equality

follows.
(3) Any group H such that D(G) ⊆ H ⊆ G is normal in G with G/H abelian.

Hence, the result is a consequence of (1).
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(4) Let’s begin by checking that the set Com(G) of commutators of G is connected.
Let h be an element of G. We have seen above (in the proof of (1)) that the map

ϕh : Bir(Pn)→ Bir(Pn), g 7→ [g, h] = ghg−1h−1

is continuous. Hence ϕh(G) is connected. Since all ϕh(G), h ∈ G, are connected and
contain id ∈ G, it follows from the equality Com(G) =

⋃
h∈G ϕh(G) that Com(G) is

connected. It now follows from Lemma 2.12(4) that for each positive integer j, the
set

Comj(G) := {c1 . . . cj, c1, . . . , cj ∈ Com(G)}

is also connected. Therefore the increasing union D1(G) =
⋃
j Comj(G) is connected.

(5) This is a direct consequence of the previous point. �

An induction based on Lemma 2.14(2) yields the following result:

Lemma 2.15. Let G be a subgroup of Bir(Pn). Then, for each nonnegative integer
k, we have Dk(G) = Dk(G). In particular, we have Dk(G) = {1} if and only if
Dk(G) = {1}. This means that if G is solvable its derived length is also equal to the
least nonnegative integer k such that Dk(G) = {1}.

Definition 2.16. A subset A of Bir(Pn) is bounded if there exists a constant K such
that deg(g) ≤ K for all g ∈ A.

Remark 2.17. An algebraic subgroup of Bir(Pn) is nothing else than a bounded closed
subgroup (see [6, Remark 2.20]).

Lemma 2.18. (1) The group Jonq is closed in Bir(P2).
(2) The projection pr2 : Jonq→ PGL2,

(
α(y)x+β(y)
γ(y)x+δ(y)

, ay+b
cy+d

)
7→
(
a b

c d

)
, is continuous.

(3) If A is a bounded closed subset of Jonq, then pr2(A) is a constructible subset
of PGL2.

(4) If H is a closed subgroup of PGL2, then the group PGL2(C(y)) o H is a
closed subgroup of Jonq, and hence of Bir(P2). In particular, the groups
PGL2(C(y)) o Aff1 and PGL2(C(y)) ⊆ Jonq are closed in Jonq.

Proof. (1) Even if the proof is already given in [7, Remark 5.22], we recall it here in
preparation for the proof of (2). By Lemma 2.9, it is enough to prove that Jonqd =
π−1
d (Jonq ∩ Bir(P2)d) is closed in Bir(P2)d for each d. Denote by L the projective

space (of dimension 3) associated with the complex vector space of pairs (g1, g2)
where g1, g2 ∈ C[y, z] are homogeneous polynomials of degree 1. The equivalence
class of (g1, g2) will be denoted by [g1 : g2]. Denote by Y ⊆ Bir(P2)d × L the closed
subvariety given by elements ([f1 : f2 : f3], [g1 : g2]) satisfying f2g2 = f3g1. Since L
is a complete variety, the first projection p1 : Bir(P2)d × L → Bir(P2)d is a closed
morphism. Hence, assertion (1) follows from the equality Jonqd = p1(Y ).
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(2) It is enough to prove that the restriction of pr2 to the set Jonqd := Jonq∩Bir(P2)d
is continuous. This can be seen using the following commutative diagram:

Y
p1

||
p2

��

Jonqd

πd
��

Jonqd
pr2

// L

Note that PGL2 is naturally identified with the open subset of L whose elements
[ay+bz : cy+dz] satisfy det ( a b

c d ) 6= 0. Hence, it is enough to note that the horizontal
map pr2 : Jonqd → L is continuous. We will use the fact that p2 is continuous (being a
morphism of algebraic varieties) and that p1 : Y → Jonqd and πd : Jonqd → Jonqd are
surjective and closed (the surjectivity is obvious, the closedness comes from the fact
that these two maps are restrictions to closed subsets of the closed maps p1 : Bir(P2)d×
L→ Bir(P2)d and πd : Bir(P2)d → Bir(P2)d, see Lemma 2.7).

Take any closed subset F of L. We want to prove that (pr2)−1(F ) is closed
in Jonqd. This comes from the previous remarks and the equality (pr2)−1(F ) =
(πd ◦ p1)((p2)−1(F )).

(3) Choose d so that we have A ⊆ Jonqd. Since p1 : Y → Jonqd and πd : Jonqd →
Jonqd are surjective, we have pr2(A) = p2((πd ◦ p1)−1(A)), and since p2 : Y → L is a
morphism of algebraic varieties, the closed subset (πd◦p1)−1(A) of Y is sent by p2 onto
the constructible subset pr2(A) of L. This also shows that pr2(A) is a constructible
subset of PGL2.

(4) The group PGL2(C(y))oH is the preimage ofH by pr2 : Jonq→ PGL2. Therefore,
the result follows from (2). �

3. Any Borel subgroup of Bir(P2) is conjugate to a subgroup of Jonq

The aim of this section is to prove the following result:

Theorem 3.1. Any closed connected solvable subgroup of Bir(P2) is conjugate to a
subgroup of Jonq. In particular, any Borel subgroup of Bir(P2) is conjugate to a Borel
subgroup of Jonq.

Recall that by definition Jonq is the group of birational transformations preserving
the pencil of lines through [1 : 0 : 0] ∈ P2. An element, resp. a subgroup, of Bir(P2),
is conjugate to an element, resp. a subgroup, of Jonq if and only if it preserves a
rational fibration. In our text a rational fibration denotes what is often called a
rational fibration with rational fibres. For the sake of clarity we include the following
complete definition.

Definition 3.2. (1) A rational fibration of P2 is a rational map π : P2 99K P1

whose generic fibre is birational to P1. By Tsen’s lemma, this is equivalent to
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saying that the element π ∈ C(x, y) is the coordinate of a Cremona transfor-
mation, i.e. there exists a rational map π′ : P2 99K P1 such that the rational
map (π, π′) : P2 99K P1 × P1 is birational.

(2) The rational fibration π : P2 99K P1 is preserved by the Cremona transforma-
tion α ∈ Bir(P2) if there exists an automorphism β ∈ Aut(P1) such that the
following diagram is commutative:

P2

π
��

α
// P2

π
��

P1 β
// P1

Equivalently, there exists a Cremona transformation ϕ = [ϕ1 : ϕ2 : ϕ3] ∈
Bir(P2) such that:
(a) π = [ϕ2 : ϕ3];
(b) ϕαϕ−1 ∈ Jonq.

(3) Two rational fibrations π, π′ : P2 99K P1 are called equivalent if there exists an
automorphism β ∈ Aut(P1) such that π′ = βπ.

(4) We say that the rational fibration π : P2 99K P1 is the only rational fibration
preserved by α ∈ Bir(P2) if it is preserved by α and if all rational fibrations
preserved are equivalent to π.

The following lemma should not come as a surprise:

Lemma 3.3. Any countable closed subset of Bir(P2) is discrete.

Proof. Let C be such a countable closed subset. We want to prove that any subset
C ′ ⊆ C is closed in C. By Lemma 2.3, this is equivalent to proving that C ′∩Bir(P2)d
is closed in Bir(P2)d for any d ≥ 1. Therefore, it is sufficient to prove that Cd :=
C ∩ Bir(P2)d is finite. Writing Cd =

⋃
n≥1 Fn as an increasing union of finite subsets,

we get (πd)
−1(Cd) =

⋃
n≥1(πd)

−1(Fn). Since (πd)
−1(Cd) and (πd)

−1(Fn), n ≥ 1, are
closed subvarieties of Bir(P2)d and since the ground field C is uncountable, this
proves that the increasing union is stationary, i.e. (πd)

−1(Cd) = (πd)
−1(Fn) for some

n, proving that Cd = Fn is finite. �

Corollary 3.4. Any closed connected and countable subgroup of Bir(P2) is trivial.

The following result is for example proven in [15, Proposition 9.3.1]:

Lemma 3.5. Any torsion subgroup of a linear algebraic group is countable.

Our proof of the next result relies on Urech’s paper [24]:

Lemma 3.6. Each solvable subgroup G of Bir(P2) satisfies one of the following as-
sertions:

(1) G is conjugate to a subgroup of Jonq;
(2) G is countable;
(3) G is bounded.

Proof. By [24, Theorem 8.1, page 25], G satisfies one of the following assertions:
(a) G is conjugate to a subgroup of Jonq;
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(b) G is countable;
(c) G is conjugate to a subgroup of the automorphism group of a Halphen surface;
(d) G is a subgroup of elliptic elements.
In case (c), it is well known that G is countable (see e.g. [24, Theorem 2.4, page
9]). In case (d), it follows from [24, Theorem 1.3, page 3] that G satisfies one of the
following assertions (here we use that G preserves a rational fibration if and only if
it is conjugate to a subgroup of Jonq):

(i) G is conjugate to a subgroup of Jonq;
(ii) G is a bounded subgroup;
(iii) G is a subgroup of torsion elements.
In case (iii), it follows from [24, Theorem 1.5, page 3] that G is isomorphic to a
subgroup of GL48(C). Then, G is countable by Lemma 3.5. �

We are now able to prove Theorem 3.1:

Proof of Theorem 3.1. Let G be a closed connected solvable subgroup of Bir(P2).
By Lemma 3.6 and Corollary 3.4, we may assume that G is a bounded subgroup.
Therefore, G is an algebraic group (see Remark 2.17). It follows from Enriques
theorem (see [23, Theorem (2.25), page 238] and also [23, Proposition (2.18), page
233]) that any connected algebraic subgroup of Bir(P2) is contained in a maximal
connected algebraic subgroup, and that, up to conjugation, any maximal connected
algebraic subgroup of Bir(P2) is one of the following subgroups:

(1) The group Aut(P2) ' PGL3;
(2) The connected component Aut◦(Fn) of the automorphism group of the n-

th Hirzebruch surface Fn where n is a nonnegative integer different from 1
(because Fn needs to be a minimal surface).

In case (1), recall that any closed connected solvable subgroup of PGL3 is contained in
a Borel subgroup of PGL3, that such a Borel subgroup is conjugate to the subgroup of
upper triangular matrices, and that this latter group is contained in Jonq. In case (2),
it is enough to note that all groups Aut◦(Fn) are already conjugate to subgroups of
Jonq. �

4. Any Borel subgroup of Jonq is conjugate to a subgroup of
PGL2(C(y)) o Aff1

The aim of this short section is to prove the following easy result:

Theorem 4.1. Any closed connected solvable subgroup of Jonq is conjugate to a
subgroup of PGL2(C(y)) o Aff1 by an element of {1}o PGL2 ⊆ Jonq. In particular,
any Borel subgroup of Jonq is conjugate to a Borel subgroup of PGL2(C(y))oAff1 by
an element of {1}o PGL2 ⊆ Jonq.

Proof. Let G be a closed connected solvable subgroup of Jonq. Let

pr2 : Jonq = PGL2(C(y)) o PGL2 → PGL2

be the second projection. Since pr2 is a morphism of groups, the image pr2(G) is
a solvable subgroup of PGL2 and since pr2 is continuous (Lemma 2.18(2)) pr2(G) is
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moreover connected. It follows that pr2(G) is a closed connected solvable subgroup
of PGL2. Up to conjugation we may assume that it is contained in the subgroup of
upper triangular matrices of PGL2. �

Theorems 3.1 and 4.1 directly give the following result:

Theorem 4.2. Any closed connected solvable subgroup of Bir(P2) is conjugate to
a subgroup of PGL2(C(y)) o Aff1. In particular, any Borel subgroup of Bir(P2) is
conjugate to a Borel subgroup of PGL2(C(y)) o Aff1.

5. K-Borel subgroups of PGL2(K)

In this section, K denotes a field of characteristic zero. For the sake of clarity, we
begin with a classical definition and a well-known lemma.

Definition 5.1. Let V be an affine variety defined over K. The Zariski K-topology
on V (K) (or for short, the K-topology) is the topology for which a subset is closed if
it is the zero set of some collection of elements of the affine algebra K[V ].

Lemma 5.2. For any field extension K ⊆ K′ and any affine variety V defined over
K, the K-topology on V (K) coincides with the topology induced by the K′-topology on
V (K′).

Proof. It is clear that any K-closed subset of V (K) is the trace of a K′-closed subset of
V (K′). Conversely, choose any basis (ei)i∈I of K′ over K. We have K′ =

⊕
i∈I Kei and

K′[V ] =
⊕

i∈I K[V ]ei. Hence, if Z ⊆ V (K) is the zero set of some collection (fj)j∈J
of elements fj ∈ K′[V ], then it is also the zero set of the collection (fij)(i,j)∈I×J where
each fj is decomposed as fj =

∑
i∈I fijei, fij ∈ K[V ]. �

Definition 5.3. Let G be a linear algebraic group defined over K. We will say that a
subgroup B of G(K) is a K-Borel subgroup if it is a maximal closed connected solvable
subgroup of G(K) for the K-topology.

This notion is not to be confused with the classical notion of a Borel subgroup of
G defined over K (or equivalently an algebraic K-Borel subgroup of G) which we now
recall: This is a K-closed subgroup B of G such that B(K) is a maximal K-closed
connected solvable subgroup of G(K). We will not use this classical notion at all in
our text. One reason for studying K-Borel subgroups rather than algebraic K-Borel
subgroups will become apparent in Theorem 6.4.

We will prove in Theorem 5.9 that if f is a nonsquare element of K, then the group

Tf :=
{(

a bf
b a

)
, a, b ∈ K, (a, b) 6= (0, 0)

}
is a K-Borel subgroup of PGL2(K).

Proposition 5.4. If f is a nonsquare element of K, then the group

Tf =
{(

a bf
b a

)
, a, b ∈ K, (a, b) 6= (0, 0)

}
is abstractly isomorphic to the group K[

√
f ]∗/K∗.
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Proof. Let K[C] be the K-subalgebra of M2(K) spanned by C. The minimal polyno-
mial of the matrix C :=

(
0 f
1 0

)
∈ M2(K) being equal to µC(T ) = T 2 − f , we have

K[C] = {aI + bC, a, b ∈ K} and the map

K[C]→ K[
√
f ], aI + bC 7→ a+ b

√
f

is a K-isomorphism of fields. This map induces the isomorphism of groups

Tf
∼−→ K[

√
f ]∗/K∗. �

In the sequel we will often use the distinguished element ιf of Tf that we now
define.

Definition 5.5. For a nonsquare element f of K, we set ιf :=
(

0 f
1 0

)
∈ Tf .

A straightforward computation establishes the following result.

Lemma 5.6. Let f be a nonsquare element of K. Then ιf is the unique involution
of Tf .
Lemma 5.7. Let f be a nonsquare element of K. Then each nontrivial element of
Tf is nontriangularisable in PGL2(K).

Proof. Set A :=
(
a bf
b a

)
∈ GL2(K) where a, b ∈ K and b 6= 0. If the class A of

A in PGL2(K) was triangularisable, then A should be triangularisable in GL2(K).
However, its characteristic polynomial is χA(T ) = T 2 − 2aT + (a2 − b2f) ∈ K[T ]
whose discriminant ∆ = 4b2f is not a square. Hence χA does not split over K. A
contradiction. �

The following result is the key lemma of this section.

Lemma 5.8. Let H be a closed connected subgroup of PGL2(K). Then, up to conju-
gation, one of the following cases occurs:

(1) H = {id};
(2) H = {( a 0

0 1 ) , a ∈ K∗} ' (K∗,×);
(3) H = {( 1 a

0 1 ) , a ∈ K} ' (K,+);
(4) H = Tf for some nonsquare element f ∈ K;
(5) H = Aff1(K) = {( a b

0 1 ) , a ∈ K∗, b ∈ K};
(6) H = PGL2(K).

Proof. Let p : GL2(K)→ PGL2(K) be the natural surjection. The map H 7→ p−1(H)
induces a bijection between the closed connected subgroups of PGL2(K) and the
closed connected subgroups of GL2(K) containing the group K∗ id. If G is a linear
algebraic group defined over K whose Lie algebra is denoted g, recall that each closed
connected subgroup H of G is uniquely determined by its Lie algebra h ⊆ g (but
that not every Lie subalgebra of g corresponds to an algebraic subgroup of G; the
Lie algebras corresponding to algebraic subgroups are called algebraic)(see e.g. [8,
§7, page 105]). In our case, we want to describe, up to conjugation in GL2(K), all
algebraic Lie subalgebras of gl2 containing K id. Actually, we will show that each Lie
subalgebra of gl2 containing K id is algebraic, i.e. is the Lie algebra of some closed
connected subgroup of GL2(K) containing K∗ id. Since gl2 = sl2⊕K id as Lie algebras,
our problem amounts to describing up to conjugation all Lie subalgebras h of sl2.
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If dim h = 2, let’s prove that h is conjugate by an element of GL2(K) to the Lie
algebra u of upper triangular matrices. Write sl2 = Vect(E,F,H) where

E = ( 0 1
0 0 ) , F = ( 0 0

1 0 ) , H = ( 1 0
0 −1 ) ,

and recall that [H,E] = 2E, [H,F ] = −2F , and [E,F ] = H. It is clear that h
admits a basis A,B where A is upper triangular, i.e. of the form A = ( a b

0 −a ). Up to
conjugation and multiplication by an element of K∗, we may even assume that A is
either E (if a = 0) or H (if a 6= 0).

If A = E, then we may assume that B = αF + βH where α, β ∈ K. We have
[A,B] = αH − 2βE. This yields α = 0 (because otherwise h would contain E,H, F
and would not be 2-dimensional) and hence h = Vect(E,H) = u.

If A = H, then we may assume that B = αE + βF where α, β ∈ K. We have
[A,B] = 2αE − 2βF . Hence, the matrices B and [A,B] are linearly dependent,
i.e. det

(
α β
2α −2β

)
= 0, i.e. 4αβ = 0. If α = 0, we get h = Vect(F,H) and finally

( 0 1
1 0 ) h ( 0 1

1 0 )−1 = u. If β = 0, we get h = Vect(E,H) = u. We have actually proven
that up to conjugation h is always equal to the Lie subalgebra of upper triangular
matrices. We are in case (5).

If dim h = 1, then h = Vect(A) for some nonzero matrix A of sl2. Setting
f := − det(A), the characteristic polynomial of A is equal to χA = T 2 − f . If f
is a nonsquare element, then χA is irreducible, and up to conjugation by an element
of GL2(K), we may assume that A is the companion matrix

(
0 f
1 0

)
. We are in case (4).

Assume now that f is a square. If f = 0, then, up to conjugation, we may assume that
A = ( 0 1

0 0 ). We are in case (3). If f 6= 0, then, up to conjugation and multiplication
by an element of K∗, we may assume that A = ( 1 0

0 −1 ). We are in case (2). �

Our main result is a direct consequence of Lemma 5.8.

Theorem 5.9. Up to conjugation, any K-Borel subgroup of PGL2(K) is equal to
either Aff1(K) or some Tf , where f is a nonsquare element of K. Moreover, any
closed connected solvable subgroup of PGL2(K) for the K-topology is contained in a
K-Borel subgroup.

Proposition 5.10. If f, g ∈ K are nonsquares, then the following assertions are
equivalent:

(1) The groups Tf and Tg are conjugate;
(2) The ratio f/g is a perfect square.

Proof. (1) =⇒ (2). Assume that Tf and Tg are conjugate. Then Lemma 5.6 shows
that ιf =

(
0 f
1 0

)
and ιg =

(
0 g
1 0

)
are conjugate. Denote by det : PGL2(K)→ K∗/(K∗)2

the morphism of groups induced by the determinant morphism det : GL2(K) → K∗.
The equality det(ιf ) = det(ιg) exactly means that f/g is a square.

(2) =⇒ (1). Assume that g = λ2f for some nonzero element λ ∈ C(y). If a, b ∈
C(y)∗ the equality ( λ 0

0 1 )
(
a bf
b a

)
( λ 0

0 1 )
−1

=
(
λa bg
b λa

)
shows that ( λ 0

0 1 )Tf ( λ 0
0 1 )

−1
=

Tg. �

The following result shows that a non-triangularisableK-Borel subgroup of PGL2(K)
is uniquely determined by any of its nontrivial elements.
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Lemma 5.11. If A is a nontrivial element of a non-triangularisable K-Borel subgroup
B of PGL2(K), then B is the unique K-Borel subgroup of PGL2(K) containing A.

Proof. Let p : GL2(K)→ PGL2(K) be the canonical surjection and let Ã be an element
of GL2(K) satisfying p(Ã) = A. Set also I := ( 1 0

0 1 ) ∈ M2(K). Let’s begin by checking
that the following equality holds

B = {p(αI + βÃ), α, β ∈ K, (α, β) 6= (0, 0) }. (1)

Up to conjugation, we may assume that B = Tf for some nonsquare element f of
K. Setting Jf :=

(
0 f
1 0

)
∈ M2(K), Ã is necessarily of the form Ã =

(
a bf
b a

)
, i.e.

Ã = aI + bJf , for some a, b ∈ K with b 6= 0. This shows that in the K-vector space
M2(K) we have

Vect(I, Jf ) = Vect(I, Ã).

It follows that
Tf = {p(αI + βJf ), α, β ∈ K, (α, β) 6= (0, 0) }

= {p(αI + β Ã), α, β ∈ K, (α, β) 6= (0, 0) },
and this proves (1).

Assume now that B′ is a K-Borel subgroup of PGL2(K) containing A =
(
a bf
b a

)
.

By Lemma 5.7, B′ is non-triangularisable. Hence the equality (1) also applies to B′
and this shows that B = B′. �

Lemma 5.11 provides the following useful result.

Proposition 5.12. Let B,B′ be two K-Borel subgroups of PGL2(K). Assume more-
over that B or B′ is not triangularisable. Then, the following assertions hold.

(1) We have B = B′ if and only if B ∩B′ 6= {1}.
(2) If ϕ is an element of PGL2(K) and A a nontrivial element of B, we have

ϕBϕ−1 = B′ if and only if ϕAϕ−1 ∈ B′.

For later use we now compute the normalisers of Tf and Aff1(K).

Lemma 5.13. Let f be a nonsquare element of K. Recall that we have set ιf =
(

0 f
1 0

)
.

Then we have

NPGL2(K)(Tf ) = CentPGL2(K)(ιf ) = Tf o 〈( 1 0
0 −1 )〉.

Proof. We will prove that

NPGL2(K)(Tf ) ⊆ CentPGL2(K)(ιf ) ⊆ Tf o 〈( 1 0
0 −1 )〉 ⊆ NPGL2(K)(Tf ).

The inclusion NPGL2(K)(Tf ) ⊆ CentPGL2(K)(ιf ) directly follows from Lemma 5.6. As-
sume now that the element M = ( a b

c d ) of PGL2(K) centralises ιf . We have

( a b
c d )

(
0 f
1 0

)
=
(

0 f
1 0

)
( a b
c d ) , i.e.

(
b af
d cf

)
=
(
cf df
a b

)
.

This is equivalent to the existence of ε ∈ K∗ such that

cf = εb, d = εa, a = εd, b = εcf.

Since a = ε2a and b = ε2b where (a, b) 6= (0, 0), we have ε2 = 1, i.e. ε = ±1, and these
equations are equivalent to

d = εa, b = εcf.
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This means that we have M = ( a εcf
c εa ), i.e. M = ( a cf

c a ) ( ε 0
0 1 ) ∈ Tf o 〈( 1 0

0 −1 )〉. We
have proven CentPGL2(K) ⊆ Tf o 〈( 1 0

0 −1 )〉.
Finally, the equality ( 1 0

0 −1 )
(
a bf
b a

)
( 1 0

0 −1 ) =
(
a −bf
−b a

)
shows that ( 1 0

0 −1 ) normalises
Tf . This proves that Tf o 〈( 1 0

0 −1 )〉 ⊆ NPGL2(K)(Tf ). �

Remark 5.14. Recall that a Borel subgroup B of a linear algebraic group G defined
over an algebraically closed field is always maximal among the solvable subgroups of G
by [18, Corollary 23.1A, page 143]. In contrast, the K-Borel subgroup Tf is contained
in the larger solvable subgroup Tf o 〈( 1 0

0 −1 )〉.

Lemma 5.15. We have

NPGL2(K)(Aff1(K)) = Aff1(K).

Proof. Let A = ( a b
c d ) ∈ PGL2(K). Then A ( 1 1

0 1 )A−1 ∈ Aff1(K) if and only if −c2 = 0,
i.e. if and only if A ∈ Aff1(K). �

From now on we will only consider the groups PGL2(K) and Tf when the base field
K is equal to C(y).

6. Borel subgroups of PGL2(C(y)) ⊆ Bir(P2)

The aim of this section is to prove Theorem 6.4 which describes all Borel subgroups
of the closed subgroup PGL2(C(y)) of Bir(P2). It turns out that these Borel subgroups
coincide with the C(y)-Borel subgroups of PGL2(C(y)) which have been defined in
Definition 5.3 and described in Theorem 5.9.

The group PGL2(C(y)) admits two natural topologies. The first one (which is the
one of most interest to us) is the topology induced by the inclusion PGL2(C(y)) ⊆
Bir(P2). The second one is the C(y)-topology which has been defined in Definition 5.1.
We will refer to the first one as the Bir(P2)-topology and to the second as the C(y)-
topology. When not specified, the topology is always understood to be the Bir(P2)-
topology. Finally note that the C(y)-topology will only be used in this section and in
the proof of Theorem 10.7.

We begin with the following result:

Lemma 6.1. The Bir(P2)-topology on PGL2(C(y)) is finer than the C(y)-topology.

Proof. Any C(y)-closed set in PGL2(C(y)) is an intersection of sets of the form

FP :=
{(

α β
γ δ

)
∈ PGL2(C(y)) |P (α, β, γ, δ) = 0

}
⊂ PGL2(C(y)),

where P ∈ C[y][X1, X2, X3, X4] is a polynomial with coefficients in C[y] which is
homogeneous with respect to the variables X1, . . . , X4. Therefore it is enough to
show that such a set FP is Bir(P2)-closed. By Lemma 2.9 we need to show that
π−1
d (FP ∩ Bir(P2)d) ⊆ Bir(P2)d is closed for any positive d ≥ 2. Denote by M the

projective space associated with the complex vector space of 4-tuples (α, β, γ, δ) where
α, β, γ, δ ∈ C[y, z] are homogeneous polynomials of respective degrees d−1, d, d−2, d−
1. The equivalence class of (α, β, γ, δ) will be denoted by [α : β : γ : δ]. Denote by
Z ⊆ Bir(P2)d ×M the closed subset given by elements ([f1 : f2 : f3], [α : β : γ : δ])
satisfying the two following conditions:
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∀ i, j ∈ {1, 2, 3}, figj = fjgi, (2)

where (g1, g2, g3) :=
(
α(y, z)x+ β(y, z), y(γ(y, z)x+ δ(y, z)), z(γ(y, z)x+ δ(y, z))

)
;

P (α(y, 1), β(y, 1), γ(y, 1), δ(y, 1)) = 0. (3)

The condition (2) means that the elements [f1 : f2 : f3] and [g1 : g2 : g3] define the
same rational map P2 99K P2. Note that we then have γ(y, 1)x+ δ(y, 1) 6= 0 and that
in affine coordinates this rational map is the following birational map

A2 99K A2, (x, y) 99K

(
α(y, 1)x+ β(y, 1)

γ(y, 1)x+ δ(y, 1)
, y

)
.

The condition (3) means that the element
(
α(y,1) β(y,1)
γ(y,1) δ(y,1)

)
of PGL2(C(y)) belongs to

FP .
We leave it as an easy exercise for the reader to check that the condition (3) is

actually a closed condition on the coefficients of the polynomials α, β, γ, δ. Since the
first projection p1 : Bir(P2)d ×M → Bir(P2)d is a closed morphism, the equality
π−1
d (FP ∩Bir(P2)d) = p1(Z) shows that π−1

d (FP ∩Bir(P2)d) is closed in Bir(P2)d. �

Here is an example showing that the Bir(P2)-topology on PGL2(C(y)) is strictly
finer than the C(y)-topology.

Example 6.2. The set {( 1 t
0 1 ) , t ∈ C} ⊆ PGL2(C(y)) is closed for the Bir(P2)-

topology, but its C(y)-closure is {( 1 t
0 1 ) , t ∈ C(y)}.

Lemma 6.3. Any closed connected subgroup of PGL2(C(y)) for the C(y)-topology is
closed connected for the Bir(P2)-topology.

Proof. By Lemma 6.1, each C(y)-closed subset of PGL2(C(y)) is Bir(P2)-closed. It’s
enough to prove that when K = C(y), the six subgroups H1, . . . , H6 listed in the Cases
(1), . . . , (6) of Lemma 5.8, are Bir(P2)-connected. Since H1 = {id}, H5 = H3 oH2,
and H6 = 〈H5, (H5)t〉 (where (H5)t denotes the transpose of H5), it’s enough to
show that H2, H3, H4 are Bir(P2)-connected. Using Lemma 2.10, it’s enough to show
that these three subgroups satisfy the assertion (3) of that lemma, i.e. that for any
i ∈ {2, 3, 4} and any ϕ, ψ ∈ Hi, there exists a connected (not necessarily irreducible)
curve C and a morphism λ : C → Bir(P2) (see Definition 2.1) whose image satisfies
ϕ, ψ ∈ Im(λ) ⊆ Hi.

Let h := ( a 0
0 1 ), a ∈ C(y)\{0, 1}, be a nontrivial element of H2. Define the curve C

by C := A1 if a /∈ C and C := A1\{ 1
1−a} otherwise. Then, the image of the morphism

C → Bir(P2), t 7→ ( 1−t+ta 0
0 1 ) is contained in H2, and it connects h and id. Hence H2

is connected.
If h := ( 1 a

0 1 ), a ∈ C(y), is any element of H3, the image of the morphism A1 →
Bir(P2), t 7→ ( 1 ta

0 1 ) is contained in H3, and it connects h and id. Hence H3 is
connected.

Let h :=
(
a bf
b a

)
, a, b ∈ C(y)∗, be any element of H4 = Tf which is different

from 1 and ιf . The two morphisms A1 → Bir(P2), t 7→
(
a tbf
tb a

)
and A1 → Bir(P2),
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t 7→
(
ta bf
b ta

)
both have their images contained in H4. The first one connects h and id,

and the second connects h and ιf =
(

0 f
1 0

)
. Hence H4 is connected. �

We can now prove the main result of this section.

Theorem 6.4. Up to conjugation, any Borel subgroup of PGL2(C(y)) is equal to
either Aff1(C(y)) or some Tf , where f is a nonsquare element of C(y). Moreover, any
closed connected solvable subgroup of PGL2(C(y)) is contained in a Borel subgroup.

Proof. By Theorem 5.9, it’s enough to show the two following assertions:
(1) Each closed connected solvable subgroup of PGL2(C(y)) is contained in a

C(y)-Borel subgroup of PGL2(C(y));
(2) The Borel subgroups of PGL2(C(y)) coincide with the C(y)-Borel subgroups of

PGL2(C(y)).
(1) Let H be a closed connected solvable subgroup of PGL2(C(y)) and let H be

its C(y)-closure in PGL2(C(y)). By Lemma 6.1, H is C(y)-connected, and hence
H is C(y)-connected as well. The group H being a C(y)-closed connected solvable
subgroup of PGL2(C(y)), it is contained in a C(y)-Borel subgroup of PGL2(C(y)) by
Theorem 5.9.

(2) We will successively prove that each Borel subgroup of PGL2(C(y)) is a C(y)-
Borel subgroup of PGL2(C(y)) and that each C(y)-Borel subgroup of PGL2(C(y)) is
a Borel subgroup of PGL2(C(y)).

Let B be a Borel subgroup of PGL2(C(y)). By (1), B is contained in a C(y)-
Borel subgroup B′ of PGL2(C(y)). But B′ is a closed connected solvable subgroup of
PGL2(C(y)) (see Lemma 6.3). Hence, by maximality of B, we get B = B′, showing
that B is actually a C(y)-Borel subgroup of PGL2(C(y)).

Let now B be a C(y)-Borel subgroup of PGL2(C(y)). First of all, B is a closed
connected solvable subgroup of PGL2(C(y)) (see Lemma 6.3). Secondly, let’s check
that B is maximal for this property. Let’s assume that we have B ⊆ H, where H
is a closed connected solvable subgroup of PGL2(C(y)). By (1), H is contained in a
C(y)-Borel subgroup B′ of PGL2(C(y)). Hence we have B ⊆ H ⊆ B′ where B,B′
are two C(y)-Borel subgroups of PGL2(C(y)). By maximality of B, we get B = B′

from which we get H = B. We have actually shown that B is a Borel subgroup of
PGL2(C(y)). �

We end this section by showing that any closed connected solvable subgroup of
Bir(P2) is contained in a Borel subgroup. Actually we need a slightly stronger result,
to be used later (see Proposition 6.6 below). The proof is based on the following
result.

Lemma 6.5. The maximal derived length of a closed connected solvable subgroup of
Bir(P2) is 4.

Proof. Let’s begin by proving that the derived length of a closed connected solvable
subgroup H of Bir(P2) is at most 4. By Theorem 4.2, we may assume that H is
contained in PGL2(C(y)) o Aff1. But then, we have D2H ⊆ PGL2(C(y)) and since
D2H is a closed connected solvable subgroup (Lemma 2.14(5)) its derived length is
at most 2 (Theorem 6.4). We have actually proven that the derived length of H is
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at most 4. We conclude the proof by noting that the derived length of B2 is 4 (see
Proposition 1.4). �

Proposition 6.6. Let G be a closed subgroup of Bir(P2). Then, any closed connected
solvable subgroup of G is contained in a Borel subgroup of G.

Proof. If H is a closed connected solvable subgroup of G, denote by F the set of
connected solvable subgroups of G containing H. The bound given in Lemma 6.5
implies that (F,⊆) is inductive. Indeed, if (Hi)i∈I is a chain in F, i.e. a totally ordered
family of F, then the group ∪iHi is connected solvable (for details, see [16, Proposition
3.10]). Therefore, by Zorn’s lemma, the poset F admits a maximal element B. Since
B is connected and solvable, this shows that B = B. Hence B is closed. Being
maximal among the closed connected solvable subgroups of G, it is a Borel subgroup
of G. �

7. The groups Tf
If f is any nonsquare element of C(y), it follows from Theorem 6.4 that the group

Tf =
{(

a bf
b a

)
, a, b ∈ C(y), (a, b) 6= (0, 0)

}
is a Borel subgroup of PGL2(C(y)).

Definition 7.1. The geometric degree of a rational function f ∈ C(y) is denoted
d(f). If f is written α/β where α, β ∈ C[y] are coprime, it is given by

d(f) = max{deg(α), deg(β)} ∈ Z≥0.

The geometric degree d(f) is the number of preimages (counted with multiplicities)
of any point of P1 for the morphism f : P1 → P1. It satisfies the following elementary
properties:

Lemma 7.2. For each f, g ∈ C(y) we have:
(1) d(f + g) ≤ d(f) + d(g).
(2) d(fg) ≤ d(f) + d(g).
(3) d(f ◦ g) = d(f) d(g) (when the composition f ◦ g exists).

Proof. Write f = α/β and g = γ/δ where α, β ∈ C[y] are coprime and γ, δ ∈ C[y] are
coprime.

(1) The equality f + g =
αδ + βγ

βδ
yields

d(f + g) ≤ max{deg(αδ + βγ), deg(βδ)}
≤ max{deg(αδ), deg(βγ), deg(βδ)}
≤ d(f) + d(g).

(2) This is straightforward.
(3) This is obvious from the geometric interpretation. �

Recall that a subgroup of Bir(P2) is called algebraic if it is closed and bounded for
the degree. Also an element f of Bir(P2) is called algebraic if it belongs to an algebraic
subgroup of Bir(P2). Equivalently this means that the sequence n 7→ deg fn, n ∈ Z≥0,
is bounded. For elements in PGL2(C(y)), we will use the following characterisation
of algebraic elements by Cerveau–Déserti [10, Theorem A].
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Lemma 7.3. Let A be an element of GL2(C(y)) and let Ā be its class in PGL2(C(y)).
Then, the element Ā of PGL2(C(y)) ⊆ Bir(P2) is algebraic if and only if its Baum-
Bott index

BB(Ā) := tr2(A)/ det(A)

belongs to C.

We now describe the algebraic elements of PGL2(C(y)) up to conjugation:

Lemma 7.4. Any algebraic element of PGL2(C(y)) is conjugate to one of the follow-
ing elements:

(1) ( a 0
0 1 ), where a ∈ C∗;

(2) ( 1 1
0 1 );

(3)
(

0 f
1 0

)
, where f is a nonsquare element of C(y).

Proof. Let A ∈ GL2(C(y)) be an element whose class Ā in PGL2(C(y)) is algebraic.
We then have BB(Ā) ∈ C. If BB(Ā) = 0, we get tr(A) = 0 and (Ā)2 = id. Since
A is not a homothety, there exists a vector u ∈ (C(y))2 such that u and v := Au
are linearly independent. If P = (u, v) ∈ GL2(C(y)) is the element whose first (resp.
second) column is u (resp. v), we have P−1AP =

(
0 f
1 0

)
for some nonzero element

f of C(y). If f is a square, then the class of this matrix is conjugate to ( −1 0
0 1 ) in

PGL2(C(y)) and we are in case (1). If f is not a square, we are in case (3). Assume
now that BB(Ā) ∈ C∗. As in the proof of Lemma 7.3, up to dividing the matrix
A ∈ GL2(C(y)) by tr(A), we may assume that tr(A) and det(A) ∈ C. Hence, the
eigenvalues of A are complex numbers, and A is conjugate to a Jordan matrix ( a 0

0 b ) or
( a 1

0 a ), where a, b ∈ C∗. In the first case, the class of this element is equal to the class
of
(
a/b 0
0 1

)
and we are in case (1). In the second case, the matrix ( a 1

0 a ) is conjugate to
the matrix ( a a

0 a ) whose class is equal to ( 1 1
0 1 ) in PGL2(C(y)). We are in case (2). �

Lemma 7.5. The group Tf ⊆ Bir(P2) contains exactly two algebraic elements which
correspond to the elements

(
a bf
b a

)
with ab = 0. If b = 0, we get the identity element

of Bir(P2) and if a = 0, we get the involution

ιf : P2 99K P2, (x, y) 99K (f(y)/x, y).

Proof. We apply the criterion for algebraicity given in Lemma 7.3. If A :=
(
a bf
b a

)
with ab 6= 0, then we have

BB(A) =
tr2(A)

det(A)
=

4a2

a2 − b2f
=

4

1− b2f
a2

and this element is nonconstant because otherwise we would have b2f/a2 ∈ C∗, prov-
ing that f is a square. A contradiction. �

The previous result directly implies the following one:

Lemma 7.6. The group Tf contains no nontrivial connected closed algebraic subgroup
of Bir(P2).

Lemma 7.6 gives us:

Lemma 7.7. We have rk(Tf ) = 0.
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Proposition 7.8. Let f be a nonsquare element of C(y). Then we have

NJonq(Tf ) = CentJonq(ιf ).

Proof. The inclusion NJonq(Tf ) ⊆ CentJonq(ιf ) directly follows from Lemma 5.6.
Let now ϕ be an element of CentJonq(ιf ). Note that ϕTfϕ−1 is a Borel subgroup

of PGL2(C(y)). For seeing it, we can write ϕ = uv with u ∈ PGL2(C(y)), v ∈ PGL2,
and observe that ϕTfϕ−1 = uvTfv−1u−1 = uTf◦v−1u−1. Since ϕTfϕ−1 and Tf are two
Borel subgroups of PGL2(C(y)) whose intersection is nontrivial (because it contains
ιf ), they are equal by Proposition 5.12. Hence we have shown that ϕ belongs to
NJonq(Tf ) and this proves the inclusion CentJonq(ιf ) ⊆ NJonq(Tf ). �

For later use, we prove the following basic result.

Lemma 7.9. Let α ∈ Jonq be a Jonquières transformation. The following assertions
are equivalent:

(1) α preserves a unique rational fibration;
(2) ∀ϕ ∈ Bir(P2), ϕαϕ−1 ∈ Jonq =⇒ ϕ ∈ Jonq.

Proof. Let’s note that the rational fibration π : P2 99K P1 is preserved by α if and
only if the rational fibration πϕ−1 is preserved by ϕαϕ−1.

Set Π: P2 99K P1, [x : y : z] 99K [y : z]. Note that Π corresponds to the fibration
y = const.

(1) =⇒ (2) Let ϕ ∈ Bir(P2) be such that ϕαϕ−1 ∈ Jonq. This means that there
exists β ∈ Aut(P1) such that Π(ϕαϕ−1) = βΠ. This is equivalent to (Πϕ)α = β(Πϕ).
Hence Πϕ is preserved by α. Therefore, there exists β′ ∈ Aut(P1) such that Πϕ = βΠ
and ϕ ∈ Jonq.

(2) =⇒ (1) Assume that π : P2 99K P1 is a rational fibration preserved by α. By
Definition 3.2(2) there exists ϕ ∈ Bir(P2) satisfying π = Πϕ and ϕαϕ−1 ∈ Jonq. The
assumption we’ve made yields ϕ ∈ Jonq, i.e. Πϕ = βΠ for some β ∈ Aut(P1). We
obtain π = βΠ which shows that π is equivalent to Π. �

Following the literature a non algebraic element of Jonq will be called a Jonquières
twist.

Lemma 7.10. Let ϕ be an element of Bir(P2). Then, the following assertions are
equivalent:

(1) We have ϕ ∈ Jonq.
(2) We have ϕTfϕ−1 ⊆ PGL2(C(y)).
(3) We have ϕTfϕ−1 ⊆ Jonq.
(4) ∃ t ∈ Tf r {id, ιf} such that ϕtϕ−1 ∈ Jonq.
(5) There exists a Jonquières twist t ∈ Jonq such that ϕtϕ−1 ∈ Jonq.

Proof. (1) =⇒ (2) =⇒ (3) =⇒ (4) is obvious.
(4) =⇒ (5) is a consequence of Lemma 7.5.
(5) =⇒ (1). By [13, Lemma 4.5] a Jonquières twist preserves a unique rational
fibration. Hence the result follows from Lemma 7.9. �

Lemma 7.10 directly yields the next result:
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Proposition 7.11. The group Jonq is equal to its own normaliser in Bir(P2).

Consider the embedding C(y)∗ ↪→ PGL2(C(y)), λ 7→ dλ = ( λ 0
0 1 ) = (λ(y)x, y).

Any element ϕ ∈ C(y)∗ o PGL2 ⊆ PGL2(C(y)) o PGL2 = Jonq can be (uniquely)
written ϕ = µ ◦ dλ, where µ = (x, µ(y)) ∈ PGL2 and λ ∈ C(y)∗. Equivalently, we
have ϕ = (λ(y)x, µ(y)). We then have:

ϕ ◦ Tf ◦ ϕ−1 = µ ◦ dλ ◦ Tf ◦ (dλ)
−1 ◦ µ−1 = µ ◦ Tλ2f ◦ µ−1 = T(λ2f)◦µ−1 . (4)

We summarise this computation in the following statement

Lemma 7.12. Considering the action of C(y)∗ o PGL2 on C(y) given by

∀ϕ = (λ, µ) ∈ C(y)∗ o PGL2, ∀ f ∈ C(y), ϕ.f := (λ2f) ◦ µ−1,

we have ϕTfϕ−1 = Tϕ.f for any nonsquare element f of C(y).

Definition 7.13. If f ∈ C(y) is a nonzero rational function, define its odd support
Sodd(f) as the support of the divisor div(f) where div(f) ∈ Div(P1) is the usual divisor
of f , and div(f) denotes its image by the canonical map Div(P1)→ Div(P1)⊗Z Z2.

Alternatively, if va(f) is the order of vanishing of f at the point a (counted positively
if f actually vanishes at a and negatively if f admits a pole at a), we have

Sodd(f) = {a ∈ P1, va(f) is odd}.

If f(y) = c
∏

i(y − ai)ni , where c ∈ C∗, the ai are distinct complex numbers, and
the ni are integers, we have

Sodd(f) = {ai, ni is odd} if
∑
i

ni is even, and

Sodd(f) = {ai, ni is odd} ∪ {∞} if
∑
i

ni is odd.

Note that Sodd(f) = ∅ if and only if f is a square. When f is not a square, let g denote
the genus of the curve x2 = f(y). The following formula is a well-known consequence
of the Riemann-Hurwitz formula:

2g + 2 = | Sodd(f)|.
We will constantly use the following straightforward lemma:

Lemma 7.14. Let f, g ∈ C(y)∗ and let v ∈ PGL2 be a homography. Then, the
following assertions are equivalent:

(1) We have
f(v(y))

g(y)
= λ2(y) for some λ ∈ C(y).

(2) We have v(Sodd(g)) = Sodd(f).

Proposition 7.15. Let f, g be nonsquare elements of C(y). Then, the following
assertions are equivalent:

(1) Tf and Tg are conjugate in Bir(P2);
(2) Tf and Tg are conjugate in Jonq;
(3) Tf and Tg are conjugate by an element of C(y)∗ o PGL2;
(4) f and g are in the same orbit for the action of C(y)∗ o PGL2 on C(y);
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(5) The involutions ιf and ιg are conjugate in Bir(P2);
(6) The fields C(y)[

√
f ] and C(y)[

√
g] are C-isomorphic;

(7) There exists µ ∈ Aut(P1) such that Sodd(g) = µ
(

Sodd(f)
)
;

(8) The hyperelliptic curves associated with x2 = f(y) and x2 = g(y) are isomor-
phic.

Proof. (1) =⇒ (2) If ϕTf ϕ−1 = Tg for some ϕ ∈ Bir(P2), it follows by Lemma 7.10
that ϕ ∈ Jonq, since Tg ⊂ PGL2(C(y)).

(2) =⇒ (3) If µϕTf ϕ−1µ−1 = Tg for some µ ∈ PGL2 and ϕ =
(
α β
γ δ

)
∈ PGL2(C(y)),

there exists an element
(
a bf
b a

)
∈ Tf such that(

α β
γ δ

) (
a bf
b a

) (
α β
γ δ

)−1
= µ−1

(
0 g
1 0

)
µ

Comparing traces, we obtain a = 0 so that
(
a bf
b a

)
=
(

0 f
1 0

)
. It follows that(

δ(µ−1.g) γf(µ−1.g)
β αf

)
=
(
α β
γ δ

)
.

Thus β = 0 if and only if γ = 0. If β = γ = 0 we have µ◦ϕ ∈ C(y)∗oPGL2 as desired,
so we may assume that β and γ are both nonzero. Then β/γ = γf(µ−1.g)/β so that
f(µ−1.g) is a square. This is equivalent to µ−1.g/f being a square, so µ−1.g = fh2 for
some h ∈ C(y). It follows that dhTf (dh)−1 = Tµ−1.g and hence µdhTf (dh)−1µ−1 = Tg.

(3) =⇒ (4) By assumption we have µ ( λ 0
0 1 )

(
a bf
b a

)
( 1 0

0 λ )µ−1 =
(

0 g
1 0

)
for some

µ ∈ PGL2, λ ∈ C(y)∗ and
(
a bf
b a

)
∈ Tf . Comparing traces, we obtain a = 0 and

it follows that (λ2f) ◦ µ−1 = g. Hence ϕ.f = g with ϕ = µ ◦ dλ ∈ C(y)∗ o PGL2.
(4) =⇒ (1) We have ϕTf ϕ−1 = Tϕ.f for ϕ ∈ C(y)∗ o PGL2 and f ∈ C(y).

It is straightforward to check that the set of squares in C(y) is invariant for the
C(y)∗ o PGL2-action on C(y), so if f is not a square, then neither is ϕ.f .

(1) =⇒ (5) This follows from Lemma 5.6.
(5) =⇒ (6) Since the set of fixed points of the involution ιf is the curve x2 = f(y),

the conclusion follows from Lemma 7.18 below (see also Definition 7.17).
(6) =⇒ (7) Denote by πf : Cf → P1 the 2 : 1 morphism corresponding to the

inclusion C(y) ⊆ C(y)[
√
f ]. Note that Sodd(f) is equal to the ramification locus of

πf . We will consider three cases depending on the genus g of Cf .
If g ≥ 2, then it is well-known that πf is the only 2 : 1 morphism to P1 up to

left composition by an automorphism of P1 (see [14, Theorem III.7.3, page 101]). If
we take ϕ : Cf → Cg to be any isomorphism, then there exists an automorphism
µ ∈ Aut(P1) making the following diagram commute:

Cf

πf
��

ϕ
// Cg

πg
��

P1 µ
// P1

The equality πgϕ = µπf shows that πg and µπf have the same ramification, i.e.
Sodd(g) = Sodd(fµ−1), i.e. Sodd(g) = µ

(
Sodd(f)

)
.
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If g = 1, it is well-known that if the two elliptic curves Cf and Cg are isomorphic,
then there exists an automorphism of P1 sending the 4 ramification points of πf onto
the 4 ramification points of πg (see [17, (IV, 4.4), page 318]).

If g = 0, then, the two ramification loci of πf and πg have 2 elements. It is clear
that there exists an automorphism of P1 sending the first ramification locus onto the
other.

(4) ⇐⇒ (7) is a direct consequence of Lemma 7.14
(6) ⇐⇒ (8) It is well known that two projective smooth curves are isomorphic if

and only if their function fields are isomorphic. �

The following lemma is an easy consequence of Proposition 7.15.

Lemma 7.16. Let f ∈ C(y) be a nonsquare rational function. Then there exists a
monic squarefree polynomial g ∈ C[y] of odd degree and divisible by y such that Tf is
conjugate to Tg in Jonq.

The following definition already made in [11] is [5, Definition 2.1]:

Definition 7.17 (Normalised fixed curve: NFC). Let ϕ ∈ Bir(P2) be a nontrivial
element of finite order. If no curve of positive genus is fixed (pointwise) by ϕ, we say
that NFC(ϕ) = ∅; otherwise ϕ fixes exactly one curve of positive genus ([1], [11]), and
NFC(ϕ) is then the isomorphism class of the normalisation of this curve.

The following result (proven by Bayle–Beauville in [1, Proposition 2.7]) is mentioned
just after Definition 2.1 in [5]. It shows in particular that an involution ϕ of Bir(P2)
is linearisable, i.e. conjugate to an automorphism of P2, if and only if NFC(ϕ) = ∅.

Lemma 7.18. Two involutions ϕ1, ϕ2 ∈ Bir(P2) are conjugate if and only if
NFC(ϕ1) = NFC(ϕ2).

For later use we will now compute the neutral connected component NJonq(Tf )◦
of the normaliser of Tf in Jonq (the final result is given in Proposition 7.22 below).
This is how the proof goes: we begin by introducing the group NC(y)∗oPGL2(Tf ) in
Definition 7.19; we then compute its neutral connected component NC(y)∗oPGL2(Tf )◦
in Lemma 7.20 showing in particular that it is either trivial or isomorphic to C∗; we
then prove the equality NJonq(Tf ) = TfoNC(y)∗oPGL2(Tf ) in Lemma 7.21, from which
it will straightforwardly follow that NJonq(Tf )◦ = Tf oNC(y)∗oPGL2(Tf )◦ in Proposi-
tion 7.22.

Note that point (3) of Lemma 7.20 is to be used only later on (in the proof of
Proposition 10.1).

Definition 7.19. Let f be a nonsquare element of C(y).
(1) Let NC(y)∗oPGL2(Tf ) be the subgroup of elements ϕ ∈ C(y)∗ o PGL2 ⊆ Jonq

which normalise Tf , i.e. such that ϕTfϕ−1 = Tf .
(2) Let Stab(Sodd(f)) := {v ∈ PGL2, v(Sodd(f)) = Sodd(f)} be the subgroup of

elements v ∈ Aut(P1) = PGL2 which globally preserve Sodd(f) ⊆ P1.
(3) Let Fix(Sodd(f)) ⊆ PGL2 be the subgroup of elements v ∈ Aut(P1) = PGL2

which preserve pointwise Sodd(f) ⊆ P1.
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Lemma 7.20. Let f be a nonsquare element of C(y) and let g denote the genus of
the curve x2 = f(y). Then, the following assertions hold:

(1) We have the short exact sequence

1→ {(±x, y)} → NC(y)∗oPGL2(Tf )
pr2−−→ Stab(Sodd(f))→ 1. (5)

(2) The group NC(y)∗oPGL2(Tf )◦ is either trivial or isomorphic to C∗:
(a) NC(y)∗oPGL2(Tf )◦ = {1} if g ≥ 1, i.e. | Sodd(f)| ≥ 4;
(b) NC(y)∗oPGL2(Tf )◦ ' C∗ if g = 0, i.e. | Sodd(f)| = 2. For f = y, we have
NC(y)∗oPGL2(Ty)◦ = T1,2.

(3) In case (b) above the second projection pr2 : Jonq → PGL2 induces the short
exact sequence

1→ {(±x, y)} → NC(y)∗oPGL2(Tf )◦
pr2−−→ Fix(Sodd(f))→ 1, (6)

where Fix(Sodd(f)) ' C∗.

Proof. (1) By Lemma 7.12 we have

NC(y)∗oPGL2(Tf ) = {(λx, v(y)), λ ∈ C(y)∗, v ∈ PGL2, f ◦ v(y) = λ2f(y)}.
Hence Lemma 7.14 shows that pr2 induces a surjectionNC(y)∗oPGL2(Tf )→ Stab(Sodd(f))
and it is therefore clear that the short exact sequence (5) holds.

(a) If g ≥ 1, i.e. | Sodd(f)| ≥ 4, then Stab(Sodd(f)) is finite, and the short ex-
act sequence (5) shows that NC(y)∗oPGL2(Tf ) is finite. This proves that we have
NC(y)∗oPGL2(Tf )◦ = {1}.

(b) If g = 0, i.e. | Sodd(f)| = 2, then y is in the orbit of f under the action of
C(y)∗oPGL2 on C(y) (see Lemma 7.12) so that we may assume f = y. We then get

NC(y)∗oPGL2(Ty) = {(λx, λ2y), λ ∈ C∗} ∪ {(λy−1x, λ2y−1), λ ∈ C∗},

NC(y)∗oPGL2(Ty)◦ = {(λx, λ2y), λ ∈ C∗} = T1,2,

Fix(Sodd(y)) = Fix({0,∞}) = {(y 7→ µy), µ ∈ C∗} = T0,1.

This shows (b).
(3) Still in case (b) the above computation shows that the short exact sequence (6)

holds, and the isomorphism Fix(Sodd(f)) ' C∗ is clear. �

We have Tf ∩ NC(y)∗oPGL2(Tf ) = {id} and the group NC(y)∗oPGL2(Tf ) normalises
Tf (by definition of NC(y)∗oPGL2(Tf )), hence we have a semidirect product structure
Tf oNC(y)∗oPGL2(Tf ). Note that this semidirect product structure is not induced by
the semidirect product Jonq = PGL2(C(y)) o PGL2 which is usually considered in
this paper.

Lemma 7.21. Let f ∈ C(y) be a nonsquare element. Then the normaliser of Tf in
Jonq is equal to

NJonq(Tf ) = Tf oNC(y)∗oPGL2(Tf ).

Proof. The inclusion Tf o NC(y)∗oPGL2(Tf ) ⊆ NPGL2(C(y))oPGL2(Tf ) being clear, it is
enough to prove NPGL2(C(y))oPGL2(Tf ) ⊆ Tf o NC(y)∗oPGL2(Tf ). Take g ∈ Jonq such
that gTfg−1 = Tf . Let’s begin by proving that pr2(g) belongs to Stab(Sodd(f))
where pr2 : Jonq → PGL2 denotes the second projection. Writing g = uv with u ∈
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PGL2(C(y)), v ∈ PGL2, we have pr2(g) = v and we want to prove that v(Sodd(f)) =
Sodd(f). Since gTfg−1 = u(vTfv−1)u−1 = u(Tf◦v−1)u−1 = Tf , the tori Tf◦v−1 and Tf
are conjugate in PGL2(C(y)). This proves that f ◦ v−1 = λ2f for some λ ∈ C(y) (by
Proposition 5.10) and now Lemma 7.14 shows that v(Sodd(f)) = Sodd(f).

Since pr2(g) ∈ Stab(Sodd(f)), the short exact sequence (5) of Lemma 7.20 shows
that there exists g′ ∈ NC(y)∗oPGL2(Tf ) such that pr2(g′) = pr2(g). By definition
of NC(y)∗oPGL2(Tf ), g′ normalises Tf . Hence g′′ := g(g′)−1 also normalises Tf and
moreover it belongs to PGL2(C(y)). This shows that g′′ belongs to NPGL2(C(y))(Tf ) =
Tf o 〈( 1 0

0 −1 )〉 ⊆ Tf o NC(y)∗oPGL2(Tf ) (see Lemma 5.13) and this concludes the
proof. �

The following result directly follows from Lemmas 7.20 and 7.21.

Proposition 7.22. Let f be a nonsquare element of C(y) and let g be the genus of
the curve x2 = f(y). Then we have

NJonq(Tf )◦ = Tf oNC(y)∗oPGL2(Tf )◦.
Moreover the group NC(y)∗oPGL2(Tf )◦ is trivial if g ≥ 1 and isomorphic to C∗ if g = 0.

Spelling out the details in the two cases, we have:
(1) NJonq(Tf )◦ = Tf if g ≥ 1;
(2) NJonq(Ty)◦ = Ty o T1,2.

Remark 7.23. Let f be a nonsquare element of C(y). Note that the equation x2 =
f(y) defines an affine curve in A2. The group Tf fixes this curve pointwise. In the
case f = y, the group Ty o T1,2 stabilises this curve (but not pointwise).

8. Subgroups of PGL2(C(y)) o Aff1 conjugate to T0,1

The following technical lemma describes rather explicitly a morphism from a facto-
rial irreducible affine variety W to Bir(P2) whose image is contained in PGL2(C(y)).
We will use it in the proof of Lemma 8.2.

Lemma 8.1. Consider the monoid

M2(C[y])det 6=0 := {M ∈ M2(C[y]), detM 6= 0}
and let

p : M2(C[y])det 6=0 → PGL2(C(y)), ( a b
c d ) 7→ ( a b

c d ) ,

be the natural surjective monoid morphism. Let ι : PGL2(C(y)) ↪→ Bir(P2) be the nat-
ural injection. If W is a factorial irreducible affine variety and ϕ : W → PGL2(C(y))
a map such that ι ◦ ϕ : W → Bir(P2) is a morphism in the sense of Definition 2.1,
then ϕ admits a lifting ϕ̂ : W → M2(C[y])det 6=0 (i.e. a map such that ϕ = p◦ ϕ̂) which
is a morphism of ind-varieties.1 This exactly means that ϕ̂ (or ϕ!) is of the form

w 7→
(
a(w,y) b(w,y)
c(w,y) d(w,y)

)
,

for some a, b, c, d ∈ C[W ][y] and that for any w ∈ W , the determinant det
(
a(w,y) b(w,y)
c(w,y) d(w,y)

)
is a nonzero element of C[y].

1For the definitions of ind-varieties and morphisms of ind-varieties, see e.g. [15, §1.1].
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Proof. By Definition 2.1, ι◦ϕ corresponds to a birational map ψ : W×A2 99K W×A2,
(w, x, y) 99K (w, f(w, x, y), y), i.e. a (W ×A1

y)-birational map of the (W ×A1
y)-variety

(W × A1
y) × A1

x. Such a birational map corresponds to a C(W )(y)-automorphism of
the field C(W )(y)(x) and hence the rational function f ∈ C(W )(y)(x) is necessarily of
the form f : (w, x, y) 99K ax+b

cx+d
, for some a, b, c, d ∈ C(W )(y) which satisfy ad−bc 6= 0.

Since C(W )(y) is the field of fractions of C[W ][y] we may assume that a, b, c, d belong
to C[W ][y] and since C[W ][y] is factorial, we may even assume that gcd(a, b, c, d) = 1
in C[W ][y]. This determines a, b, c, d uniquely up to a common factor in C[W ]∗

(the group of invertible elements of C[W ]). We could easily check that we have
gcd(ax+ b, cx+d) = 1 in C[W ][x, y]. If h belongs to C[W ][x, y], its zero set is defined
by

Z(h) = {(w, x, y) ∈ W × A2, h(w, x, y) = 0} ⊆ W × A2.

Set
S1(ψ) = Z(ad− bc) ∪ Z(cx+ d) ⊂ W × A2 and
S2(ψ) = Z(ad− bc) ∪ Z(−cx+ a) ⊂ W × A2.

By the previous remark S1(ψ) and S2(ψ) only depend on ψ and not on the choice of
the functions a, b, c, d ∈ C[W ][y]. It is clear that ψ induces an isomorphism U

∼→ V
where U := (W ×A2) \S1(ψ) and V := (W ×A2) \S2(ψ), the inverse map ψ−1 being
given by (w, x, y) 99K (w, g(w, x, y), y) where g := dx−b

−cx+a
.

We now show that Exc(ψ) = S1(ψ), where the exceptional set Exc(ψ) ⊂ W × A2,
by definition, is the complement of the open set consisting of all points at which ψ
induces a local isomorphism. In particular Exc(ψ) is closed in W × A2. We have

Z(cx+ d) ∩D(ax+ b) ⊂ Exc(ψ),

whereD(h) ⊂ W×A2, for a function h ∈ C[W ][x, y], denotes the principal open subset
(W×A2)\Z(h). Since gcd(ax+b, cx+d) = 1, the hypersurfaces Z(ax+b) and Z(cx+d)
have no common irreducible components and thus the intersection of D(ax+ b) with
any irreducible component of Z(cx+ d) is nonempty. Hence D(ax+ b)∩Z(cx+ d) is
dense in Z(cx+d) and since Exc(ψ) is closed, all of Z(cx+d) is contained in Exc(ψ).
In particular, Z(c) ∩ Z(d) ⊂ Z(cx + d) is contained in Exc(ψ). It only remains
to show that Z(ad − bc) \ (Z(c) ∩ Z(d)) is contained in Exc(ψ). Let (w0, x0, y0) ∈
Z(ad−bc)\ (Z(c)∩Z(d)), so that c(w0, y0)x+d(w0, y0) ∈ C[x] is nonzero at x0. Then
ψ is defined in (w0, x0, y0) but, since (w0, x0, y0) ∈ Z(ad− bc), it is constant along the
line A1 ' {w0} × A1

x × {y0}. In particular ψ does not induce a local isomorphism at
(w0, x0, y0). We have proven that Exc(ψ) = S1(ψ). Similarly Exc(ψ−1) = S2(ψ).

The map ι ◦ϕ being a morphism in the sense of Definition 2.1, the projection of U
to W is surjective. In other words, for each w0 ∈ W , there exists (x0, y0) ∈ A2 such
that (w0, x0, y0) /∈ Z(ad − bc) ∪ Z(cx + d). In particular we have

(
a(w0,y) b(w0,y)
c(w0,y) d(w0,y)

)
∈

PGL2(C(y)). Hence the correspondence w 7→
(
a(w,y) b(w,y)
c(w,y) d(w,y)

)
actually defines a mor-

phism of ind-varieties ϕ̂ : W → M2(C[y])det6=0 which satisfies ϕ = p ◦ ϕ̂. �

Lemma 8.2. Let G be an algebraic subgroup of PGL2(C(y))oAff1 isomorphic to the
multiplicative algebraic group (C∗,×). Then, the following assertions are equivalent:
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(1) The map pr2 : PGL2(C(y)) o Aff1 → Aff1 induces an isomorphism G →
pr2(G);

(2) The groups G and T0,1 are conjugate.

Proof. (2) =⇒ (1) is clear. Let’s prove (1) =⇒ (2). If pr2 induces an isomorphism
G → pr2(G), then, up to conjugation by an element of Aff1 ⊆ PGL2(C(y)) o Aff1

we have pr2(G) = {λy, λ ∈ C∗}. Hence, there is a morphism s : C∗ → PGL2(C(y)),
λ 7→ sλ, such that B = {(sλ(y), λy), λ ∈ C∗}. Actually, by Lemma 8.1, there exist
polynomials a, b, c, d ∈ C[λ±1][y] such that sλ(y) =

(
a(λ,y) b(λ,y)
c(λ,y) d(λ,y)

)
. Since we have

(sλµ(y)x, λµy) = (sλ(y)x, λy) ◦ (sµ(y)x, µy) this yields sλµ(y) = sλ(µy)sµ(y). For all
λ ∈ C∗ we have a(λ, y)d(λ, y) − b(λ, y)c(λ, y) 6= 0 in C[y]. We may therefore choose
y0 ∈ C \ {0} such that a(λ, y0)d(λ, y0) − b(λ, y0)c(λ, y0) 6= 0 in C[λ±1]. It follows
that sy(y0) ∈ PGL2(C(y)) and because y0 6= 0 we can replace y by yy−1

0 to obtain an
element t(y) := syy−1

0
(y0) which belongs to PGL2(C(y)) as well. Let ϕ := (t(y)x, y) ∈

PGL2(C(y)) ⊆ PGL2(C(y)) o Aff1. Then we have sλyy−1
0

(y0) = sλ(y)syy−1
0

(y0), i.e.
t(λy) = sλ(y)t(y), i.e. t(λy)t(y)−1 = sλ(y), i.e.

(sλ(y), λy) = ϕ ◦ (x, λy) ◦ ϕ−1,

showing that up to conjugation we have B = T0,1. �

9. Embeddings of (C,+) into Jonq

The aim of this section is to prove the proposition below which describes the dif-
ferent embeddings of the additive group (C,+) into Jonq up to conjugation.

Proposition 9.1. Any algebraic subgroup of Jonq isomorphic to the additive algebraic
group (C,+) is either conjugate to U1 := {(x+c, y), c ∈ C} or to U2 := {(x, y+c), c ∈
C}.

Our proof relies on the following characterisation of the embeddings of (C,+) into
Jonq which are conjugate to U2.

Lemma 9.2. Let G be an algebraic subgroup of Jonq isomorphic to the additive
algebraic group (C,+). Then, the following assertions are equivalent:

(1) The group pr2(G) is nontrivial (where pr2 : Jonq → PGL2 is the second pro-
jection).

(2) The groups G and U2 are conjugate by an element of PGL2(C(y)) ⊆ Jonq.

Proof. (2) =⇒ (1) is clear. Let’s prove (1) =⇒ (2). If pr2(G) is nontrivial, pr2 induces
an isomorphism from G onto its image U2 ' (C,+). Up to conjugation the inverse
isomorphism (C,+) → G is of the form θ : c 7→ (Ac, y + c) ∈ Jonq, where the map
c 7→ Ac is defined as a morphism C → Bir(P2) (see Definition 2.1) with values in
PGL2(C(y)). By Lemma 8.1, there exist polynomials a(t, y), b(t, y), c(t, y), d(t, y) ∈
C[t, y] such that

∀ t ∈ A1, At(y) =
(
a(t,y) b(t,y)
c(t,y) d(t,y)

)
∈ PGL2(C(y)).
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In particular, the determinant

∆(t, y) = det
(
a(t,y) b(t,y)
c(t,y) d(t,y)

)
∈ C[t, y]

is such that ∆(t0, y) is a nonzero element of C[y] for each t0 ∈ A1.
The equality θ(t+ u) = θ(t) ◦ θ(u) yields

At+u(y) = At(y + u)Au(y). (7)

Setting t = −u, we get:

I2 = A0(y) = A−u(y + u)Au(y), i.e.(
a(0,y) b(0,y)
c(0,y) d(0,y)

)
=
(
a(−u,y+u) b(−u,y+u)
c(−u,y+u) d(−u,y+u)

)(
a(u,y) b(u,y)
c(u,y) d(u,y)

)
.

Choosing y0 ∈ C such that ∆(0, y0) 6= 0 and replacing y with y0 in the latter equality,
proves that Au(y0) defines an element of PGL2(C(u)) (Example 9.3 below shows that
the polynomial ∆(0, y0) may actually vanish for some values of y0). Setting y = y0 in
(7), we get:

At+u(y0) = At(u+ y0)Au(y0),

i.e. At(u+ y0) = At+u(y0)Au(y0)−1. Replacing u with u− y0 gives

At(u) = Au+t−y0(y0)Au−y0(y0)−1.

Writing B(u) := Au−y0(y0) ∈ PGL2(C(u)), we get At(u) = B(u+ t)B(u)−1, i.e.
(replacing u with y) At(y) = B(y + t)B(y)−1, or equivalently

Ac(y) = B(y + c)B(y)−1. (8)

Setting ϕ := (B(y), y) ∈ PGL2(C(y)) ⊆ Jonq, the equation (8) shows that

θ(c) = ϕ ◦ (x, y + c) ◦ ϕ−1. �

Example 9.3. Set Ãt(y) :=
(

(y+t+1)(y−1) −t
0 (y+t−1)(y+1)

)
∈ M2(C[t, y]) and At(y) :=

[Ãt(y)] ∈ PGL2(C(y)). We have

(y + u+ 1)(y + u− 1)Ãt+u(y) = Ãt(y + u)Ãu(y),

showing that the equation (7) above is satisfied. Moreover, we have

∆(t, y) := det Ãt(y) = (y + t+ 1)(y + t− 1)(y + 1)(y − 1)

showing that ∆(0, y0) 6= 0 if and only if y0 6= ±1. Writing y0 = 0 and setting as in
the proof of Lemma 9.2

B(u) := Au−y0(y0) = Au(0) =
( −1−u −u

0 −1+u

)
=
(

1+u u
0 1−u

)
∈ PGL2(C(u)),

we get B(y) =
(

1+y y
0 1−y

)
and Ac(y) = B(y + c)B(y)−1.

Proof of Proposition 9.1. LetG be an algebraic subgroup of Jonq isomorphic to (C,+).
If pr2(G) is nontrivial, then the conclusion follows from Lemma 9.2. We may therefore
assume that G is contained in PGL2(C(y)). By Lemma 7.4, we may assume (up to
conjugation) that G contains the matrix ( 1 1

0 1 ) ∈ PGL2(C(y)) from which it follows
that G = U1. �
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10. Borel subgroups of PGL2(C(y)) and of PGL2(C(y)) o Aff1

In this section, we will prove that any Borel subgroup of PGL2(C(y)) is contained in
a unique Borel subgroup of PGL2(C(y))oAff1 and conversely that any Borel subgroup
of PGL2(C(y))oAff1 contains a unique Borel subgroup of PGL2(C(y)). Hence, there
will be a natural bijection from the set of Borel subgroups of PGL2(C(y)) to the set
of Borel subgroups of PGL2(C(y)) o Aff1 (see Theorem 10.9).

The main difficulty is to prove that any Borel subgroup of PGL2(C(y)) o Aff1

contains at least one Borel subgroup of PGL2(C(y)) and we will begin by showing
this result which is Theorem 10.7 below. The proof relies on a few preliminary results.

We will use the next technical result for the proof of both Theorem 10.7 and
Proposition 10.11.

Proposition 10.1. Let f be a nonsquare element of C(y). Then we have

NPGL2(C(y))oAff1(Tf )◦ = Tf oNC(y)∗oAff1(Tf )◦ (9)

where NC(y)∗oAff1(Tf ) is the subgroup of elements ϕ ∈ C(y)∗ o Aff1 ⊆ Jonq which
normalise Tf , i.e. such that ϕTfϕ−1 = Tf . Moreover, the group NC(y)∗oAff1(Tf )◦ is
either trivial or isomorphic to C∗. More precisely, if g denotes the genus of the curve
x2 = f(y), we have

(1) NC(y)∗oAff1(Tf )◦ = {id} if g ≥ 1 or ∞ /∈ Sodd(f);
(2) NC(y)∗oAff1(Tf )◦ = NC(y)∗oPGL2(Tf )◦ ' C∗ if g = 0 and ∞ ∈ Sodd(f).

Proof. We have

NPGL2(C(y))oAff1(Tf )◦ = (NJonq(Tf )◦ ∩ [PGL2(C(y)) o Aff1])◦

and NJonq(Tf )◦ = Tf oNC(y)∗oPGL2(Tf )◦ by Proposition 7.22. Hence we get

NPGL2(C(y))oAff1(Tf )◦ = Tf o (NC(y)∗oPGL2(Tf )◦ ∩ [C(y)∗ o Aff1])◦

and the equality NC(y)∗oAff1(Tf )◦ = (NC(y)∗oPGL2(Tf )◦ ∩ [C(y)∗ o Aff1])◦ establishes
(9).

Let’s now show (1). If g ≥ 1 we have NC(y)∗oPGL2(Tf )◦ = {1} by Lemma 7.20(a)
and this yields NC(y)∗oAff1(Tf )◦ = {id}. So, assume now that g = 0 and∞ /∈ Sodd(f).
Then, the following short exact sequence (which is equation (6) of Lemma 7.20)

1→ {(±x, y)} → NC(y)∗oPGL2(Tf )◦
pr2−−→ Fix(Sodd(f))→ 1

yields

1→ {(±x, y)} → NC(y)∗oPGL2(Tf )◦ ∩ [C(y)∗ o Aff1]
pr2−−→ Fix

(
Sodd(f) ∪ {∞}

)
→ 1. (10)

The hypothesis ∞ /∈ Sodd(f) shows that Sodd(f) ∪ {∞} admits 3 elements and this
proves that Fix

(
Sodd(f) ∪ {∞}

)
is trivial. Hence (10) shows that

NC(y)∗oPGL2(Tf )◦ ∩ [C(y)∗ o Aff1] = {(±x, y)}
and finally NC(y)∗oAff1(Tf )◦ = {id}.

Let’s now show (2). So assume that we have g = 0 and ∞ ∈ Sodd(f). We have
therefore Fix(Sodd(f)) ⊆ Fix(∞) = Aff1 and the first exact sequence above (which was
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equation (6) of Lemma 7.20) shows that NC(y)∗oPGL2(Tf )◦ ⊆ C(y)∗ o Aff1. Hence we
have NC(y)∗oAff1(Tf )◦ = NC(y)∗oPGL2(Tf )◦ and the isomorphism NC(y)∗oPGL2(Tf )◦ '
C∗ was already shown in Lemma 7.20(b). �

The following few results, culminating in Proposition 10.5, are also in preparation
for Theorem 10.7.

Lemma 10.2. Let G be a closed connected subgroup of Bir(P2), let H be a linear
algebraic group isomorphic to (C,+) or (C∗,×), and let ϕ : G → H be a morphism
of groups such that for each variety A and each morphism λ : A → Bir(P2) (see
Definition 2.1) with values in G, the composition ϕ ◦ λ : A → H is a morphism of
varieties. Then, we have ϕ(G) = {1} or H.

Proof. Assume that ϕ(G) 6= {1}. Then, there exist two elements g1, g2 of G such that
ϕ(g1) 6= ϕ(g2). By Lemma 2.10, there exists a connected (not necessarily irreducible)
curve C and a morphism λ : C → Bir(P2) whose image satisfies

g1, g2 ∈ Im(λ) ⊆ G.

The image U of the morphism of algebraic varieties ϕ ◦ λ : C → H is connected,
constructible, and contains at least two points. Hence, it is a dense open subset of
H. Moreover, U is contained in the image of ϕ. Recall that if V1, V2 are two dense
open subsets of a linear algebraic group K, then we have K = V1.V2 (see e.g. [18,
Lemma (7.4), page 54]). Here, we find that the image of ϕ contains U.U = H and
hence is equal to H. �

Remark 10.3. If ϕ : G → H is a morphism of linear algebraic groups, it is well-
known that ϕ(G) is a closed subgroup of H. However, if G is a closed subgroup of
Bir(P2), H a linear algebraic group, and ϕ : G → H a morphism of groups such
that for each variety A and each morphism λ : A → Bir(P2) with values in G, the
composition ϕ ◦ λ : A→ H is a morphism of varieties, then it is in general false that
ϕ(G) is a closed subgroup of H. Take for G the subgroup of monomial transformations

G := {(xayb, xcyd), ( a b
c d ) ∈ GL2(Z)} ⊆ Bir(P2)

and consider the natural morphism ϕ : G → GL2(C), (xayb, xcyd) 7→ ( a b
c d ). Then G

is a closed subgroup of Bir(P2) whose image by ϕ is equal to GL2(Z), which is not
closed in GL2(C).

Lemma 10.4. Let B be a closed connected subgroup of PGL2(C(y)) o Aff1. Then,
pr2(B) is a closed connected subgroup of Aff1 ⊂ PGL2(C(y)) o Aff1. In particular,
up to conjugation, pr2(B) is equal to one of the following four subgroups of Aff1:

{id}, T0,1 = {(x, ay), a ∈ C∗}, U2 = {(x, y + c), c ∈ C}, or Aff1.

Proof. Set H := pr2(B) and consider the closed subgroup H of Aff1. Up to conju-
gation, H is equal to {id}, T0,1, U2, or Aff1. In the first three cases, the conclusion
follows from Lemma 10.2. Hence, we may assume that H = Aff1. This shows that H
is non-abelian, i.e. D1(H) ⊆ U2 is nontrivial. Setting D(B) := D(B) ⊆ B, this im-
plies that pr2(D(B)) ⊆ U2 is nontrivial, and so, Lemma 10.2 yields pr2(D(B)) = U2.
In particular, we have U2 ⊆ pr2(B). Set η : Aff1 → Aff1/U2 = C∗, ay + b 7→ a. The
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group η ◦ pr2(B) ⊆ C∗ being nontrivial, Lemma 10.2 shows that η ◦ pr2(B) = C∗.
Since H contains U2 and since η(H) = C∗, we have H = Aff1. �

Proposition 10.5. There is no Borel subgroup B of PGL2(C(y)) o Aff1 such that
pr2|B : B → Aff1 is injective.

Proof. Suppose for contradiction that B is a Borel subgroup such that
pr2|B : B → Aff1 is injective. By Lemma 10.4 and up to conjugation, we may assume
that pr2(B) is equal to {id},T0,1, U2 or Aff1. The case {id} is of course excluded. Let’s
begin by showing that B is bounded. For each d ≥ 1, set Bd := {f ∈ B, deg f ≤ d}.
By Lemma 2.18(3), pr2(Bd) is a constructible subset of PGL2. Now, since the variety
pr2(B) is the increasing union of the constructible subsets pr2(Bd), d ≥ 1, there exists
an integer d such that pr2(B) = pr2(Bd), i.e. B = Bd (see e.g. [15, Lemma 1.3.1, page
15]). Hence, we have shown that B is bounded, and it follows that B is an algebraic
subgroup of Bir(P2) (see Remark 2.17).

If pr2(B) = U2, then by Lemma 9.2 and up to conjugation we may assume that
B = U2. But then B would be strictly contained in the closed connected solvable
subgroup B2 of PGL2(C(y))oAff1. A contradiction. If pr2(B) = Aff1, then since Aff1

normalises U2, B normalises the preimage of U2 by the isomorphismB → Aff1 induced
by pr2. Up to conjugation and by Lemma 9.2 again we may (and will) assume that
this latter group is U2. Hence B is contained in NPGL2(C(y))oAff1(U2) = PGL2 × Aff1.
Since B is a Borel subgroup of PGL2 ×Aff1, this implies that, up to conjugation, we
have B = Aff1 × Aff1 = {(ax + b, cy + d), a, b, c, d ∈ C, ac 6= 0}. This is again a
contradiction since this group is strictly contained in B2. Finally, if pr2(B) = T0,1,
we have B = T0,1 up to conjugation, by Lemma 8.2. This is again a contradiction,
because this group is clearly not a Borel subgroup of PGL2(C(y))oAff1 (being strictly
contained in B2). �

Lemma 10.6. Set h := (x+ 1, y) ∈ Bir(P2).
For any g ∈ Jonq, the following assertions are equivalent:
(1) We have ghg−1 ∈ Aff1(C(y)).
(2) We have ghg−1 ∈ B2.
(3) We have g ∈ Aff1(C(y)) o PGL2.

Proof. (1) =⇒ (2) This is obvious.
(2) =⇒ (3) Write g ∈ Jonq = PGL2(C(y)) o PGL2 as g = uv where u =

(
α β
γ δ

)
∈ PGL2(C(y)) and v ∈ PGL2. We have

ghg−1 = uhu−1 =
(
α β
γ δ

)
( 1 1

0 1 )
(

δ −β
−γ α

)
=
( ∗ ∗
−γ2 ∗

)
.

Hence, the condition (2) gives γ = 0, i.e. u ∈ Aff1(C(y)), and finally g ∈ Aff1(C(y))o
PGL2.

(3) =⇒ (1) Write g = uv, where u ∈ Aff1(C(y)), v ∈ PGL2, and note that ghg−1 =
uhu−1 ∈ Aff1(C(y)). �

Theorem 10.7. Any Borel subgroup of PGL2(C(y))oAff1 contains at least one Borel
subgroup of PGL2(C(y)).

Proof. Let B be a Borel subgroup of PGL2(C(y)) o Aff1.
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Step 1. Let’s show that K := B ∩ PGL2(C(y)) is C(y)-closed in PGL2(C(y)).
Let K be the C(y)-closure of K in PGL2(C(y)). Note that K is normalised by B
(since K is normalised by B). Hence B′ := B.K is a subgroup of PGL2(C(y))oAff1.
Moreover, since B and K are solvable, B′ is also solvable (this follows from the fact
that K and B′/K are solvable; the solvability of B′/K follows from the isomorphism
B′/K ' B/(B ∩K)).

Let’s now check that B′ is connected with respect to the Bir(P2)-topology. Let
(K)◦ be the neutral connected component of K with respect to the C(y)-topology
on PGL2(C(y)). By Lemma 6.3, it is Bir(P2)-connected. Since there exist elements
k1, . . . , kr of K such that K =

⋃
i ki(K)◦, it follows that B′ = B(K)◦, and this is

sufficient for showing that B′ is Bir(P2)-connected.
The Borel subgroup B being contained in B′ which is solvable and connected, we

necessarily have B = B′. This shows thatK is contained in B. Hence we haveK = K
and we have actually proven that K is C(y)-closed.

Set H := K◦ where the neutral connected component is taken with respect to the
C(y)-topology on PGL2(C(y)).

Step 2. Let’s prove that H 6= {id}.
Assume by contradiction thatH = {id}. ThenK is a finite subgroup of PGL2(C(y))

and we have a short exact sequence

1→ K → B → pr2(B)→ 1.

Note that K is nontrivial thanks to Proposition 10.5. Since the connected group
B normalises the finite group K, it necessarily centralises it. Choosing a nontrivial
element k of K we have B ⊆ CentPGL2(C(y))oAff1(k)◦. By [2, Theorem 4.2.] and up to
conjugation, one of the two following assertions holds:

(1) k = ( a 0
0 1 ) where a ∈ C \ {0, 1};

(2) k =
(

0 f
1 0

)
where f is a nonsquare element of C(y).

In case (1), an easy computation would show that CentPGL2(C(y))oAff1(k)◦ = C(y)∗ o
Aff1. In case (2), Proposition 7.8 yields CentPGL2(C(y))oAff1(k)◦ = NPGL2(C(y))oAff1(Tf )◦
and Proposition 10.1 yields NPGL2(C(y))oAff1(Tf )◦ = Tf oNC(y)∗oAff1(Tf )◦. Hence, we
have

CentPGL2(C(y))oAff1(k)◦ = Tf oNC(y)∗oAff1(Tf )◦.

Recall that NC(y)∗oAff1(Tf )◦ is commutative (being either trivial or isomorphic to
C∗). Hence CentPGL2(C(y))oAff1(k)◦ is solvable in both cases. Since it contains B
and is connected (by definition) it is equal to B. However, CentPGL2(C(y))oAff1(k)◦ ∩
PGL2(C(y)) is infinite in both cases. A contradiction.

Step 3. Since H is a nontrivial closed connected solvable subgroup of PGL2(C(y)),
we conclude by Lemma 5.8 that up to conjugation it is either Tf for some nonsquare
element f ∈ C(y), or one of the following three groups: Aff1(C(y)), {( a 0

0 1 ) , a ∈
C(y)∗}, {( 1 a

0 1 ) , a ∈ C(y)}. Since B normalises K, it also normalises H = K◦, i.e. B
is contained in NPGL2(C(y))oAff1(H). Since B is connected we even have

B ⊆ NPGL2(C(y))oAff1(H)◦.
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If H = {( 1 a
0 1 ) , a ∈ C(y)}, we get B ⊆ B2 by Lemma 10.6 – a contradiction, because

this would yield B = B2 and then H = Aff1(C(y)). If H = {( a 0
0 1 ) , a ∈ C(y)∗}, we

start by noting that {1}oAff1 normalises H, and it is well known that only diagonal
or anti-diagonal matrices in PGL2(C(y)) normalise {( a 0

0 1 ) , a ∈ C(y)∗}. We conclude
that B is contained in {( a 0

0 1 ) , a ∈ C(y)∗} o Aff1 – a contradiction because this
would yield B = C(y)∗ o Aff1, and B is strictly contained in the closed connected
solvable group B2. Hence, we have either H = Tf or Aff1(C(y)) and this achieves the
proof. �

In a linear algebraic group a closed connected solvable subgroup equal to its own
normaliser is not necessarily a Borel subgroup, as shown in the following example:
The diagonal group T in the group B of upper triangular matrices of size 2 is equal
to its own normaliser, but it is not a Borel subgroup of B. In contrast, the following
result holds:

Lemma 10.8. If B′ is a solvable subgroup of Jonq containing a Borel subgroup B of
PGL2(C(y)), then B′ normalises B.

Proof. Consider the subgroup G of Jonq generated by the subgroups ϕBϕ−1, ϕ ∈ B′.
As each ϕBϕ−1 is contained in both PGL2(C(y)) and B′, the same holds for G.
Hence, G is a solvable subgroup of PGL2(C(y)) containing B. Since G is obviously
connected (being generated by connected subgroups), we have G = B. �

The following interesting result provides a description of all Borel subgroups of
PGL2(C(y)) o Aff1. This is the reason for including it even if it will not be used in
the proof of Theorem 1.3.

Theorem 10.9. Each Borel subgroup of PGL2(C(y)) is contained in a unique Borel
subgroup of PGL2(C(y))oAff1 and conversely each Borel subgroup of PGL2(C(y))o
Aff1 contains a unique Borel subgroup of PGL2(C(y)). The corresponding bijec-
tion from the set of Borel subgroups of PGL2(C(y)) to the set of Borel subgroups
of PGL2(C(y)) o Aff1 is the map

B 7→ NPGL2(C(y))oAff1(B)◦

and its inverse is the map

B′ 7→ [PGL2(C(y)) ∩B′]◦.

Proof. Let B be a Borel subgroup of PGL2(C(y)). If B′ is a Borel subgroup of
PGL2(C(y)) o Aff1 containing B, then we have B′ ⊆ NPGL2(C(y))oAff1(B) by
Lemma 10.8 and even B′ ⊆ NPGL2(C(y))oAff1(B)◦ because B′ is connected. For showing
that NPGL2(C(y))oAff1(B)◦ is the unique Borel subgroup of PGL2(C(y))oAff1 contain-
ing B, it remains to show that this group is solvable. Actually, we will even check
that NPGL2(C(y))oAff1(B) is solvable. Since D2(NPGL2(C(y))oAff1(B)) is contained in
NPGL2(C(y))(B) it is enough to check that this latter group is solvable. But up to con-
jugation in PGL2(C(y)) we have either B = Tf for some nonsquare element f ∈ C(y)
or B = Aff1(C(y)) (Theorem 6.4). If B = Tf , we have [NPGL2(C(y))(B) : B] = 2
by Lemma 5.13 and if B = Aff1(C(y)) we have NPGL2(C(y))(B) = B. In both cases
NPGL2(C(y))(B) is actually solvable.
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Moreover, any Borel subgroup of PGL2(C(y)) o Aff1 contains a Borel subgroup of
PGL2(C(y)) (see Theorem 10.7). Hence the map

B 7→ NPGL2(C(y))oAff1(B)◦

from the set of Borel subgroups of PGL2(C(y)) to the set of Borel subgroups of
PGL2(C(y)) o Aff1 is surjective.

Let B′ be a Borel subgroup of PGL2(C(y))oAff1. By what has just been said, there
exists at least one Borel subgroup B of PGL2(C(y)) such that B ⊆ B′. Since B is
contained in the closed connected solvable subgroup [PGL2(C(y))∩B′]◦ of PGL2(C(y))
this shows that we necessarily have B = [PGL2(C(y)) ∩ B′]◦ and this concludes the
proof. �

Lemma 10.10. We have NJonq(Aff1(C(y))) = Aff1(C(y)) o PGL2.

Proof. This follows from the equality NPGL2(C(y))(Aff1(C(y))) = Aff1(C(y)) (see
Lemma 5.15). �

If B is a Borel subgroup of PGL2(C(y)), we now describe more precisely the unique
Borel subgroup B′ of PGL2(C(y)) o Aff1 which contains it. Recall that up to con-
jugation we have either B = Aff1(C(y)) or B = Tf for some nonsquare element
f ∈ C(y)(Theorem 6.4). If B = Aff1(C(y)) it follows from Lemma 10.10 that the
unique Borel subgroup of PGL2(C(y)) o Aff1 containing Aff1(C(y)) is

NPGL2(C(y))oAff1

(
Aff1(C(y))

)◦
= B2 .

If B = Tf the situation is described in Proposition 10.11 below which is a direct
consequence of Proposition 10.1.

Proposition 10.11. Let f be a nonsquare element of C(y). Then the unique Borel
subgroup of PGL2(C(y)) o Aff1 containing Tf is

NPGL2(C(y))oAff1(Tf )◦ = Tf oNC(y)∗oAff1(Tf )◦.

11. Some Borel subgroups of Bir(P2)

In this section we show that the groups listed in Theorem 1.3 are Borel subgroups
of Bir(P2) (see Theorem 11.2). In the proof we will use the following result.

Proposition 11.1. Let B ⊆ Jonq be a subgroup. Then, the following assertions are
equivalent.

(1) B is a Borel subgroup of Bir(P2);
(2) B is a Borel subgroup of Jonq.

Proof. The implication (1) =⇒ (2) being obvious, let’s prove (2) =⇒ (1). Assume
that B is a Borel subgroup of Jonq. Up to conjugation by an element of Jonq we may
assume that B is a Borel subgroup of PGL2(C(y))oAff1 (see Theorem 4.1). Let now
B′ be a closed connected solvable subgroup of Bir(P2) containing B. We want to show
that B = B′. By Theorem 3.1, there exists g ∈ Bir(P2) such that gB′g−1 ⊆ Jonq
and by Theorem 10.7, B contains a Borel subgroup B′′ of PGL2(C(y)). Since B′′
is conjugate in PGL2(C(y)) to either Aff1(C(y)) or Tf for some nonsquare element
f of C(y) (see Theorem 6.4), it contains a Jonquières twist. Hence the inclusion
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gB′′g−1 ⊆ Jonq and Lemma 7.9 show, in combination with [13, Lemma 4.5], that
g ∈ Jonq. This proves that B′ is actually contained in Jonq and finally the inclusion
B ⊆ B′ implies that B = B′. �

As announced, we now describe some Borel subgroups of Bir(P2). Later on, in
Theorem 12.1, we will show that each Borel subgroup of Bir(P2) is actually conjugate
to one of them.

Theorem 11.2. The following subgroups are Borel subgroups of Bir(P2):
(1) B2;
(2) Ty o T1,2;
(3) Tf where f is a nonsquare element of C(y) such that the genus g of the curve

x2 = f(y) satisfies g ≥ 1.

Proof. By Proposition 11.1, it is enough to prove that all these groups are Borel
subgroups of Jonq. By Proposition 6.6 any Borel subgroup B of PGL2(C(y)) is
contained in a Borel subgroup B′ of Jonq and by Lemma 10.8 we have B′ ⊆ NJonq(B)◦.
(1) If B = Aff1(C(y)), this yields B ⊆ B′ ⊆ B o PGL2 (Lemma 10.10). By Theo-
rem 4.1 and up to conjugation by an element of {1}oPGL2 ⊆ PGL2(C(y))oPGL2 =
Jonq, we may moreover assume that we have B′ ⊆ PGL2(C(y)) o Aff1. Using the
equality

(B o PGL2) ∩ (PGL2(C(y)) o Aff1) = B o Aff1

we obtain
B ⊆ B′ ⊆ B o Aff1.

Since B o Aff1 is solvable, we get B′ = B o Aff1 = Aff1(C(y)) o Aff1 = B2 and we
have actually proven that B2 is a Borel subgroup of Jonq. Note that this proof is
different from the one given by Popov in [21].
(2) If B = Ty, we have B′ ⊆ Ty o T1,2 by Proposition 7.22(2). Since Ty o T1,2 is
solvable, this gives B′ = Ty o T1,2.
(3) If B := Tf with g ≥ 1, we have B′ ⊆ Tf by Proposition 7.22(1) and this gives
B′ = Tf . �

Lemma 11.3. Let G,H,K be closed subgroups of Bir(P2) such that G = KoH, then
we have max(rkH, rkK) ≤ rkG ≤ rkH + rkK.

Proof. Since H,K are contained in G, the first inequality is obvious. Let now T be
a torus in G. The short exact sequence 1 → K → G

π−→ H → 1 induces the short
exact sequence 1 → T ′ → T → T ′′ → 1 where T ′ := T ∩K and T ′′ := π(T ). Since
(T ′)◦ and T ′′ are connected algebraic groups consisting of semisimple elements, they
are tori (see [18, Exercise 21.2, page 137]). Hence, we get dimT = dimT ′+ dimT ′′ =
dim(T ′)◦ + dimT ′′ ≤ rkK + rkH and the conclusion follows. �

Remark 11.4. The three kinds of examples given in Theorem 11.2 are non-isomorphic,
hence non-conjugate, since the derived lengths of B2, TyoT1,2,Tf are respectively 4,2,1
(see Proposition 1.4 for the derived length of B2).

Let’s also note that the ranks of these groups are respectively 2,1,0: We know from
Lemma 7.7 that rk(Tf ) = 0; Lemma 11.3 shows that rk(Ty o T1,2) = 1; the equality
rk(B2) = 2 is obvious.
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12. All Borel subgroups of Bir(P2)

In Theorem 11.2 we have given some examples of Borel subgroups of Bir(P2). We
now prove that up to conjugation there are no others.

Theorem 12.1. Any Borel subgroup of Bir(P2) is necessarily conjugate to one of the
following subgroups:

(1) B2;
(2) Ty o T1,2;
(3) Tf where f is a nonsquare element of C(y) such that the genus g of the curve

x2 = f(y) satisfies g ≥ 1.

Proof. LetB′ be a Borel subgroup of Bir(P2). Up to conjugation, it is a Borel subgroup
of PGL2(C(y)) o Aff1 (cf. Theorem 4.2). By Theorem 10.7 B′ contains a Borel
subgroup B of PGL2(C(y)) and by Lemma 10.8 we have B′ ⊆ NPGL2(C(y))oAff1(B)◦.
Moreover, up to conjugation, one of the following cases occurs:

(1) B = Aff1(C(y));
(2) B = Ty;
(3) B = Tf for some nonsquare element f of C(y) such that the genus g of the

curve x2 = f(y) satisfies g ≥ 1.
Then Lemma 10.10, Proposition 7.22(2), and Proposition 7.22(1) prove that B′ is
contained respectively in B2, Ty oT1,2, and Tf . Since these groups are solvable, this
shows that B′ is equal respectively to B2, Ty o T1,2, and Tf . �

Let’s now give the proof of our main theorem.

Proof of Theorem 1.3. This follows from Theorems 11.2 & 12.1, Remark 11.4, and
Proposition 7.15. �

Recall that a Borel subgroup of a linear algebraic group is equal to its own nor-
maliser [18, Theorem 23.1, page 143]. We end this section by showing an analogous
result in Bir(P2) (see Proposition 12.3 below). We begin with the following lemma.

Lemma 12.2. The group B2 is equal to its own normaliser in Bir(P2).

Proof. By Lemma 7.9, we have NBir(P2)(B2) = NJonq(B2) (since B2 contains at least
one Jonquières twist). By Lemma 10.6, we have NJonq(B2) ⊆ Aff1(C(y)) o PGL2.
We conclude by using the second projection pr2 : Jonq → PGL2 and the equality
NPGL2(Aff1) = Aff1 (besides being obvious this latter equality is also Lemma 5.15 or
follows from the Borel normaliser theorem applied with the Borel subgroup Aff1 of
PGL2). �

Proposition 12.3. Let B be a Borel subgroup of Bir(P2). Then we have

B = NBir(P2)(B)◦.

Proof. Up to conjugation, one of the following cases occurs:
(1) B = B2;
(2) B = Ty o T1,2;
(3) B = Tf where f is a nonsquare element of C(y) such that the genus g of the

curve x2 = f(y) satisfies g ≥ 1.
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Note that NBir(P2)(B) = NJonq(B) in each of these cases by Lemma 7.9.
In case (1), the conclusion follows from Lemma 12.2.
In case (2), we have NJonq(B) ⊆ NJonq(D(B)) because D(B) = D(B) and D(B)

is a characteristic subgroup of B. Since D(Ty o T1,2) = Ty we obtain NJonq(B)◦ ⊆
NJonq(Ty)◦ = Ty o T1,2 (see Proposition 7.22(2)) and the conclusion follows.

The case (3) follows from Proposition 7.22(1). �

Remark 12.4. Note that the usual Borel normaliser theorem B = NG(B) does not
hold when G = Bir(P2) and B = Tf for some nonsquare element f of C(y) such that
the genus g of the curve x2 = f(y) satisfies g ≥ 1. Actually, in this case NBir(P2)(Tf )
is strictly larger than Tf because it contains Tf o 〈( 1 0

0 −1 )〉 (see Lemma 5.13).

Appendix A. Computation of the derived length of Bn
In this appendix we give the proof of Proposition 1.4, stated in the introduction.

Proof of Proposition 1.4. Set Uk := D2n−2k(Bn) for 0 ≤ k ≤ n and Vk := D(Uk) for
1 ≤ k ≤ n.

We could easily check by induction that Uk is contained in the group of elements
f = (f1, . . . , fn) in Bn satisfying fi = xi for i > k and that Vk is contained in the
group of elements f = (f1, . . . , fn) in Bn satisfying fi = xi for i > k and fk = xk + bk
with bk ∈ C(xk+1, . . . , xn). This implies U0 = {id}. Hence the derived length of Bn is
at most 2n.

Conversely, we will now prove that this derived length is at least 2n, i.e. that
V1 6= {id}. For this, we introduce the following notation. For each k ∈ {1, . . . , n}, each
nonzero element a ∈ C(xk+1, . . . , xn), and each element b ∈ C(xk+1, . . . , xn), we define
the dilatation d(k, a) ∈ Bir(Pn) and the elementary transformation e(k, b) ∈ Bir(Pn)
by

d(k, a) = (g1, . . . , gn) and e(k, b) = (h1, . . . , hn),

where gk = axk, hk = xk + b and gi = hi = xi for i 6= k.
If i ∈ {1, . . . , n−1} and if G is a subgroup of Bir(Pn), the properties (Di) and (Ei)

for G are defined in the following way:
(Di) ∃ a ∈ C(xi+1) \ C such that d(i, a) ∈ G;
(Ei) ∀ b ∈ C(xi+1) we have e(i, b) ∈ G.

For i = n, the properties (Dn) and (En) are defined in the following slightly different
way:

(Dn) ∃ a ∈ C \ {0, 1} such that d(n, a) ∈ G;
(En) ∀ b ∈ C we have e(n, b) ∈ G.
We will prove by decreasing induction on k that for each k ∈ {1, . . . , n} the two

following assertions hold:
(ak) The group Uk satisfies (Ei) and (Di) for i ∈ {1, . . . , k}.
(bk) The group Vk satisfies (Ei) for i ∈ {1, . . . , k} and (Di) for i ∈ {1, . . . , k − 1}.
We will use two obvious identities. The first one is

[d(i, a), e(i, b)] = e(i, b(a− 1)) (11)
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where we have either i ∈ {1, . . . , n − 1}, a ∈ C(xi+1) \ {0}, b ∈ C(xi+1), or i = n,
a ∈ C∗, b ∈ C.

The second one is

[d(i, a), e(i+ 1, c)] = d

(
i,

a(xi+1)

a(xi+1 − c)

)
(12)

where i ∈ {1, . . . , n− 1}, a ∈ C(xi+1) \ {0}, c ∈ C.
The identity (11) implies that if a subgroup G of Bir(Pn) satisfies (Di) and (Ei),

then its derived subgroup D1(G) also satisfies (Ei).
Before making use of the identity (12), let’s check that if a ∈ C(x) is nonconstant

and c ∈ C is nonzero, then a(x)/a(x− c) is nonconstant. Otherwise, we would have
a(x) = λa(x − c) for some λ ∈ C∗. This implies that the union U(a) of the zeros
and poles of a is invariant by translation by c. Since U(a) is finite, it must be empty,
proving that a is constant. A contradiction.

It follows from (12) and the last observation that if a subgroup G of Bir(Pn) satisfies
(Di) and (Ei+1), then D1(G) also satisfies (Di).

We are now ready for the induction. We begin by noting that the hypothesis (an)
is obviously satisfied. It is then enough to observe that we have (ak) =⇒ (bk) for each
k ∈ {1, . . . , n} and (bk) =⇒ (ak−1) for each k ∈ {2, . . . , n}. �

Appendix B. More on Borel subgroups of PGL2(C(y)) o Aff1

We have seen in Theorem 10.9 that there is a natural bijection between the Borel
subgroups of PGL2(C(y)) and the Borel subgroups of PGL2(C(y)) o Aff1. Hence
the interplay between PGL2(C(y)) and PGL2(C(y))oAff1 is very straightforward in
this respect. Analogously the interplay between the set of conjugacy classes of Borel
subgroups of Jonq and the set of conjugacy classes of Borel subgroups of Bir(P2) is very
clear: Any Borel subgroup of Jonq is a Borel subgroup of Bir(P2) (Proposition 11.1);
any Borel subgroup of Bir(P2) is conjugate to a Borel subgroup of Jonq (Theorem 3.1);
and finally two Borel subgroups of Jonq are conjugate in Jonq if and only if they are
conjugate in Bir(P2) (Lemma 7.9 and Theorem 12.1). Hence, the map sending the
conjugacy class of a Borel subgroup B of Jonq to its conjugacy class in Bir(P2) is a
bijection from the set of conjugacy classes of Borel subgroups of Jonq to the set of
conjugacy classes of Borel subgroups of Bir(P2).

The interplay between PGL2(C(y))oAff1 and Jonq = PGL2(C(y))oPGL2 is more
intricate: We now give an example of a Borel subgroup B of PGL2(C(y)) o Aff1

which is no longer a Borel subgroup of Jonq. To put it differently, B is conjugate in
Jonq to a subgroup B′ of PGL2(C(y)) o Aff1 which is no longer a Borel subgroup of
PGL2(C(y))oAff1! This kind of situation can of course not occur for linear algebraic
groups: Let H be a closed subgroup of a linear algebraic group G and let B,B′ be
two subgroups of H which are conjugate in G. Then, B is a Borel subgroup of H if
and only if B′ is a Borel subgroup of H (if B,B′ are closed, it is enough to note that
they have the same dimension).

Example B.1. The subgroups Ty(y−1) and Ty of PGL2(C(y)) are conjugate in Jonq
since the curves x2 = y(y − 1) and x2 = y both have genus 0. However, since the
odd supports Sodd(y(y − 1)) and Sodd(y) are respectively equal to {0, 1} and {0,∞},
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Proposition 10.11 asserts that Ty(y−1) is a Borel subgroup of PGL2(C(y)) o Aff1 but
that Ty is not. In fact, the unique Borel subgroup of PGL2(C(y)) o Aff1 containing
Ty is Ty o T1,2; see Theorem 12.1. This also shows that even if Ty(y−1) is a Borel
subgroup of PGL2(C(y)) o Aff1, it is no longer a Borel subgroup of Jonq.
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