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Abstract. We study the group Tame(SL2) of tame automorphisms of a smooth
affine 3-dimensional quadric, which we can view as the underlying variety of
SL2(C). We construct a square complex on which the group admits a natural
cocompact action, and we prove that the complex is CAT(0) andhyperbolic. We
propose two applications of this construction: We show thatany finite subgroup
in Tame(SL2) is linearizable, and that Tame(SL2) satisfies the Tits alternative.
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Introduction

The structure of transformation groups of rational surfaces is quite well under-
stood. By contrast, the higher dimensional case is still essentially aterra incognita.
This paper is an attempt to explore some aspects of transformation groups of ratio-
nal 3-folds.

The ultimate goal would be to understand the structure of thewhole Cremona
group Bir(P3). Since this seems quite a formidable task, it is natural to break
down the study by looking at some natural subgroups of Bir(P3), with the hope
that this gives an idea of the properties to expect in general. We now list a few
of these subgroups, in order to give a feeling about where ourmodest subgroup
Tame(SL2) fits into the bigger picture. A first natural subgroup is the monomial
group GL3(Z), where a matrix (ai j ) is identified to a birational map ofC3 by tak-
ing (x, y, z) d (xa11ya12za13, xa21ya22za23, xa31ya32za33). Another natural subgroup is
the group of polynomial automorphisms ofC3. These two examples seem at first
glance quite different in nature, nevertheless it turns out that both are contained in
the subgroup Bir0(P3) of birational transformations of genus 0, which are charac-
terized by the fact that they admit a resolution by blowing-up points and rational
curves (see [Fru73, Lam13]). On the other hand, it is known (see [Pan99]) that
given a smooth curveC of arbitrary genus, there exists an elementf of Bir(P3)
with the property that any resolution off must involve the blow-up of a curve iso-
morphic toC. So we must be aware that even if a full understanding of the group
Aut(C3) still seems far out of reach, this group Aut(C3) might be such a small sub-
group of Bir(P3) that it might turn out not to be a good representative of the wealth
of properties of the whole group Bir(P3).

GL3(Z)⊃

Bir(P3) Bir0(P3)⊃ Aut(C3)⊃ Tame(C3)⊃

Aut(SL2)
⊃

Tame(SL2)⊃

Figure 1. A few subgroups of Bir(P3)

The group Aut(C3) is just a special instance of the following construction: Given
V a rational affine 3-fold, Aut(V) can be identified with a subgroup of Bir(P3).
Apart from V = C3, another interesting example is whenV ⊆ C4 is an affine
quadric 3-fold, sayV is the underlying variety of SL2. In this case the group
Aut(V) still seems quite redoubtably difficult to study. We are lead to make a
further restriction and to consider only the smaller group of tameautomorphisms,
either in the context ofV = C3 or SL2.

The definition of the tame subgroup for Aut(Cn) is classical. Let us recall it in
dimension 3. The tame subgroup Tame(C3) is the subgroup of Aut(C3) generated
by the affine groupA3 = GL3⋉C

3 and by elementary automorphisms of the form
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(x, y, z) 7→ (x + P(y, z), y, z). A natural analogue in the case of an affine quadric
3-fold was given recently in [LV13]. This is the group Tame(SL2), which will be
the main group under study in this paper.

When we consider the 2-dimensional analogues of the groups in Figure1, we
obtain in particular the Cremona group Bir(P2), the monomial group GL2(Z) and
the group of polynomial automorphisms Aut(C2). A remarkable feature of these
groups is that they all admit natural actions on some hyperbolic spaces of some
sort. For instance the group SL2(Z) acts on the hyperbolic half-planeH2, since
PSL2(Z) ⊆ PSL2(R) ≃ Isom+(H2). But SL2(Z) also acts on the Bass-Serre tree
associated with the structure of amalgamated product SL2(Z) ≃ Z/4 ∗Z/2 Z/6. A
tree, or the hyperbolic planeH2, are both archetypal examples of spaces which
are hyperbolic in the sense of Gromov. The group Aut(C2) also admits a structure
of amalgamated product. This is the classical theorem of Jung and van der Kulk,
which states that Aut(C2) = A2 ∗A2∩E2 E2, whereA2 andE2 are respectively the
subgroups of affine and triangular automorphisms. So Aut(C2) also admits an ac-
tion on a Bass-Serre tree. Finally, it was recently realizedthat the whole group
Bir(P2) also acts on a hyperbolic space, via a completely different construction:
By simultaneously considering all possible blow-ups overP2, it is possible to pro-
duce an infinite dimensional analogue ofH2 on which the Cremona group acts by
isometries (see [Can11, CL13]).

With these facts in mind, given a 3-dimensional transformation group it is natu-
ral to look for an action of this group on some spaces with non-positive curvature,
in a sense to be made precise. Considering the case of monomial maps, we have
a natural action of SL3(Z) on the symmetric space SL3(R)/SO3(R), see [BH99,
II.10]. The later space is a basic example of a CAT(0) symmetric space. Re-
call that a CAT(0) space is a geodesic metric space where all triangles are thinner
than their comparison triangles in the Euclidean plane. We take this as a hint that
Bir(P3) or some of its subgroups should act on spaces of non-positive curvature.
At the moment it is not clear how to imitate the construction by inductive limits
of blow-up to obtain a space say with the CAT(0) property, so we try to generalize
instead the more combinatorial approach of the action on a Bass-Serre tree. The
group Tame(C3) does not possess an obvious structure of amalgamated product, so
it is not immediate to answer the following:

Question A. Is there a natural action of Tame(C3) on some hyperbolic and/or
CAT(0) space?

Accordingly this question is rather vague. In our mind an action on some hyper-
bolic space would qualify as a “good answer” to QuestionA if it allows to answer
the following questions, which we consider to be basic testsabout our understand-
ing of the group:

Question B. Is any finite subgroup in Tame(C3) linearizable?

Question C. Does Tame(C3) satisfy the Tits alternative?

To put this into context, let us review briefly the similar questions in dimension
2. The fact that any finite subgroup in Aut(C2) is linearizable is classical (see
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for instance [Fur83]). The Tits alternative for Aut(C2) and Bir(P2) were proved
respectively in [Lam01] and [Can11], and the proofs involve the actions on the
hyperbolic spaces previously mentioned.

Now we come to the group Tame(SL2). We define it as the restriction to SL2

of the subgroup Tameq(C4) of Aut(C4) generated by O4 andE2
4, where O4 is the

complex orthogonal group associated with the quadratic form given by the deter-
minantq = x1x4 − x2x3, andE2

4 =
{( x1 x2

x3 x4

) 7→
(

x1 x2+x1P(x1,x3)
x3 x4+x3P(x1,x3)

)
; P ∈ C[x1, x3]

}
.

One possible generalization of simplicial trees are CAT(0)cube complexes (see
[Wis12]). We briefly explain how we construct a square complex on which this
group acts cocompactly (but certainly not properly!). Eachelement of Tame(SL2)
can be writtenf =

(
f1 f2
f3 f4

)
. Modulo some identifications that we will make precise

in Section2, we associate vertices to each componentfi , to each row or column
( f1, f2), ( f3, f4), ( f1, f3), ( f2, f4) and to the whole automorphismf . On the other
hand edges correspond to inclusion of a component inside a row or column, or of
a row or column inside an automorphism. This yields a graph, on which we glue
squares to fill each loop of four edges (see Figure3), to finally obtain a square
complexC.

In this paper we answer analogues of QuestionsA to C in the context of the
group Tame(SL2). The main ingredient in our proofs is a natural action by isome-
tries on the complexC, which admits good geometric properties:

Theorem A. The square complexC is CAT(0) and hyperbolic.

As a sample of possible applications of such a construction we obtain:

Theorem B. Any finite subgroup inTame(SL2) is linearizable, that is conjugate to
a subgroup of the orthogonal groupO4.

Theorem C. The groupTame(SL2) satisfies the Tits alternative, that is for any
subgroup G⊆ Tame(SL2) we have:

(1) either G contains a solvable subgroup of finite index;
(2) or G contains a free subgroup of rank 2.

The paper is organized as follows. In Section1 we gather some definitions and
facts about the groups Tame(SL2) and O4. The square complex is constructed in
Section2, and some of its basics properties are established. Then in Section 3
we study its geometry: links of vertices, non-positive curvature, simple connect-
edness, hyperbolicity. In particular, we obtain a proof of TheoremA. The group
Tame(SL2) and some of its subgroups admit some amalgamated product structures
reminiscent of Russian nesting dolls (see Figure14): In Section4 we study in de-
tails some of these products. Then in Section5 we give the proofs of TheoremsB
andC. Finally in Section6 we give some examples of elliptic, parabolic and loxo-
dromic subgroups, which appear in the proof of the Tits alternative. We also briefly
discuss the case of Tame(C3), and propose some open questions. Finally we gather
in an annex some reworked results from [LV13] about the theory of elementary
reductions on the groups Tame(SL2) and Tameq(C4).
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1. Preliminaries

We identify C4 with the space of 2× 2 complex matrices. So a polynomial
automorphismf of C4 is denoted by

f :
( x1 x2

x3 x4

) 7→
(

f1 f2
f3 f4

)
,

where fi ∈ C[x1, x2, x3, x4] for 1 ≤ i ≤ 4, or simply by f =
(

f1 f2
f3 f4

)
. We choose

to work with the smooth affine quadric given by the equationq = 1, whereq =
x1x4 − x2x3 is the determinant:

SL2 =
{( x1 x2

x3 x4

)
; x1x4 − x2x3 = 1

}
.

We insist that we use this point of view for notational convenience, but we are
interested only in the underlying variety of SL2. In particular Aut(SL2) is the group
of automorphism of SL2 as an affine variety, and not as an algebraic group.

We denote by Autq(C4) the subgroup of Aut(C4) of automorphisms preserving
the quadratic formq:

Autq(C4) = { f ∈ Aut(C4); q ◦ f = q}.

We will often denote an elementf ∈ Autq(C4) in an abbreviated form such as
f =

(
f1 f2
f3 ...

)
: Here the dots should be replaced by the unique polynomialf4 such

that f1 f4 − f2 f3 = x1x4 − x2x3. We call Tameq(C4) the subgroup of Autq(C4)
generated by O4 andE2

4, where O4 = Autq(C4) ∩ GL4 is the complex orthogonal
group associated withq, andE2

4 is the group defined as

E2
4 =

{(
x1 x2+x1P(x1,x3)
x3 x4+x3P(x1,x3)

)
; P ∈ C[x1, x3]

}
.

We denote byρ : Autq(C4)→ Aut(SL2) the natural restriction map, and we define
the tame group of SL2, denoted by Tame(SL2), to be the image of Tameq(C4)
by ρ. We also define STameq(C4) as the subgroup of index 2 in Tameq(C4) of
automorphisms with linear part in SO4, and thespecial tame groupSTame(SL2) =
ρ(STameq(C4)).

Remark 1.1. The morphismρ is clearly injective in restriction to O4 and toE2
4:

This justifies that we will consider O4 and E2
4 as subgroups of Tame(SL2). On

the other hand it is less clear ifρ induces an isomorphism between Tameq(C4)
and Tame(SL2): It turns out to be true, but we shall need quite a lot of machinery
before being in position to prove it (see Proposition4.16). Nevertheless by abuse
of notation if f =

(
f1 f2
f3 f4

)
is an element of Tameq(C4) we will also considerf as an

element of Tame(SL2), the morphismρ being implicit. See also Section6.2.2for
other questions around the restriction morphismρ.

The Klein four-group V4 will be considered as the following subgroup of O4:

V4 =
{
id,

( x4 x2
x3 x1

)
,
( x1 x3

x2 x4

)
,
( x4 x3

x2 x1

)}
.

In particular V4 contains the transpose automorphismτ =
( x1 x3

x2 x4

)
.
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1.1. Tame(SL2). We now review some results which are essentially contained in
[LV13]. However, we adopt some slightly different notations and definitions. For
the convenience of the reader, we give self-contained proofs of all needed results
in an annex.

We define a degree function onC[x1, x2, x3, x4] with value inN4 ∪ {−∞} by
taking

degC4 x1 = (2, 1, 1, 0) degC4 x2 = (1, 2, 0, 1)

degC4 x3 = (1, 0, 2, 1) degC4 x4 = (0, 1, 1, 2)

and by convention degC4 0 = −∞. We use the graded lexicographic order on
N4 to compare degrees. We obtain a degree function on the algebra C[SL2] =
C[x1, x2, x3, x4]/(q− 1) by setting

degp = min{degC4 r; r ≡ p mod (q− 1)}.

We define two notions of degree for an automorphismf =
(

f1 f2
f3 f4

)
∈ Tame(SL2):

degsumf =
∑

1≤ i ≤4

deg fi .

degmaxf = max
1≤ i ≤4

deg fi .

Lemma 1.2. Let f be an element inTame(SL2).

(1) For any u∈ O4, we havedegmaxf = degmaxu ◦ f .
(2) We have f∈ O4 if and only ifdegmaxf = (2, 1, 1, 0).

Proof. (1) Clearly degmaxu◦ f ≤ degmaxf , and similarly we get degmaxf =
degmaxu−1 ◦ (u ◦ f ) ≤ degmaxu ◦ f .

(2) This follows from the fact that ifP ∈ C[x1, x2, x3, x4] with degC4 P =
(i, j, k, l), then the ordinary degree ofP is the average14(i + j + k+ l). �

The degree degsum was the one used in [LV13], with a different choice of
weights with value inN3. Because of the nice properties in Lemma1.2 we pre-
fer to use degmax, together with the above choice of weights.The choice to use a
degree function with value inN4 is mainly for aesthetic reasons, on the other hand
the property that the ordinary degree is recovered by takingmean was the main
impulse to change the initial choice. From now on we will never use degsum, and
we simply denote deg= degmax.

An elementary automorphism (resp. ageneralized elementary automor-
phism) is an elemente∈ Tame(SL2) of the form

e= u
(

x1 x2+x1P(x1,x3)
x3 x4+x3P(x1,x3)

)
u−1

whereP ∈ C[x1, x3], u ∈ V4 (respu ∈ O4). Note that any elementary auto-
morphisms belongs to (at least) one of the four subgroupsE12, E34, E1

3, E2
4 of

Tame(SL2) respectively defined as the set of elements of the form
(

x1+x3Q(x3,x4) x2+x4Q(x3,x4)
x3 x4

)
,
( x1 x2

x3+x1Q(x1,x2) x4+x2Q(x1,x2)
)
,
(

x1+x2Q(x2,x4) x2
x3+x4Q(x2,x4) x4

)
,
(

x1 x2+x1Q(x1,x3)
x3 x4+x3Q(x1,x3)

)
,

whereQ is any polynomial in two indeterminates.
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We say thatf ∈ Tame(SL2) admits anelementary reduction if there exists an
elementary automorphisme such that dege◦ f < deg f . In [LV13], the definition
of an elementary automorphism is slightly different. However all these changes –
new weights, new degree, new elementary reduction – do not affect the formulation
of the main theorem; in fact it simplifies the proof:

Theorem 1.3(see TheoremA.1). Any non-linear element ofTame(SL2) admits an
elementary reduction.

Since the graded lexicographic order ofN4 is a well-ordering, Theorem1.3 im-
plies that any elementf of Tame(SL2) admits a finite sequence of elementary re-
ductions

f → e1 ◦ f → e2 ◦ e1 ◦ f → · · · → en ◦ · · · ◦ e1 ◦ f

such that the last automorphism is an element of O4.
An important technical ingredient of the proof is the following lemma, which

tells that under an elementary reduction, the degree of bothaffected components
decreases strictly.

Lemma 1.4 (see LemmaA.8). Let f =
(

f1 f2
f3 f4

)
∈ Tame(SL2). If e ∈ E1

3 and

e◦ f =
(

f ′1 f2
f ′3 f4

)
, then

dege◦ f∢degF ⇐⇒ deg f ′1∢deg f1⇐⇒ deg f ′3∢deg f3

for any relation∢ among<, >, ≤, ≥ and=.

A useful immediate corollary is:

Corollary 1.5. Let f =
(

f1 f2
f3 f4

)
∈ STame(SL2) be an automorphism such that

f1 = x1. Then f is a composition of elementary automorphisms preserving x1. In
particular, f2 and f3 do not depend on x4 and we can view( f2, f3) as defining an
element of the subgroup ofAutC[x1] C[x1][ x2, x3] generated by(x3, x2) and auto-
morphisms of the form(ax2 + x1P(x1, x3), a−1x3). In particular, if f3 = x3, there
exists some polynomial P such that f2 = x2 + x1P(x1, x3).

Remark 1.6. We obtain the following justification for the definition of the group
E2

4: Any automorphismf =
(

f1 f2
f3 f4

)
in Tame(SL2) such thatf1 = x1 and f3 = x3

belongs toE2
4.

Lemma 1.7 (see LemmaA.12). Let f ∈ Tame(SL2), and assume there exist two
elementary automorphisms

e=
(

x1+x3Q(x3,x4) x2+x4Q(x3,x4)
x3 x4

)
∈ E12 and e′ =

(
x1+x2P(x2,x4) x2
x3+x4P(x2,x4) x4

)
∈ E1

3

such thatdege◦ f ≤ deg f anddege′ ◦ f < deg f .
Then we are in one of the following cases:

(1) Q= Q(x4) ∈ C[x4];
(2) P= P(x4) ∈ C[x4];
(3) There exists R(x4) ∈ C[x4] such thatdeg(f2 + f4R( f4)) < deg f2;
(4) There exists R(x4) ∈ C[x4] such thatdeg(f3 + f4R( f4)) < deg f3.
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1.2. Orthogonal group.

1.2.1. Definitions. Recall that we denote by O4 the orthogonal group ofC4 asso-
ciated with the quadratic formq = x1x4 − x2x3. We have O4 = 〈SO4, τ〉, where
τ =

( x1 x3
x2 x4

)
denotes the involution given by the transposition. The 2 : 1 morphism

of groups

SL2×SL2→ SO4

(A, B) 7→ A · ( x1 x2
x3 x4

) · Bt

is the universal cover of SO4. Here the productA · ( x1 x2
x3 x4

) · Bt actually denotes the
usual product of matrices. However, iff =

(
f1 f2
f3 f4

)
andg =

(
g1 g2
g3 g4

)
are elements of

O4, their composition is

f ◦ g =
(

f1◦g f2◦g
f3◦g f4◦g

)
∈ O4

which must not be confused with the product of the 2× 2 matrices
(

f1 f2
f3 f4

)
and(

g1 g2
g3 g4

)
! (see also Remark1.8below).

1.2.2. Dual quadratic form.We now study the totally isotropic spaces of a qua-
dratic form on the dual ofC4 in order to understand the geometry of the group
O4.

In this section we setV = C4 and we denote byV∗ the dual ofV. We denote
respectively bye1, e2, e3, e4 andx1, x2, x3, x4 the canonical basis ofV and the dual
basis ofV∗. Sinceq(x) = x1x4 − x2x3 is a non degenerate quadratic form onV,
there corresponds toq a non degenerate quadratic formq∗ on V∗ such that for
any endomorphismf of V, the endomorphismf belongs to the orthogonal group
O(V, q) if and only if its transposef t belongs to the orthogonal group O(V∗, q∗).
In other words, we haveq ◦ f = q if and only if q∗ ◦ f t = q∗. Since the matrix

of q in the canonical basis isA = 1
2

(
0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

)
, then, the matrix ofq∗ in the dual

basis isA−1 = 2

(
0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

)
. We denote by〈· , ·〉 the bilinear pairingV∗ × V∗ → C

associated with14q∗ (so that its matrix in the dual basis is1
4A−1 = A).

Remark 1.8. In this paper, each element of O4 is denoted in a rather unusual way
as a 2× 2 matrix of the formf =

(
f1 f2
f3 f4

)
, where eachfi =

∑
j

fi, j x j, fi, j ∈ C, is an

element ofV∗. The corresponding more familiar 4×4 matrix isM := ( fi, j)1≤ i, j ≤4 ∈
M4(C) and it satisfies the usual equalityMtAM = A.

Lemma 1.9. Consider f=
(

f1 f2
f3 f4

)
, where the elements fk belong to V∗. Then, the

following assertions are equivalent:

(1) f ∈ O4;
(2) 〈 fi , f j〉 = 〈xi , x j〉 for all i , j ∈ {1, 2, 3, 4}.

Proof. Observe first thatf t(xi) = fi(x1, . . . , x4) for i = 1, . . . , 4. Then, we have
seen thatf ∈ O4 if and only if f t belongs to the orthogonal group O(V∗, 1

4q∗), i.e.
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if and only if for anyx, y ∈ V∗, we have〈 f t(x), f t(y)〉 = 〈x, y〉. This last equality is
satisfied for allx, y ∈ V∗ if and only if it is satisfied for anyx, y ∈ {x1, x2, x3, x4}. �

Recall that a subspaceW ⊆ V∗ is totally isotropic (with respect toq∗) if for all
x, y ∈W, 〈x, y〉 = 0.

Lemma 1.10. Let f1, f2 be linearly independent elements of V∗. The following
assertions are equivalent:

(1) Vect(f1, f2) is totally isotropic ;
(2) There exists f3, f4 ∈ V∗ such that

(
f1 f2
f3 f4

)
∈ O4.

Proof. If
(

f1 f2
f3 f4

)
∈ O4, then by Lemma1.9 for any i, j ∈ {1, 2} we have〈 fi , f j〉 =

〈xi , x j〉 = 0.
Conversely, if〈 fi , f j〉 = 〈xi , x j〉 = 0 for anyi, j ∈ {1, 2}, by Witt’s Theorem (see

e.g. [Ser77b, p. 58]) we can extend the mapx1 7→ f1, x2 7→ f2 as an isometry
V∗ → V∗. Then denoting byf3, f4 the images ofx3, x4, we have〈 fi , f j〉 = 〈xi , x j〉
for all i, j ∈ {1, 2, 3, 4}. We conclude by Lemma1.9. �

If
(

f1 f2
f3 f4

)
∈ O4, the planes Vect(f1, f2), Vect(f3, f4), Vect(f1, f3) and Vect(f2, f4)

are totally isotropic. Moreover the following decompositions hold:

F = Vect(f1, f2) ⊕ Vect(f3, f4) and F = Vect(f1, f3) ⊕ Vect(f2, f4).

We have the following reciprocal result.

Lemma 1.11. Let W and W′ be two totally isotropic planes of V∗ such that V∗ =
W⊕W′. Then for any basis( f1, f2) of W, there exists a unique basis( f3, f4) of W′

such that
(

f1 f2
f3 f4

)
∈ O4.

Proof. Existence.By Witt’s Theorem, we may assume thatf1 = x1 and f2 = x2.
Let f3, f4 be a basis ofW′. If we express them in the basisx1, x2, x3, x4, we get
f3 = a1x1 + a2x2 + a3x3 + a4x4 and f4 = b1x1 + b2x2 + b3x3 + b4x4. Since
x1, x2, f3, f4 is a basis ofV∗, we get det

( a3 a4
b3 b4

)
, 0. Therefore, up to replacing

f3 and f4 by some linear combinations, we may assume that
( a3 a4

b3 b4

)
=

(
1 0
0 1

)
, i.e.

f3 = a1x1 + a2x2 + x3 and f4 = b1x1 + b2x2 + x4.
Since〈 f3, f3〉 = −a2 and〈 f4, f4〉 = b1, we geta2 = b1 = 0. Finally, 〈 f3, f4〉 =

1
2(a1 − b2), so thata1 = b2, f3 = x3 + a1x1 and f4 = x4 + a1x2.

Now it is clear that
( x1 x2

x3+a1x1 x4+a1x2

) ∈ O4.

Unicity. Let ( f3, f4) and (f̃3, f̃4) be two basis ofW′ such that
(

f1 f2
f3 f4

)
and

( f1 f2
f̃3 f̃4

)

belong to O4. From f1 f4 − f2 f3 = f1 f̃4 − f2 f̃3, we get f2( f̃3 − f3) = f1( f̃4 − f4) and
since f1 and f2 are coprime, we get the existence of a complex numberλ such that
f̃3 − f3 = λ f1 and f̃4 − f4 = λ f2. This proves that̃f3 − f3 and f̃4 − f4 are elements
in W∩W′ = {0}, and we obtain (f3, f4) = ( f̃3, f̃4). �

Lemma 1.12. For any nonzero isotropic vector f1 of V∗, there exists exactly two
totally isotropic planes of V∗ containing f1. Furthermore, they are of the form
Vect(f1, f2) andVect(f1, f3), where

(
f1 f2
f3 ...

)
is an element ofO4.
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Proof. By Witt’s theorem, we may assume thatf1 = x1. Any totally isotropic
subspaceW in V∗ containingx1 is included intox⊥1 = Vect(x1, x2, x3). Therefore,
there existsa2, a3 ∈ C such thatW = Vect(x1, a2x2+a3x3). Finally, sinceq∗(a2x2+

a3x3) = −4a2a3 = 0 (recall thatq∗(u) = 4〈u, u〉 for any u ∈ V∗), W is equal to
Vect(x1, x2) or Vect(x1, x3). �

Lemma 1.13. Let W and W′ be two totally isotropic planes of V∗. Then there
exists f∈ O4 such that f(W) = Vect(x3, x4) and f(W′) is one of the following three
possibilities:

(1) f(W′) = Vect(x3, x4);
(2) f(W′) = Vect(x1, x2);
(3) f(W′) = Vect(x2, x4);

Proof. By Witt’s theorem there existsf ∈ O4 such thatf (W) = Vect(x3, x4). If
W′ =W we are in Case (1), and ifW∩W′ = {0} then we can apply Lemma1.11to
get Case (2). Assume now thatW∩W′ is a line. Again by Witt’s theorem we can
assume thatW∩W′ = Vect(x4), and then we conclude by Lemma1.12that we are
in Case (3). �

We can reinterpret the last two lemmas in geometric terms.

Remark 1.14. The isotropic cone ofq∗ is given bya1a4 − a2a3 = 0, where f =
a1x1 + · · · + a4x4 ∈ V∗. In particular this is a cone over a smooth quadric surface
S in P(V∗) ≃ P3. Totally isotropic planes correspond to cones over a line inS,
but S is isomorphic toP1 × P1, and lines inS correspond to horizontal or vertical
ruling. From this point of view Lemma1.12is just the obvious geometric fact that
any point inS belongs to exactly two lines, one vertical and the other horizontal.
Similarly Lemma1.13is the fact that O4 acts transitively on pairs of disjoint lines,
and on pairs of secant lines.

Corollary 1.15. Let e, e′ be two generalized elementary automorphisms. Then, up
to conjugation by an element ofO4, we may assume that e′ ∈ E1

3 and that e belongs
to either E1

3, E2
4 or E12.

Proof. Each generalized elementary automorphisme fixes pointwise (at least) a
totally isotropic plane ofV∗ (note thateacts naturally onC[x1, x2, x3, x4]). Observe
furthermore that the plane Vect(x3, x4) is fixed if and only if e belongs toE12.
Therefore, the result follows from Lemma1.13. �

In the next definition, the quadricS is identified toP1 × P1 via the isomorphism
P1 × P1→ S sending ((α : β), (γ : δ)) to C (αγx1 + βγx2 + αδx3 + βδx4).

Definition 1.16. A totally isotropic plane ofV∗ is said to be horizontal (resp. ver-
tical), if it corresponds to a horizontal (resp. vertical) line ofP1 × P1.

The map sending (a : b) ∈ P1 to Vect(ax1 + bx3, ax2 + bx4) (resp. Vect(ax1 +

bx2, ax3+bx4)) is a parametrization of the horizontal (resp. vertical) totally isotropic
planes ofV∗. Let f be any element of O4 and let Vect(u, v) be any totally isotropic
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plane ofV∗. The group O4 acts on the set of totally isotropic planes via the follow-
ing formula

f .Vect(u, v) = Vect(u ◦ f −1, v ◦ f −1).

Lemma 1.17. Any element ofSO4 sends a horizontal totally isotropic plane to a
horizontal totally isotropic plane, and a vertical totallyisotropic plane to a vertical
totally isotropic plane. Any element ofO4rSO4 exchanges the horizontal and the
vertical totally isotropic planes.

Proof. The set of totally isotropic planes ofV∗ is parametrized by the disjoint union
of two copies ofP1. The group SO4 being connected, it must preserve eachP1. The
elementτ of O4rSO4 exchanges the horizontal totally isotropic plane Vect(x1, x2)
and the vertical totally isotropic plane Vect(x1, x3). The result follows. �

Remark 1.18. Let ∆ := {(x, x), x ∈ P1} denote the diagonal ofP1 × P1. Identify
the set of horizontal totally isotropic planes toP1. Remark that the map SO4 →
(P1×P1)\∆, f =

(
f1 f2
f3 f4

)
7→ (Vect(f1, f2),Vect(f3, f4)) is a fiber bundle, whose fiber

is isomorphic to GL2. Indeed, by Lemma1.11, any elementg =
(

g1 g2
g3 g4

)
of SO4

satisfying Vect(g1, g2) = Vect(f1, f2) and Vect(g3, g4) = Vect(f3, f4) is uniquely
determined by the basis (g1, g2) of Vect(f1, f2).

In the same way, we obtain a fiber bundle O4rSO4→ (P1 × P1) \ ∆,
(

f1 f2
f3 f4

)
7→

(Vect(f1, f3),Vect(f2, f4)).

2. Square Complex

We now define a square complexC, which will be our main tool in the study of
Tame(SL2), and we state some of its basic properties.

2.1. Definitions. A function f1 ∈ C[SL2] = C[x1, x2, x3, x4]/(q − 1) is said to be
a componentif it can be completed to an elementf =

(
f1 f2
f3 f4

)
of Tame(SL2). The

vertices of our 2-dimensional complex are defined in terms oforbits of tuples of
components, as we explain now. For any elementf =

(
f1 f2
f3 f4

)
of Tame(SL2), we

define the three vertices [f1], [ f1, f2] and
[

f1 f2
f3 f4

]
as the following sets:

• [ f1] := C∗ · f1 = {a f1; a ∈ C∗};
• [ f1, f2] := GL2 ·( f1, f2) =

{
(a f1 + b f2, c f1 + d f2);

(
a b
c d

)
∈ GL2

}
;

•
[

f1 f2
f3 f4

]
= O4 · f .

Each bracket [f1] (resp. [f1, f2], resp.
[

f1 f2
f3 f4

]
) denotes an orbit under the left action

of the groupC∗ (resp. GL2, resp. O4). Vertices of the form [f1] (resp. [f1, f2],
resp.

[
f1 f2
f3 f4

]
) are said to be oftype 1 (resp.2, resp.3). Remark that our notation

distinguishes between:

•
(

f1 f2
f3 f4

)
which denotes an element of Tame(SL2);

•
[

f1 f2
f3 f4

]
which denotes a vertex of type 3.

The set of theverticesof the complexC is the disjoint union of the three types of
vertices that we have just defined.
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We now define the edges ofC, which reflect the inclusion of a component inside
a row or column, or of a row or column inside an automorphism. Precisely the set
of theedgesis the disjoint union of the following two types of edges:

• Edges that link a vertex [f1] of type 1 with a vertex [f1, f2] of type 2;
• Edges that link a vertex [f1, f2] of type 2 with a vertex

[
f1 f2
f3 f4

]
of type 3.

The set of thesquaresof C consists in filling the loop of four edges associated
with the classes [f1], [ f1, f2], [ f1, f3] and

[
f1 f2
f3 f4

]
for any f =

(
f1 f2
f3 f4

)
∈ Tame(SL2)

(see Figure2). The square associated with the classes [x1], [x1, x2], [x1, x3] and[ x1 x2
x3 x4

]
will be called thestandard square.

Observe that to an automorphismf =
(

f1 f2
f3 f4

)
we can associate (by applying the

above definitions toσ ◦ f with σ in the Klein group V4):

• Four vertices of type 1: [f1], [ f2], [ f3] and [f4];
• Four vertices of type 2: [f1, f2], [ f1, f3], [ f2, f4] and [f3, f4];
• One vertex of type 3: [f ].
• Twelve edges and four squares (see Figure3).

We call such a figure thebig squareassociated withf . For any integersm, n ≥ 1,
we call m × n grid any subcomplex ofC isometric to a rectangle ofR2 of size
m× n. So a big square is a particular type of 2× 2 grid.

We adopt the following convention for the pictures (see for instance Figures2,
3 and4): Vertices of type 1 are depicted with a◦, vertices of type 2 are depicted
with a•, vertices of type 3 are depicted with a.

◦ •

•

[ f1] [ f1, f2]

[
f1 f2
f3 f4

]
[ f1, f3]

◦ •

•

[x1] [ x1,x2]

[ x1 x2
x3 x4

]
[x1,x3]

Figure 2. Generic square & standard square.

The group Tame(SL2) acts naturally on the complexC. For instance the action
on the vertices of type 1 is given by the following formula.

g · [ f1] := [ f1 ◦ g−1]

It is an action by isometries, whereC is endowed with the natural metric obtained
by identifying each square to an euclidean square with edgesof length 1.

2.2. Transitivity and stabilizers. We show that the action of Tame(SL2) is tran-
sitive on many natural subsets ofC, and we also compute some related stabilizers.

Lemma 2.1. The action ofTame(SL2) is transitive on vertices of type 1, 2 and 3
respectively. The action ofSTame(SL2) is transitive on vertices of type 1 and 3
respectively, but admits two distinct orbits of vertices oftype 2.
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◦ •

•

◦

•

◦•◦

[ f1] [ f1, f2] [ f2]

[ f2, f4]

[ f4][ f3, f4][ f3]

[ f1, f3]
[ f ]=

[
f1 f2
f3 f4

]

◦ •

•

◦

•

◦•◦

[x1] [ x1,x2] [x2]

[x2,x4]

[x4][x3,x4][x3]

[x1,x3]
[id]

Figure 3. Generic big square & standard big square.

◦ •

•

◦

•

◦•◦

◦ • ◦

◦ • ◦

◦

•

◦

◦

•

◦

[x1] [ x1,x2] [x2]

[x2,x4]

[x4][x3,x4][x3]

[x1,x3] [ x1 x2
x3 x4

]

[x1−x3] [ x1−x3,x2−x4] [x2−x4]

[x1+x3] [ x1+x3,x2+x4] [x2+x4]

[x1−x2]

[x1−x2,x3−x4]

[x3−x4]

[x1+x2]

[x1+x2,x3+x4]

[x3+x4]

Figure 4. A few other squares...

Proof. Let v1 (resp. v2, v3) be a vertex of type 1 (resp. 2, 3). There existsf =(
f1 f2
f3 f4

)
∈ Tame(SL2) such thatv1 = [ f1] (resp. v2 = [ f1, f2], v3 = [ f ]). Then

[x1] = [ f1 ◦ f −1] = f · [ f1] (resp. [x1, x2] = f · [ f1, f2], [id] = f · [ f ]). If f is not in
STame(SL2) theng = τ◦ f =

(
f1 f3
f2 f4

)
is in STame(SL2). We also have [x1] = g· [ f1]

and [id]= [τ] = g · [ f ], but g · [ f1, f2] = [x1, x3].
It remains to prove that [x1, x3] and [x1, x2] are not in the same orbit under the

action of STame(SL2). Assume thatg ∈ Tame(SL2) sends [x1, x3] on [x1, x2], and
let h ∈ O4 be the linear part ofg. We still haveh· [x1, x3] = [x1, x2], and by Lemma
1.17we deduce thath ∈ O4rSO4, henceg ∈ Tame(SL2) r STame(SL2). �

Definition 2.2. (1) We say that a vertex of type 2 ishorizontal (resp.vertical) if
it lies in the same orbit as [x1, x2] (resp. [x1, x3]) under the action of STame(SL2).

(2) We say that an edge ishorizontal (resp.vertical) if it lies in the same orbit
as the edge [x1] − [x1, x2] (resp. [x1] − [x1, x3]) under the action of STame(SL2).
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We will study in§4.1 the structure of the stabilizer Stab([x1]), in particular we
will show that it admits a structure of amalgamated product.

Of course by definition the stabilizer of the vertex [id] of type 3 is the group O4.

Lemma 2.3. The stabilizer inTame(SL2) of the vertex[x1, x3] of type 2 is the
semi-direct productStab([x1, x3]) = E2

4 ⋊GL2, where

GL2 =
{(

ax1+bx3 a′x2+b′x4
cx1+dx3 c′x2+d′x4

)
;
(

d′ −b′
−c′ a′

) (
a b
c d

)
= id

}
.

Proof. Let g =
(

g1 g2
g3 g4

)
∈ Stab([x1, x3]. We have [g1, g3] = g−1 · [x1, x3] =

[x1, x3]. Henceg1, g3 are linear polynomials inx1, x3 that define an automorphism
of Vect(x1, x3), in other words we can viewg1, g3 as an element of GL2. By com-
posingg by a linear automorphism of the form

(
ax1+bx3 a′x2+b′x4
cx1+dx3 c′x2+d′x4

)
we can assume

g1 = x1, g3 = x3. Then, the result follows from Remark1.6. �

We now turn to the action of Tame(SL2) and STame(SL2) on edges.

Lemma 2.4. The action ofTame(SL2) is transitive respectively on edges between
vertices of type 1 and 2, and on edges between vertices of type2 and 3. The action
of STame(SL2) on edges admits four orbits, corresponding to the four edgesof the
standard square.

Proof. If there is an edge betweenv1 a vertex of type 1 andv2 a vertex of type 2,
then there existsf =

(
f1 f2
f3 f4

)
∈ Tame(SL2) such thatv1 = [ f1] and v2 = [ f1, f2].

Then f · v1 = [x1] and f · v2 = [x1, x2].
Similarly if there is an edge betweenv3 a vertex of type 3 andv2 a vertex of type

2, then there existsf =
(

f1 f2
f3 f4

)
∈ Tame(SL2) such thatv3 = [ f ] andv2 = [ f1, f2].

Then f · v3 = [id] and f · v2 = [x1, x2].
In both case, iff < STame(SL2), we changef by g = τ ◦ f and we obtain

g · v1 = [x1], g · v2 = [x1, x3], g · v3 = [id]. �

Lemma 2.5. (1) The stabilizer of the edge between[x1] and [x1, x3] is the semi-
direct product

E2
4 ⋊

{(
ax1 d−1x2

dx3+cx1 a−1x4+ca−1d−1x2

)
; ad, 0, c ∈ C

}
.

(2) The stabilizer of the edge between[x1, x2] and[id] is the following subgroup of
SO4: {

A · ( x1 x2
x3 x4

) · Bt, A, B ∈ SL2, A is lower triangular
}
.

Proof. (1) This follows trivially from Lemma2.3.
(2) Recall that Stab([id])= O4. By Lemma2.1, we have Stab([x1, x2]) ⊆

STame(SL2). Therefore, the stabilizerS of the edge between [x1, x2] and [id] is
included into SO4. By 1.2.1, any element of SO4 is of the form

f = A · ( x1 x2
x3 x4

) · Bt, whereA, B ∈ SL2 .

An obvious computation would show thatf belongs toS if and only if A is lower
triangular. �



THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 15

Lemma 2.6. Let v2 = [ f1, f2] be a vertex of type 2, andP be the path of length 2
through the vertices[ f1], [ f1, f2], [ f2]. Then :

(1) The groupStabP is isomorphic to E24 ⋊
{(

ax1 b−1x2

bx3 a−1x4

)
; ab, 0

}
.

(2) The groupStabP acts transitively on the set of vertices of type 3 at distance
1 from v2.

(3) If [ f ], [g] are two vertices of type 3 at distance 1 from v2, then there exists
a generalized elementary automorphism h such that[g] = [h ◦ f ].

Proof. Without loss in generality we can assumef1 = x1, f2 = x3. Then (1)
follows from Lemma2.5. By definition of the complex, ifv3 is at distance 1 from
v2 = [x1, x3], then v3 = [e] with e =

( x1 e2
x3 e4

) ∈ Tame(SL2). By Remark1.6 we
obtain thate is an elementary automorphisms: (2) follows. Now if [f ], [g] are two
vertices of type 3 at distance 1 fromv2 = (x1, x3), we can assume [f ] = [id] and
[g] = [e] for some elementary automorphisme. Thus there exista, b ∈ O4 such
thatg = aeand f = b. Then

[g] = [ae] = [be] = [beb−1 f ]

andh = beb−1 is a generalized elementary automorphism. �

Lemma 2.7. The groupTame(SL2) acts transitively on squares. The (point by
point) stabilizer of the standard square is the following subgroup ofSO4:

S =
{(

a 0
b a−1

)
· ( x1 x2

x3 x4

) ·
(

a′ b′

0 a′−1

)
, a, a′ ∈ C∗, b, b′ ∈ C

}

=
{(

ax1 b(x2+cx1)
b−1(x3+dx1) ...

)
, a, b, c, d ∈ C, ab, 0

}
.

Proof. By definition, a square corresponds to verticesv1 = [ f1], v2 = [ f1, f2],
v3 = [ f ] and v′2 = [ f1, f3] where f =

(
f1 f2
f3 f4

)
∈ Tame(SL2). Then f · v1 = [x1],

f · v2 = [x1, x2], f · v3 = [id] and f · v′2 = [x1, x3]. The computation of the stabilizer
of the standard square is left to the reader. �

Remark 2.8. The squares containing [id] are parametrized byP1 × P1, i.e. by
points of the quadricS in Remark1.14). The parametrization is the following. The
square corresponding to ((α : β), (γ : δ)) ∈ P1 × P1 is shown on Figure5.

•

• ◦

[id] [α x1 + β x2, α x3 + β x4]

[αγ x1 + βγ x2 +αδ x3 + βδ x4][γ x1 + δ x3, γ x2 + δ x4]

Figure 5. The square corresponding to ((α : β), (γ : δ)) ∈ P1 × P1

We have seen that any elementf of Tame(SL2) defines a big square centered at
[ f ] (see Figure3). We have the following converse result:
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Lemma 2.9. Any2× 2 grid centered at a vertex of type 3 is the big square associ-
ated with some element ofTame(SL2).

Proof. By Lemma2.7, we may reduce to the case where the 2× 2 grid contains
the standard square. By Remark2.8, there exist elements (a : b) and (a′ : b′) in P1

such that the grid is as depicted on Figure6.

◦ •

•

◦

•

◦•◦

[x1] [ x1,x2] [ax1+bx2]

[ax1+bx2, ax3+bx4]

[u][a′x1+b′x3, a′x2+b′x4][a′x1+b′x3]

[x1,x3]
[id]

Figure 6. A 2× 2 grid containing the standard square

Note thatu = a′(ax1 + bx2) + b′(ax3 + bx4) = a(a′x1 + b′x3) + b(a′x2 + b′x4).
Since the vertices [ax1 + bx2] and [a′x1 + b′x3] are distinct from [x1], we have
bb′ , 0. We may therefore assume thatbb′ = 1. If we set f1 = x1, f2 = ax1 + bx2,
f3 = a′x1 + b′x3, f4 = u, we havef1 f4 − f2 f3 = bb′(x1x4 − x2x3) = x1x4 − x2x3,
so that f =

(
f1 f2
f3 f4

)
∈ O4. Finally, our 2× 2 grid is the big square associated with

f . �

Corollary 2.10. The action ofTame(SL2) on the set of2 × 2 grid centered at a
vertex of type 3 is transitive.

Proof. By Lemma2.9, any 2× 2 grid centered at a vertex of type 3 is associated
with an elementf of Tame(SL2). Therefore, by applyingf to this big square, we
obtain the standard big square. �

The following lemma is obvious.

Lemma 2.11.The (point by point) stabilizer of the standard big square isthe group
{(

ax1 bx2

b−1x3 a−1x4

)
; a, b ∈ C∗

}
.

2.3. Isometries. If f is an isometry of a CAT(0) spaceX, we define Min(f ) to be
the set of points realizing the infimum infd(x, f (x)). The set Min(f ) is a closed
convex subset ofX (see [BH99, p. 229]). If X is a CAT(0) cube complex of finite
dimension, then for anyf ∈ Isom(X), the set Min(f ) is non empty ([BH99, II.6,
6.6.(2), p. 231]).

We say thatf is elliptic if inf d(x, f (x)) = 0 (there exists a fixed point forf ),
and thatf is hyperbolic otherwise. The numberℓ( f ) = inf d(x, f (x)) is called the
translation length of f . Note that in the elliptic case, Min(f ) is the fixed locus of
f .
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In a CAT(0) space, an isometry is elliptic if and only if one ofits orbits is
bounded, or equivalently if any of its orbits is bounded (see[BH99, Proposition
II.6.7]). Recall also that for any isometryf , ℓ( f k) = |k| × ℓ( f ) for each integerk.

For subgroups, we introduce a similar terminology. LetX be a CAT(0) cube
complex, andΓ ⊆ Isom(X) be a subgroup of isometries acting without inversion:

• Γ is elliptic if there exists a vertexv ∈ X that is fixed by all elements inΓ;
• Γ isparabolic if all elements ofΓ are elliptic, there is no global fixed vertex

in X and there is a fixed point in∂C;
• Γ is loxodromic if Γ contains at least one hyperbolic isometry and there is

a fixed pair of points in∂X.

We we will also use the following less standard terminology:We say that an isom-
etry f is hyperelliptic if f is elliptic with Min( f ) unbounded. Here is a simple
criterion to produce hyperelliptic elements.

Lemma 2.12. Any elliptic isometry of aCAT(0) space commuting with a hyper-
bolic isometry is hyperelliptic.

Proof. Assume thatf is such an elliptic isometry commuting with an hyperbolic
isometryg. By [BH99, II.6.2], the set Min(f ) is globally invariant byg. Sinceg is
hyperbolic, this set is unbounded. �

The following criterion is useful in identifying hyperbolic isometries.

Lemma 2.13. Let X be aCAT(0) space, x∈ X a point, and g∈ Isom(X). Then
x ∈ Min(g) if and only if g(x) is the middle point of x and g2(x).

Proof. If x ∈ Min(g), it is clear thatg(x) is the middle point ofx andg2(x). Con-
versely, let us assume thatg(x) is the middle point ofx andg2(x). We may assume
furthermore thatx is different fromg(x). The orbit of the segment [x, g(x)] forms
a geodesic invariant underg, on whichg acts by translation. Then, one can apply
[BH99, II.6.2(4)]. �

2.4. First properties. Section1.2on the orthogonal group yields some basic facts
on the square complex:

Lemma 2.14. Assume v1, v2 are two vertices at distance
√

2 in C, that is v1 and
v2 are opposite vertices of a same square. Then the square containing v1 and v2 is
unique.

Proof. There are two cases to consider (up to exchangingv1 andv2):

(1) v1 is of type 1 andv2 is of type 3;
(2) v1 andv2 are both of type 2.

In Case (1), we can assumev2 =
[ x1 x2

x3 x4

]
. Thenv1 = [ f ] with f ∈ F an isotropic

vector, and by Witt’s Theorem we can assumef = x1. We conclude by Lemma
1.11that the unique square containingv1 andv2 is the standard square.

in Case (2), letv3 a vertex of type 3 that is at distance 1 fromv1 andv2. We
can assume thatv3 =

[ x1 x2
x3 x4

]
. Thenv1 andv2 correspond to classes [f , g] with f , g

linear, in particularv3 is the unique vertex of type 3 that is at distance 1 fromv1
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andv2. Thenv1 andv2 correspond to two totally isotropic planes inF, with a 1-
dimensional intersection. Letf ∈ F be a generator for this line, by Witt’s Theorem
we can assumef = x1, and the standard square is the unique square containing
bothv1 andv2. �

Corollary 2.15. The standard square (hence any square) is embedded inC, and
the intersection of two distinct squares is either:

(1) empty;
(2) a single vertex;
(3) a single edge (with its two vertices).

Proof. The first assertion is just the obvious remark that [x1, x2] , [x1, x3], hence
the corresponding vertices are distinct inC.

Assume that two squares have an intersection different from the three stated
cases. Then the intersection contains two opposite vertices of a square, hence the
two squares are the same by Lemma2.14. �

2.5. Tame(An
K ) acting on a simplicial complex. Let K be a field. In this section

we construct a simplicial complex on which the group of tame automorphisms
of An

K acts. Our motivation here is twofold. On the one hand we shallneed the
definition forn = 2, K = C(x) in the study of link of vertices of type 1 inC. On
the other hand the construction forn = 3, K = C is very similar in nature to the
construction ofC, and gives rise to interesting questions about the tame group of
C3 (see Section6.2.1).

2.5.1. A general construction.For any 1≤ r ≤ n, we callr-tuple of components
a map

Kn→ Kr

x = (x1, . . . , xn) 7→ ( f1(x), . . . , fr(x))

that can be extended as a tame automorphismf = ( f1, . . . , fn) of An
K . One defines

n distinct types of vertices, by consideringr-tuple of components modulo compo-
sition by an affine automorphism on the range,r = 1, . . . , n:

[ f1, . . . , fr ] := Ar ( f1, . . . , fn) = {a ◦ ( f1, . . . , fr ); a ∈ Ar}
whereAr = GLr (K) ⋉ Kr is ther-dimensional affine group.

Now for any tame automorphism (f1, . . . , fn) we glue a (n − 1)-simplex on the
vertices [f1], [ f1, f2], ..., [ f1, . . . , fn]. This definition is independent of a choice of
representative and produces a (n−1)-dimensional simplicial complex on which the
tame group acts by isometries.

2.5.2. Dimension 2.Let K be a field. The previous construction yields a graph
TK. In this section we show thatTK is isomorphic to the classical Bass-Serre tree
of Aut(A2

K). We use the affine groups:

A1 = {t 7→ at + b; a ∈ K∗, b ∈ K};
A2 =

{
(t1, t2) 7→ (at1 + bt2 + c, a′t1 + b′t2 + c′);

(
a b
a′ b′

)
∈ GL2, c, c

′ ∈ K
}
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The vertices of our graphTK are of two types: classesA1 f1 where f1 : K2 →
K is a component of an automorphism, and classesA2( f1, f2) where (f1, f2) ∈
Aut(A2

K). For each automorphism (f1, f2) ∈ Aut(A2
K), we attach an edge between

A1 f1 and A2( f1, f2). Note thatA2( f1, f2) = A2( f2, f1), so there is also an edge
between the verticesA2( f1, f2) andA1 f2.

Recall that Aut(A2
K) is the amalgamated product ofA2 andE2 along their inter-

section, whereE2 is the elementary group defined as:

E2 = {(x, y) 7→ (ax+ P(y), by+ c; a, b ∈ K∗, c ∈ K}.
The Bass-Serre tree associated with this structure consists in taking cosetsA2( f1, f2),
E2( f1, f2) as vertices, and cosets (A2 ∩ E2)( f1, f2) as edges (we use right cosets for
consistency with the convention forTK, the classical construction with left cosets
is similar).

Proposition 2.16. The graphTK is isomorphic to the Bass-Serre tree associated
with the structure of amalgamated product ofAut(A2

K).

Proof. We define a mapϕ from the set of vertices of the Bass-Serre tree to the
graphTK by taking

A2( f1, f2) 7→ A2( f1, f2),

E2( f1, f2) 7→ A1 f2.

Clearlyϕ is a local isometry. Moreoverϕ is bijective, since we can defineϕ−1(A1 f2)
to beE2( f1, f2) where (f1, f2) is an automorphism. Indeed any other way to extend
f2 is of the form (a f1 + P( f2), f2), and so the classE2( f1, f2) does not depend on
the extension we choose. �

Remark 2.17. If two verticesA1 f1 andA1 f2 are at distance 2 inC, then (f1, f2) ∈
Aut(A2

K). Indeed, by transitivity of the action we may assume that the central vertex
is A2(x, y). Then fori = 1, 2 we can writefi = ai x+ biy+ ci . Observe that (f1, f2)
is invertible if and only if det

(
a1 b1
a2 b2

)
, 0. This is equivalent toA1 f1 , A1 f2.

3. Geometry of the complex

In this section we establish TheoremA, that is that the complexC is CAT(0) and
hyperbolic. First we study the local curvature of the complex by studying the links
of its vertices.

3.1. Links of vertices. Let v be a vertex (of any type) inC. The link aroundv is
denoted byL(v). By definition this is the graph whose vertices are the vertices in
C at distance exactly 1 fromv, and endowed with the standard angular metric:v1

andv2 are joined by an edge of lengthπ/2 if they are opposite vertices of a same
square, which necessarily admitsv has a vertex.

A pathP in L(v) is a simplicial map [0, nπ/2] → L(v) which is locally injective
(“no backtrack”). We calln the length of P, and we denoteP = v0, . . . , vn where
vk is the vertex image ofkπ/2. We say thatP is a loop if v0 = vn. By a slight abuse
of notation we will often identifyP with its image inL(v).
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Remark 3.1. Note that a loop of length 2v0, v1, v0 in L(v) would correspond to
two distinct squares sharingv, v0 andv1 as vertices, in contradiction with Corollary
2.15. Similarly there is no self-loop inL(v). In consequence any loop inL(v) has
length at least 3.

3.1.1. Vertex of type 1.We study the link of a vertex of type 1, and show that its
geometry is closely related to the geometry of a simplicial tree.

Recall that in§2.5.2we constructed a treeTK on which Aut(A2
K) acts. We use

this construction in the caseK = C( f1), where f1 is a component. Without loss in
generality we can assumef1 = x1. We noteL(x1) instead ofL([x1]).

Lemma 3.2. The graphL(x1) is a connected graph.

Proof. Any vertex ofL(x1) is of the formv = [x1, f2], where f =
(

x1 f2
f3 f4

)
∈

Tame(SL2). Note that the vertices [x1, f2] and [x1, f3] are joined by one edge in
L(x1). By Corollary1.5, f can be written as a composition of elements which are
either equal toτ or which are of the form

( x1 ax2+x1P(x1,x3)
a−1x3 ...

)
. Since we have

τ
(

x1 ax2+x1P(x1,x3)
a−1x3 ...

)
τ =

(
x1 a−1x2

ax3+x1P(x1,x2) ...

)
,

it follows that f or τ f as a composition of automorphisms of the form
( x1 ax2+x1P(x1,x3)

a−1x3 ...

)
or

(
x1 a−1x2

ax3+x1P(x1,x2) ...

)
.

This gives a path inL(x1) from v to either [x1, x2] or [x1, x3]. �

We define a simplicial map

π : L(x1)→ TC(x1)

by sending each vertex [x1, f2] ∈ L(x1) to the vertexA1 f2 ∈ TC(x1). This defi-
nition makes sense because of Corollary1.5: f2 is a component of a polynomial
automorphism inx2, x3 with coefficients inC(x1).

If
(

ax1 f2
f3 f4

)
∈ Tame(SL2), it is natural to consider

[
ax1 f2
f3 f4

]
to be the middle point

in L(x1) of the edge between [x1, f2] and [x1, f3], and to defineπ
([

ax1 f2
f3 f4

])
=

A2( f2, f3) ∈ TC(x1).

Lemma 3.3. (1) The action ofStab([x1]) onL(x1) admits the half-edge[x1, x2],
[id] as a fundamental domain. In particular, the action is transitive on ver-
tices of type 2 ofL(x1).

(2) Let v, v′ be two vertices ofL(x1) and let h be an element ofStab([x1]).
Then, the equalityπ(v) = π(v′) implies the equalityπ(h(v)) = π(h(v′)).

Proof. (1) This is again a direct consequence of Corollary1.5.
(2) We can assumev = [x1, x2], and sov′ = [x1, x2 + x1P(x1)] for some polyno-

mial P ∈ C[x1]. We can writeh−1 =
( ax1 x2

x3 x4/a

) (
x1 f2
f3 f4

)
where (f2, f3) ∈ Aut(A2

C(x1)).
Thenh(v) = [ax1, f2] andh(v′) = [ax1, f2 + ax1P(ax1)], so

π(h(v)) = A1 f2 = A1( f2 + ax1P(ax1)) = π(h(v′)). �

Point (2) of the last lemma means that the natural action of Stab([x1]) onL(x1)
induces an action onπ(L(x1)) such thatπ : L(x1)→ π(L(x1)) is equivariant.
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Lemma 3.4. (1) The setπ(L(x1)) is a connected subtree ofTC(x1).
(2) Let w= A1 f2 and w′ = A1 f3 be two vertices at distance 2 in the image of

π. Then the preimage byπ of the segment between w and w′ is a complete
bipartite graph betweenπ−1(w) andπ−1(w′).

Proof. (1) Together with the fact thatL(x1) is connected (see Lemma3.2), this is
just the remark thatπ is a simplicial map: If

(
ax1 f2
f3 ...

)
∈ Stab([x1]), thenA1 f2 and

A1 f3 are at distance 2 in the image ofπ.
(2) By transitivity of the action of Tame(SL2) on squares we can assumef2 = x2

and f3 = x3. Then any vertex inπ−1(w) has the formv = [x1, x2 + x1P(x1)].
Similarly any vertex inπ−1(w′) has the formv′ = [x1, x3 + x1Q(x1)]. But then for
any choices ofP,Q we remark that

g =
(

x1 x2+x1P(x1)
x3+x1Q(x1) x4+x3P(x1)+x2Q(x1)+x1P(x1)Q(x1)

)

is a tame automorphism, hencev, v′ are linked by an edge inL(x1), with midpoint
[g]. �

Recall that vertices of type 2 are called horizontal or vertical depending if they
lie in the orbit of [x1, x2] or [x1, x3] under the action of STame(SL2).

Lemma 3.5. Any loop inL(v1) has even length.

Proof. This follows from the simple remark that the vertices of the loop must be
alternatively horizontal and vertical. �

3.1.2. Vertex of type 2 or 3.The link of a vertex of type 1 projects to a tree, in
particular this is an unbounded graph. This is completely different for the link of a
vertex of type 2 or 3: We show that both are complete bipartitegraphs.

Proposition 3.6. Let v2 be a vertex of type 2. Then any vertex of type 1 inL(v2) is
linked to any vertex of type 3 inL(v2). In other wordsL(v2) is a complete bipartite
graph.

Proof. Let v1 (resp.v3) be a vertex of type 1 (resp. 3) inL(v2). By transitivity on
edges, we can assume thatv2 = [x1, x2] and v3 =

[ x1 x2
x3 x4

]
. Then if v1 = [ f1], we

completef1 in a basis (f1, f2) of Vect(x1, x2). By Lemma1.11, there exists a unique
basis (f3, f4) of Vect(x3, x4) such thatf =

(
f1 f2
f3 f4

)
belongs to O4. It is then clear

thatv1 andv3 are linked inL(v2): v1, v2, v3 belong to a same square, as illustrated
in Figure7. �

Proposition 3.7. Let v3 be a vertex of type 3, and let v2, v′2 ∈ L(v3) be two distinct
vertices (necessarily of type 2). Then d(v2, v′2) = π/2 or π in L(v3), and precisely:

• either v2, v′2 belong to a same square (which is unique);
• or for any v inL(v3) such that d(v2, v) = π/2 in L(v3), then v2, v, v′2 is a

path inL(v3).

In particular L(v3) is a complete bipartite graph.
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◦ •

•

v1=[ f1] v2=[x1,x2]=[ f1, f2]

v3=
[ x1 x2

x3 x4

]
=

[
f1 f2
f3 f4

]
[ f1, f3]

Figure 7. The square containingv1, v2, v3

Proof. Without loss in generality we can assumev3 =
[ x1 x2

x3 x4

]
. Thenv2 andv′2 cor-

respond to totally isotropic planeW,W′ in V∗, and by Remark1.14they correspond
to lines in a smooth quadric surface inP3.

There are two possibilities:

(i) The two lines intersects in one point, meaning that the corresponding totally
isotropic planes intersect along a one dimensional space〈 f1〉, and then by
Lemma1.12we can writev2 = [ f1, f2], v′2 = [ f1, f3] with

(
f1 f2
f3 ...

)
∈ O4.

(ii) The two lines belongs to the same ruling, and taking a third line in the other
ruling, which corresponds to a vertexv′′2 ∈ L(x1), we can apply twice the
previous observation: first tov2, v′′2 , and then tov′2, v

′′
2 . �

In the second case of the proposition, the verticesv1, v2, v3 are part of a unique
“big square” (see Figure3): This follows from Lemma1.11.

3.1.3. Negative curvature.As a consequence of our study of links we obtain:

Proposition 3.8. Let v ∈ C be a vertex. Then any (locally injective) loop in the
link L(v) has length at least 4. In particular the square complexC has non positive
local curvature.

Proof. By Remark3.1 we know that any loop has length at least 3; so we only
have to exclude loops of length 3. Clearly such a loop cannot exist in the link of a
vertex of type 2 or 3, since by Propositions3.6and3.7these are complete bipartite
graphs: Any loop inL(v) has even length for such a vertex. This leaves the case of
a vertex of type 1, and this was covered by Lemma3.5.

For the last assertion see [BH99, II.5.20 and II.5.24]. �

3.1.4. Faithfulness.As a side remark, we can show now that the action of Tame(SL2)
on the square complexC is faithful. In fact, we have the following more precise
result:

Lemma 3.9. The action ofTame(SL2) on the set of vertices of type 1 (resp. 2, resp.
3) ofC is faithful.

Proof. If g ∈ Tame(SL2) acts trivially on vertices of type 3, then by unicity of the
middle point of a segment in a CAT(0) space, it also acts trivially on vertices of
type 2.
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Similarly, if g ∈ Tame(SL2) acts trivially on vertices of type 2, then it also acts
trivially on vertices of type 1 (which are realized as middlepoint of vertices of type
3).

So it is sufficient to consider the case ofg ∈ Tame(SL2) acting trivially on
vertices of type 1. Sincex1, x2 andx1 + x2 are components of Tame(SL2), g must
act by homothety on each of these three lines. This implies that Tame(SL2) acts by
homothety on the plane Vect(x1, x2). Similarly, Tame(SL2) acts by homothety on
Vect(x2, x3) and Vect(x3, x4). Therefore, there exists a nonzero complex numberλ

such thatg = λ
( x1 x2

x3 x4

)
. Finally, sincex1 + x2

2 is a component of Tame(SL2), g acts
by homothety on the line Vect(x1 + x2

2). We getλ = 1 andg = id. �

3.2. Simple connectedness.

Proposition 3.10. The complexC is simply connected.

•

• ◦ •

•

γ(2i)=[ f ]=
[

f1 f2
f3 f4

]
[ f2, f4] γ(2i+2)=[e′◦ f ]

[ f3+ f4P( f2, f4), f4][ f3, f4]
[ f4]

γ(2i−2)=[e◦ f ]
[ f2+ f4Q( f3, f4), f4]

Figure 8. Initial situation around the maximal vertex [f ]

Proof. Let γ be a loop inC, we want to show that it is homotopic to a trivial loop.
Without loss in generality, we can assume that the image ofγ is contained in the
1-skeleton of the square complex, thatγ is locally injective, and thatγ(0) =

[ x1 x2
x3 x4

]

is the vertex of type 3 associated with the identity.
A priori (the image of)γ is a sequence of arbitrary edges. By Lemma3.2, we

can perform a homotopy to avoid each vertex of type 1. So now weassume that
vertices inγ are alternatively of type 2 and 3: Precisely for eachi, γ(2i) has type 3
andγ(2i + 1) has type 2.

For each vertexv = [ f ] of type 3 ofC, we define degv := deg f . This definition
is not ambiguous, since by Lemma1.2 we know that degv does not depend on
the choice of representativef . Let i be the greatest integer such that degγ(2i) =
maxj degγ(2 j). In particular, we have

degγ(2i + 2) < degγ(2i) and degγ(2i − 2) ≤ degγ(2i).

Let f =
(

f1 f2
f3 f4

)
be such thatγ(2i) = [ f ].

By Lemma2.6there exist generalized elementary automorphismse, e′ such that
γ(2i − 2) = [e◦ f ] andγ(2i + 2) = [e′ ◦ f ]. Observe that for any elementa ∈ O4 we
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have [f ] = [a◦ f ], [e◦ f ] = [a◦ e◦ a−1 ◦ a◦ f ] and [e′ ◦ f ] = [a◦ e′ ◦ a−1 ◦ a◦ f ].
In consequence, by Corollary1.15we can assume that

e′ =
(

x1+x2P(x2,x4) x2
x3+x4P(x2,x4) x4

)

ande is of one of the three forms given in the corollary.
Observe thate=

(
x1+x2Q(x2,x4) x2
x3+x4Q(x2,x4) x4

)
would contradict that the loop is locally injec-

tive, since the vertex of type 2 just after and just before [f ] would be [f2, f4]. The
casee =

(
x1 x2+x1Q(x1,x3)
x3 x4+x3Q(x1,x3)

)
is also impossible: SinceP is not constant, by Lemma

1.4we would get degf1 > deg f2, degf3 > deg f4 and finally dege◦ f > deg f , a
contradiction. So we are left with the third possibility

e=
(

x1+x3Q(x3,x4) x2+x4Q(x3,x4)
x3 x4

)
.

In particular the vertices of type 2 before and afterγ(2i) belong to a same square,
as shown on Figure8; and we are in the setting of Lemma1.7.

•

• ◦ •

•

[ f ]=
[

f1 f2
f3 f4

]
[ f2, f4] [e′◦ f ]=

[
f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4

]

[ f3+ f4P( f2, f4), f4][ f3, f4]
[ f4]

[e◦ f ]=
[

f1+ f3Q( f4) f2+ f4Q( f4)
f3 f4

]

[ f2+ f4Q( f4), f4] [e◦ e′ ◦ f ] = [e′′ ◦ e◦ f ]

=
[

... f2+ f4Q( f4)
f3+ f4P( f2, f4) f4

]

Figure 9. Local homotopy in Case (1):Q ∈ C[ f4].

•

• ◦ •

•

[ f ]=
[

f1 f2
f3 f4

]
[ f2, f4] [e′◦ f ]

[ f3+ f4P( f4), f4][ f3, f4]
[ f4]

[e◦ f ]
[ f2+ f4Q( f3, f4), f4]

[
... f2+ f4Q( f3, f4)

f3+ f4P( f4) f4

]

Figure 10. Local homotopy in Case (2):P ∈ C[ f4].
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•

• ◦ •

•
•

[ f ] [ f2, f4] [e′◦ f ]=
[

f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4

]

[ f3+ f4P( f2, f4), f4]
[ f3, f4] [ f4]

[e◦ f ]=
[

f1+ f3Q( f3, f4) f2+ f4Q( f3, f4)
f3 f4

]

[ f2+ f4Q( f3, f4), f4]

[ẽ◦ f ]

[ f2+ f4R( f4), f4][ẽ◦e′◦ f ]=
[

... f2+ f4R( f4)
f3+ f4P( f2, f4) f4

]

Figure 11. Local homotopy in Case (3)

•

• ◦ •

•
•

[ f ] [ f2, f4] [e′◦ f ]

[ f3+ f4P( f2, f4), f4]
[ f3, f4] [ f4]

[e◦ f ]
[ f2+ f4Q( f3, f4), f4]

[
... f2+ f4Q( f3, f4)

f3+ f4R( f4) f4

]

[ f3+ f4R( f4), f4]

[e′′◦ f ]

Figure 12. Local homotopy in Case (4)

In each one of the four cases of Lemma1.7, we now explain how to perform a
local homotopy around [f4] such that the path avoids the vertex of maximal degree
γ(2i).

Consider first Case (1), that isQ ∈ C[x4] (see Figure9). Then e ◦ e′ =(
... x2+x4Q(x4)

x3+x4P(x2,x4) x4

)
. Remark thate◦ e′ = e′′ ◦ e, where

e′′ =
(

... x2
x3+x4P(x2−x4Q(x4),x4) x4

)

is elementary. Thus we can make a local homotopy in a 2×2 grid around [f4] such
that the new path goes through [e◦e′ ◦ f ] instead of [f ]. Since deg(f2+ f4Q( f4)) ≤
deg f2, we have dege◦ e′ ◦ f ≤ dege′ ◦ f . Recall also that dege′ ◦ f < deg f . So
we get

deg[e◦ e′ ◦ f ] ≤ deg[e′ ◦ f ] < deg[f ].

Case (2) is analogous to Case (1) (see Figure10).
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Consider Case (3): see Figure11. There existsR(x4) ∈ C[x4] such that deg(f2 +
f4R( f4)) < deg f2. Setẽ=

(
x1+x3R(x4) x2+x4R(x4)

x3 x4

)
. We have:

ẽ◦ f =
(

f1+ f3R( f4) f2+ f4R( f4)
f3 f4

)
.

By LemmaA.8, the inequality deg(f2 + f4R( f4)) < deg f2 is equivalent to any of
the following ones: deg(f1 + f3R( f4)) < deg f1 and deg ˜e◦ f < deg f . So we get

deg[ẽ◦ f ] < deg[f ].

We conclude by applying Case (1) to the path from [˜e◦ f ] to [e′◦ f ] passing through
[ f ].

Case (4) is analogous to Case (3) (see Figure12).
The result follows by double induction on the maximal degreeand on the num-

ber of vertices realizing this maximal degree. �

We obtain the first part of TheoremA:

Corollary 3.11. C is aCAT(0) square complex.

Proof. Using Propositions3.8and3.10, this is a consequence of the Cartan-Hada-
mard Theorem: see [BH99, Theorem 5.4(4), p. 206]. �

3.3. Hyperbolicity. We investigate whether the complexC contains largen × n
grid, that is large isometrically embedded euclidean squares. We start with the
following result, that shows that 4× 4 grids do exist but are rather constrained.

Lemma 3.12. If N,S,E,W are polynomials in one variable, then we can construct
a 4×4 grid in C as depicted on Figure13. Moreover, up to the action ofTame(SL2),
any4× 4 grid in C centered on a vertex of type 3 is of this form.

Proof. Consider a 4× 4 grid centered on a vertex of type 3. By Lemma2.10, we
may assume that the 2× 2 subgrid with same center is the standard big square
(Figure3). By Lemma2.6 the upper central vertex of type 3 is of the form [f ]
where f is an elementary automorphism inE34, that is there exists a polynomial
N - for North - in C[x1, x2] such that f =

( x1 x2
x3+x1N(x1,x2) x4+x2N(x1,x2)

)
. Similarly

there exist elementary automorphisms of other types associated with polynomials
S,E,W, which a priori are polynomials in 2 variables, as depicted on Figure13.
But now the upper left square in Figure13exists if and onlyW or N is inC[x1]. Up
to exchangingx2 andx3 (that is up to conjugating by the transpose automorphism),
we can assumeW ∈ C[x1]. Then by using the same argument in the three other
corners we obtainS ∈ C[x3], E ∈ C[x4] andN ∈ C[x2]. �

Now we show that larger grids do not exist: In particular flat disks embedded in
C are uniformly bounded.

Proposition 3.13. The complexC does not contain any6 × 6 grid centered on a
vertex of type 1.
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◦ •

•

◦

•

◦•◦

• •

•

•

••

•

• [x1]

[x1,x2]

[x2]

[x2,x4]

[x4]

[x3,x4]

[x3]

[x1,x3] [ x1 x2
x3 x4

]

[
x1 x2+x1W

x3+x1N x4+x2N+x3W+x1NW

]
=

[
x1 f2

x3+x1N f4+ f2N

] [ x1 x2
x3+x1N(x2) x4+x2N(x2)

]

[
x1+x2E(x4) x2
x3+x4E(x4) x4

]

[
x1+x3S(x3) x2+x4S(x3)

x3 x4

]

[
x1 x2+x1W(x1)
x3 x4+x3W(x1)

]
=

[
x1 f2
x3 f4

]

Figure 13. 4× 4 grid associated with polynomialsN,S,W andE.

Proof. Suppose now that we have such a 6×6 grid. By Lemma3.12we can assume
that the lower right 4× 4 subgrid as the form given on Figure13. Then we would
have an upper left 4×4 subgrid centered on the vertex

[
x1 x2+x1W

x3+x1N x4+x2N+x3W+x1NW

]
. If

we denote
(

x1 f2
x3 f4

)
=

(
x1 x2+x1W(x1)
x3 x4+x3W(x1)

)
, then the center of the upper left 4× 4 subgrid

can be rewriten as
[

x1 f2
x3+x1N f4+ f2N

]
. Then again by Lemma3.12 we should have

N ∈ C[x1] or N ∈ C[ f2], in contradiction withN ∈ C[x2]. �

We obtain the last part of TheoremA:

Corollary 3.14. The complexC is hyperbolic.

Proof. Since the embedding of the 1-skeleton ofC into C is a quasi-isometry,
it is sufficient to prove that the 1-skeleton is hyperbolic (see [BH99, Theorem
III.H.1.9]). Considerx, y two vertices, and define the interval~x, y� to be the union
of all edge-path geodesics fromx to y. Then~x, y� embeds as a subcomplex of
Z2 ([AOS12, Theorem 3.5]). Since there is no large flat grid in the complex C, it
follows that the 1-skeleton ofC satisfies the “thin bigon criterion” for hyperbolicity
of graphs (see [Wis12, page 111], [Pap95]). �

4. Amalgamated product structures

There are several trees involved in the geometry of the complex C. We have
already encountered in§3.1.1the tree associated with the link of a vertex of type
1. We will see shortly in§4.2 that there are also trees associated with hyperplanes
in the complex, and also with the connected components of thecomplements of
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two families of hyperplanes. At the algebraic level this translates into amalga-
mated product structures for several subgroups of Tame(SL2): see Figure14 for a
diagramatic summary of the products studied in this section.

4.1. Stabilizer of [x1]. In this section we study in details the structure of Stab([x1]).
First we show that it admits a structure of amalgamated product. Then we describe
the two factors of the amalgam: the groupH1 in Proposition4.4andH2 in Propo-
sition 4.8. We will show in Lemma4.7 that H1 is itself the amalgamated product
of two of its subgroupsK1 andK2 (see Definition4.6) along their intersection. It
turns out thatH1 ∩ H2 = K2. Therefore, the amalgamated structure of Stab([x1])
given in Proposition4.1can be “simplified byK2”. This is Lemma4.9.

4.1.1. A first product. Recall from §3.1.1 that there is a mapπ from the link
L([x1]) to a simplicial tree. In this context it is natural to introduce the follow-
ing two subgroups of Stab([x1]):

• The stabilizerH1 of the fiber ofπ containing [id].
• The stabilizerH2 of the fiber ofπ containing [x1, x3].

Proposition 4.1. The groupStab([x1]) is the amalgamated product of H1 and H2

along their intersection:

Stab([x1]) = H1 ∗H1∩H2 H2.

Proof. Consider the action of Stab([x1]) on the image ofπ, which is a connected
tree by Lemma3.4. By Lemma3.3, a fundamental domain for this action is the
edgeA2(x2, x3), A1x3. By a classical result (e.g. [Ser77a, I.4.1, Th. 6, p. 48])
Stab([x1]) is the amalgamated product of the stabilizers of these twovertices along
their intersection: This is precisely our definition ofH1 andH2. �

4.1.2. Structure of H1. If R is a commutative ring, we put

B(R) =
( ∗ ∗

0 ∗
) ∩GL2(R) =

{(
a b
0 d

)
; a, d ∈ R∗, b ∈ R

}
.

For exampleB(C[x1]) =
{(

a b
0 d

)
, a, d ∈ C∗, b ∈ C[x1]

}
.

We also introduce the following three subgroups of GL2(C[x1]):

• The groupM1 of matrices
(

b 0
0 b−1

)
and

(
0 b

b−1 0

)
, b ∈ C∗;

• The groupM2 of matrices
(

b x1P(x1)
0 b−1

)
, b ∈ C∗, P ∈ C[x1];

• The groupM generated byM1 andM2.

The following result is classical (see [Ser77a, Theorem 6, p. 118]).

Theorem 4.2(Nagao). The groupGL2(C[x1]) is the amalgamated product of the
subgroupsGL2(C) and B(C[x1]) along their intersection B(C):

GL2(C[x1]) = GL2(C) ∗B(C) B(C[x1]).

SinceMi ∩ B(C) =
{(

b 0
0 b−1

)
, b ∈ C∗

}
is independent ofi, the following result is

a consequence of [Ser77a, Proposition 3, p. 14]:
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Corollary 4.3. The group M is the amalgamated product of M1 and M2 along their
intersection:

M = M1 ∗M1∩M2 M2.

Proposition 4.4. The group H1 is the set of automorphisms f=
(

f1 f2
f3 ...

)
such that

there exists a∈ C∗, A ∈ M and P1,P2 ∈ C[x1] satisfying:

f1 = ax1,
(

f2
f3

)
= A

( x2
x3

)
+

(
x1P1(x1)
x1P2(x1)

)
.

In particular H1 is generated by the matrices
(

ax1 bx2+x1P(x1) x3+x1Q(x1)
b−1x3 ...

)
, a, b ∈ C∗, P,Q ∈ C[x1] and τ =

( x1 x3
x2 x4

)
.

Proof. By definition, H1 is the set of elementsf =
(

f1 f2
f3 f4

)
of Stab([x1]) such that

( f2, f3) induces an affine automorphism ofA2
C(x1). By Corollary1.5, ( f2, f3) defines

an automorphism ofA2
C[x1]. The linear part of this automorphism corresponds to

the matrixA. The form of the translation part comes from the fact that anyelement
of Tame(SL2) is the restriction of an automorphism ofC4 fixing the origin.

Conversely, we must check that any elementf =
(

f1 f2
f3 f4

)
of the given form

defines an element of Tame(SL2). This follows from the definition ofM. �

The following lemma gives a condition under which the amalgamated structure
of a groupG = G1 ∗A G2 is extendable to a semi-direct productG⋊ϕ H.

Lemma 4.5. Let G = G1 ∗A G2 be an amalgamated product, where G1,G2 and
A are subgroups of G such that A= G1 ∩G2. Assume thatϕ : H → Aut G is an
action of a group H on G, which globally preserves the subgroups G1,G2 and A,
then we have:

G ⋊ H = (G1 ⋊ H) ∗A⋊H (G2 ⋊ H).

Proof. We may assume that all the groups involved in the statement are subgroups
of the groupK := G ⋊ H and thatH acts onG by conjugation, i.e.∀h ∈ H, ∀g ∈
G, ϕ(h)(g) = hgh−1. SetK1 = G1H, K2 = G2H andB = AH (sinceG1,G2 andA
are normalized byH, the setsK1,K2 andB are subgroups ofK).

We want to prove thatK = K1 ∗B K2.
For this, we must first check thatK is generated byK1 andK2. This is obvious.
Secondly, we must check that ifw = u1u2 . . .ur is a word such thatu1, . . . , ur

belong alternatively toK1 \ K2 andK2 \ K1, thenw , 1.
Assume by contradiction thatw = 1. For eachi, ui = gihi , wheregi belongs

to G1 ∪ G2 and hi belongs toH. If we set g′1 = g1, g′2 = h1g2h−1
1 , . . .g′r =

(h1 . . .hr−1)gr (h1 . . . hr−1)−1 and h = h1 . . . hr , then w = (g′1 . . . g
′
r )h. We have

g′1 . . .g
′
r = h−1 ∈ G ∩ H = {1}, so thatg′1 . . . g

′
r = 1. We have obtained a con-

tradiction. Indeedw′ := g′1 . . . g
′
r is a reduced expression ofG1 ∗A G2 (meaning

that theg′i alternatively belong toG1 \ G2 andG2 \ G1), so that we cannot have
w′ = 1. �

Definition 4.6. We introduce the following two subgroups ofH1:



THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 30

• The groupK1 of automorphisms of the form
( ax1 bx2+x1P(x1)

b−1x3+x1Q(x1) ...

)
or

( ax1 bx3+x1P(x1)
b−1x2+x1Q(x1) ...

)
, a, b ∈ C∗, P,Q ∈ C[x1];

• The groupK2 of automorphisms of the form
(

ax1 bx2+x1P(x1)x3+x1Q(x1)
b−1x3+x1R(x1) ...

)
, a, b ∈ C∗, P,Q,R∈ C[x1].

Lemma 4.7. The group H1 is the amalgamated product of K1 and K2 along their
intersection:

H1 = K1 ∗K1∩K2 K2.

Proof. SinceH1 is the semi-direct product ofG := {h =
(

h1 h2
h3 h4

)
∈ H1, h1 = x1}

andH := {
( ax1 x2

x3 a−1x4

)
, a ∈ C∗}, it is enough, by Lemma4.5, to show thatG is the

amalgamated product ofG1 := K1 ∩G andG2 := K2 ∩G along their intersection.
Now consider the normal subgroup ofG, whose elements are the “translations”:

T :=
{(

x1 x2+x1P(x1)
x3+x1Q(x1) ...

)
, P,Q ∈ C[x1]

}
.

Note thatG1 andG2 both containT. It is enough to show thatG/T is the amalga-
mated product ofG1/T andG2/T along their intersection.

This follows from Corollary4.3. Indeed, the natural isomorphism fromG/T to
M sendsGi/T to Mi. �

4.1.3. Structure of H2.

Proposition 4.8. The group H2 is the set of automorphisms of the form
( ax1 bx2+x1P(x1,x3)

b−1x3+x1Q(x1) ...

)
, a, b ∈ C∗, P ∈ C[x1, x3], Q ∈ C[x1].

Proof. The proof is analogous to the one of Proposition4.4. The elementf =(
f1 f2
f3 f4

)
of Stab([x1]) belongs toH2 if and only if ( f2, f3) induces a triangular au-

tomorphism ofA2
C(x1). This implies the existence ofa ∈ C∗, α, γ, δ ∈ C[x1] and

β ∈ C[x1, x3] such that

f1 = ax1, f2 = αx2 + β, f3 = γx3 + δ.

Since (f2, f3) defines an automorphism ofA2
C[x1], its Jacobian determinantαγ is a

nonzero complex number. This shows thatα andγ are nonzero complex numbers.
Replacingx1 by 0 in the equationf1 f4 − f2 f3 = x1x4 − x2x3, we get:

(αx2 + β(0, x3))(γx3 + δ(0)) = x2x3.

Therefore, there existsb ∈ C∗ such thatα = b, γ = b−1 and we haveβ(0, x3) =
δ(0) = 0. The proof follows. �

4.1.4. A simplified product.Finally we get the following alternative amalgamated
structure for Stab([x1]):

Proposition 4.9. The groupStab([x1]) is the amalgamated product of K1 and H2

along their intersection:

Stab([x1]) = K1 ∗K1∩H2 H2.
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Proof. First K1 andH2 clearly generate Stab([x1]).
Consider a wordw = a1b1 . . . arbr with ai ∈ K1 r H2 andbi ∈ H2 r K1. We

want to prove thatw is not the identity. Observe thatbi < H2rH1⇔ bi ∈ K2rK1.
Consider the lowesti (if any) such thatbi is in K2 r K1. Then consider the biggest
j ≥ i such that all consecutivebi+1, . . . , b j ∈ K2. Thena1b1a2 . . . a jb ja j+1 is in
H1 r K2. By iterating this process we rewritew as a word with letters inH1 r K2

andH2rH1, which is non trivial sinceH1 andH2 are amalgamated andH1rK2 =

H1 r H2. �

Alternatively, Lemma4.9 follows from the following remark. LetA, B1, B2 and
C be four groups and assume that we are given three morphisms ofgroups:C→ A,
C→ B1 andB1→ B2. Then, we have a natural isomorphism

(A ∗C B1) ∗B1 B2 ≃ A ∗C B2.

This isomorphism is a direct consequence of the universal property of the amalga-
mated product (e.g. [Ser77a, I.1.1]).

4.2. Product of trees. Following [BŚ99] we construct a product of trees in which
embeds the complexC.

Recall that ahyperplane in a CAT(0) cube complex is an equivalence class of
edges, for the equivalence relation generated by declaringtwo edges equivalent if
they are opposite edges of a same 2-dimensional cube. We identify a hyperplane
with its geometric realization as a convex subcomplex of thefirst barycentric sub-
division of the ambient complex: consider geodesic segments between the middle
points of any two edges in a given equivalence class. See [Wis12, §2.4] or [BŚ99,
§3] (where hyperplanes are named hyperspaces) for alternative equivalent defini-
tions.

In the case of the complexC, hyperplanes are 1-dimensionalCAT(0) cube com-
plexes, in other words they are trees. The action of STame(SL2) on the hyper-
planes ofC has two orbits, whose representatives are the two hyperplanes through
the center of the standard square. We call them horizontal orvertical hyperplanes,
in accordance with our convention for edges (see Definition2.2). We define the
vertical tree TV as follows. We call vertical region a connected components of
C minus all vertical hyperplanes. The vertices ofTV correspond to such vertical
regions, and we put an edge when two regions admit a common hyperplane in their
closures. Thehorizontal tree TH is defined similarly.

We denote byπV : C → TV andπH : C → TH the two natural projections. Any
elementf ∈ STame(SL2) induces an isometry onTV and onTH, which we denote
respectively byπV( f ) andπH( f ).

Lemma 4.10. Let f be an element inSTame(SL2). Then f is elliptic onC if and
only if f is elliptic on both factorsTV andTH.

Proof. If x ∈ C is fixed, thenπV(x) andπH(x) are fixed points for the induced
isometries on trees.
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Conversely, assume thatxV ∈ TV andxH ∈ TH are fixed points for the action of
f . Thenx = (xV, xH) ∈ TV × TH is a fixed point in the product of tree. Consider
d ≥ 0 the distance fromx to C, and considerB ⊆ C the set of points realizing
this distance. This is a bounded set (because the embeddingC ⊆ TV × TH is a
quasi-isometry), hence it admits a circumcenter which mustbe fixed byf . �

Lemma 4.11. Let f be an elliptic element inSTame(SL2). Then f is hyperelliptic
onC if and only if f is hyperelliptic on at least one of the factorsTV or TH.

Proof. Assumef hyperelliptic, and let (yi )i≥0 be a sequence of fixed points off ,
such that limi→∞ d(y0, yi) = ∞. Then one of the sequencesd(πV(y0), πV(yi)) or
d(πH(y0), πH(yi)) must also be unbounded.

Conversely, assume thatf is hyperelliptic on one of the factors, say onTV. Let
(zi) ∈ TV be an unbounded sequence of fixed points. Then for eachi, π−1

V (zi) ∩ C
is a non-empty convex subset invariant underf , in particular it contains a fixed
point yi of the elliptic isometry f . The sequence (yi ) is unbounded, hencef is
hyperelliptic. �

Thevertical elementary group EV is the stabilizer of the vertical region con-
taining [x1]. The vertical linear group LV is the stabilizer of the vertical region
containing [id]. We can similarly define horizontal groupsEH andLH, by consid-
ering the stabilizers of horizontal regions containing thesame vertices.

Proposition 4.12. The groupSTame(SL2) is the amalgamated product of EV and
LV along their intersection EV ∩ LV. The same result holds for EH and LH:

STame(SL2) = EV ∗EV∩LV LV = EH ∗EH∩LH LH .

Proof. An edge inTV corresponds to a vertical hyperplane. Since STame(SL2)
acts transitively on vertical hyperplanes, we obtain that STame(SL2) acts without
inversion with fundamental domain an edge on the treeTV. Hence STame(SL2)
is the amalgamated product of the stabilizers of the vertices of an edge, which is
exactly our definition ofEV andLV. �

We denote by SStab([x1]) the group Stab([x1]) ∩ STame(SL2). Remark that
Stab([x1, x2]) and Stab([x1, x3]) are already subgroups of STame(SL2).

Proposition 4.13. The group EV is the amalgamated product ofSStab([x1]) and
Stab([x1, x3]) along their intersectionStab([x1], [x1, x3]).

The group LV is the amalgamated product ofStab([x1, x2]) andSO4 along their
intersection.

Similar structures hold for EH and LH.

Proof. Let R be the vertical region containing [x1]. To prove the assertion for
EV, it is sufficient to show thatEV acts transitively on vertical edges contained
in R (clearly it acts without inversion). But this is clear, since STame(SL2) acts
transitively on vertical edges between vertices of type 1 and 2.

The proofs of the other assertions are similar. �

In turn, the groupEV ∩ LV admits a structure of amalgamated product.
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Proposition 4.14.The group EV∩LV is the amalgamated product of the stabilizers
of edgesStab([x1], [x1, x2]) andStab([x1, x3], [id]) along their intersection S .

Proof. The groupEV ∩ LV acts on the vertical hyperplane through the standard
square, which is a tree. Since STame(SL2) acts transitively on squares, the funda-
mental domain of the action is the standard square, andEV∩LV is the amalgamated
product of the stabilizers of the horizontal edges. �

On Figure14we try to represent all the amalgamated product structures that we
have found in this section. By a diagram of the form

G

A B

C

with the four edges of the same color we mean thatG is the amalgamated product
of its subgroupsA and B along their intersectionC = A ∩ B. For example, on
the left hand side of Figure14, we see that Stab([x1]) admits two structures of
amalgamated products:H1 ∗H1∩H2 H2 andK1 ∗K1∩H2 H2 (see Propositions4.1and
4.9).

We are now in position to prove that the groups Tameq(C4) and Tame(SL2) are
isomorphic. We use the following general lemma.

Lemma 4.15. Let G= A ∗A∩B B be an amalgamated product andϕ : G′ → G be a
morphism. Assume there exist subgroups A′, B′ in G′ such that G′ = 〈A′, B′〉 and
such thatϕ induces isomorphisms A′ ∼−−→ A, B′ ∼−−→ B and A′ ∩ B′ ∼−−→ A∩ B. Then
ϕ is an isomorphism.

Proof. By the universal property of the amalgamated product, the natural mor-
phismsψA : A → G′ andψB : B → G′ give us a morphismψ : G → G′ such that
ϕ ◦ ψ = idG. It is clear thatψ is an isomorphism, so thatϕ also. �

Recall that we have a natural morphism of restrictionρ : Autq(C4)→ Aut(SL2).
We denote byπ the induced morphism on Tameq(C4).

Proposition 4.16. The mapπ : Tameq(C4)→ Tame(SL2) is an isomorphism.

Proof. Clearly the group Tameq(C4) contains subgroups isomorphic (via the re-
striction map) toH2, K1, K2, E2

4 and O4. By Lemma4.15 applied to the vari-
ous amalgamated products showed in Figure14, we obtain the existence of sub-
groups in Tameq(C4) isomorphic to Stab([x1]), EV, LV and finally Tameq(C4) ≃
Tame(SL2). �

We recall that an elementf1 of C[SL2] is called a component if it can be com-
pleted to an elementf =

(
f1 f2
f3 f4

)
of Tame(SL2) (see§2.1). In the same way, an

element f1 of C[x1, x2, x3, x4] will be called a component if it can be completed
to an element of Tameq(C4). In the same spirit as Proposition4.16, we show the
following stronger result
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STame(SL2)

EV EH LV LH

SStab[x1] Stab[x1, x2]EV ∩ LV EH ∩ LHStab[x1, x3] SO4

Stab[x1], [x1, x2] Stab[x1], [x1, x3] Stab[x1, x3], [id] Stab[x1, x2], [id]

S

Stab[x1] ⊃

H1 H2

K1 K2 = H1 ∩ H2

K1 ∩ K2

Figure 14. Russian nesting amalgamated products
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Proposition 4.17. The canonical surjection

C[x1, x2, x3, x4] → C[SL2] = C[x1, x2, x3, x4]/(q− 1)

induces a bijection between the components ofC[x1, x2, x3, x4] and the components
ofC[SL2].

Proof. We can associate a square complexC̃ to the group Tameq(C4) in exactly
the same way we associated a complexC to Tame(SL2) in §2.1. The canonical
surjection, alias the restriction map, defines a continuousmap p: C̃ → C. One
would easily check thatp is a covering (the verification is local), so that the simple
connexity ofC (Proposition3.10) and the obvious connexity of̃C implies thatp is
a homeomorphism. In particular,p induces a bijection between vertices of type 1
of C̃ andC. Assume now thatu, v are two components ofC[x1, x2, x3, x4] such that
u ≡ v mod (q− 1). The vertices [u mod (q− 1)] and [v mod (q− 1)] of C being
equal, the vertices [u] and [v] of C̃ are also equal. This implies thatv = λu for some
nonzero complex numberλ. Sinceu andv induce the same (nonzero) function on
the quadric, we getλ = 1, i.e.u = v. �

5. Applications

In this section we apply the previous machinery to obtain twobasic results about
the group Tame(SL2): the linearizability of finite subgroups and the Tits alternative.

5.1. Linearizability. This section is devoted to the proof of TheoremB from the
introduction, which states that any finite subgroup of Tame(SL2) is linearizable.
This is a first nice application of the action of Tame(SL2) on the CAT(0) square
complexC.

The following lemma will be used several times in the proof. The idea comes
from [Fur83, Proposition 4]. In the statement and in the proof, we use thenatural
structure of vector space on the semi-group of applicationsof a vector spaceV,
given by (λ f + g)(v) = λ f (v) + g(v) for any f , g: V → V, λ ∈ C, v ∈ V.

Lemma 5.1. Let G be a group of transformations of a vector space V that admits
a semi-direct product structure G= M ⋊ L. Assume that M is stable by mean (i.e.
for any finite sequence m1, . . . ,mr in M, the mean1

r

∑r
1 mi is in M) and that L is

linear (i.e. L⊆ GL(V)). Then any finite subgroup in G is conjugate by an element
of M to a subgroup of L.

Proof. Consider the morphism of groups

ϕ : G = M ⋊ L→ L

g = m◦ ℓ 7→ ℓ

For anyg ∈ G we haveϕ(g)−1 ◦ g ∈ M. Given a finite groupΓ ⊆ G, define
m = 1

|Γ|
∑

g∈Γ ϕ(g)−1 ◦ g. By the mean property,m ∈ M. Then, for eachf ∈ Γ, we
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compute:

m◦ f =
1
|Γ|

∑

g∈Γ
ϕ(g)−1 ◦ g ◦ f

=
1
|Γ|

∑

g∈Γ
ϕ( f ) ◦ [ϕ( f )−1 ◦ ϕ(g)−1] ◦ g ◦ f

= ϕ( f ) ◦m.

HencemΓm−1 is equal toϕ(Γ), which is a subgroup ofL. �

As a first application, we solve the problem of linearizationfor finite subgroups
in the triangular group of Aut(Cn). Recall that f = ( f1, . . . , fn) ∈ Aut(Cn) is
triangular if for eachi, fi = ai xi + Pi wherePi ∈ C[xi+1, . . . , xn].

Corollary 5.2. LetΓ ⊆ Aut(Cn) be a finite group. Assume thatΓ lies in the trian-
gular group ofAut(Cn). ThenΓ is diagonalizable inside the triangular group.

Proof. Apply Lemma5.1by takingG the triangular group,L the group of diagonal
matrices andM the group of unipotent triangular automorphisms, that is with all
ai = 1. �

Proof of TheoremB. Let Γ be a finite subgroup of Tame(SL2). The circumcenter
of any orbit is a fixed point under the action ofΓ; thereforeΓ also fixes a vertex.
Up to conjugation, we may assume thatΓ fixes [id], [x1, x3] or [x1].

If Γ fixes [id], this means thatΓ is included into O4: There is nothing more to
prove.

If Γ fixes [x1, x3], recall that Stab([x1, x3]) = E2
4 ⋊ GL2 (Lemma2.3). We con-

clude by Lemma5.1, using the natural embedding Stab([x1, x3]) → Aut(C4).
Finally, assume thatΓ fixes [x1]. The group Stab([x1]) being the amalgamated

product of its two subgroupsK1 andH2 along their intersection (see Lemma4.9),
we may assume, up to conjugation in Stab([x1]), thatΓ is included intoK1 or H2

(e.g. [Ser77a, I.4.3, Th. 8, p. 53]).
By forgetting the fourth coordinate, the groupK1 may be identified to the sub-

groupK̃1 of Aut(A3) whose elements are of the form

(ax1, bx2+ax1P(x1), b−1x3+ax1Q(x1)) or (ax1, b
−1x3+ax1Q(x1), bx2+ax1P(x1)).

Then we can apply Lemma5.1, using the embedding̃K1→ Aut(C3) and the semi-
direct productK̃1 = M ⋊ L, where

M = {(x1, x2 + x1P(x1), x3 + x1Q(x1)) ; P,Q ∈ C[x1]} ;
L =

{(
ax1, bx2, b

−1x3

)
or

(
ax1, b

−1x3, bx2

)
; a, b ∈ C∗

}
.

Similarly, the groupH2 may be identified to the subgroup of triangular automor-
phisms of Aut(C3) whose elements are of the form

(x1, x3, x2) 7→
(
ax1, b

−1x3 + x1Q(x1), bx2 + x1P(x1, x3)
)
.

Then we can apply Corollary5.2. �
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5.2. Tits alternative. A group satisfies theTits alternative (resp. theweak Tits
alternative) if each of its subgroups (resp. finitely generated subgroups) H satisfies
the following alternative: EitherH is virtually solvable (i.e. contains a solvable
subgroup of finite index), orH contains a free subgroup of rank 2.

It is known that Aut(C2) satisfies the Tits alternative ([Lam01]), and that Bir(P2)
satisfies the weak Tits alternative ([Can11]). One common ingredient to obtain the
Tits alternative for Tame(SL2) or for Bir(P2) is the following result (see [Din12,
Lemma 5.5]) asserting that groups satisfying the Tits alternative are stable by ex-
tension:

Lemma 5.3. Assume that we have a short exact sequence of groups:

1→ A→ B→ C→ 1,

where A and C are virtually solvable (resp. satisfy the Tits alternative), then B is
also virtually solvable (resp. also satisfies the Tits alternative).

We shall also use the following elementary lemma about behaviour of solvability
under taking closure (for the Zariski topology).

Lemma 5.4. Let A⊇ B be subgroups ofSL2.

(1) We have[A : B] ≤ [A : B];
(2) We have D

(
A
)
⊆ D(A);

(3) If A is solvable, thenA also;
(4) If A is virtually solvable, thenA also.

Proof. (1) If [A : B] = +∞, there is nothing to show. If [A : B] is an integern,
there exist elementsa1, . . . , an of A such thatA =

⋃
i ai B. By taking the closure,

we obtainA =
⋃

i ai B and the result follows.
(2) Fix an elementa of A. For any elementb of A, the commutator [a, b] belongs

to the closureD(A) of the derived subgroup ofA. This remains true if we only
assume thatb belongs toA. Let us now fix an elementb of A. For any elementa of
A, we have [a, b] ∈ D(A). This remains true if we only assume thata belongs toA.

(3) There exists a sequence of subgroups of SL2 such that

A = A0 ⊇ A1 ⊇ · · · ⊇ An = {1} and D(Ai) ⊆ Ai+1 for eachi.

By the last point, we immediately obtain

A = A0 ⊇ A1 ⊇ · · · ⊇ An = {1} and D
(
Ai

)
⊆ Ai+1 for eachi.

(4) This is a direct consequence of points (1) and (3). �

We apply now the following general theorem by Ballmann andŚwi
‘
atkowski

[BŚ99, Theorem 2].

Theorem 5.5.Let X be an d-dimensional simply connected foldable cubicalcham-
ber complex of non-positive curvature andΓ ⊆ Aut(X) a subgroup. Suppose thatΓ
does not contain a free nonabelian subgroup acting freely onX. Then up to pass-
ing to a subgroup of finite index, there is a surjective homomorphism h: Γ → Zk

for some k∈ {0, . . . , d} such that the kernel∆ of h consists precisely of the elliptic
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elements ofΓ and, furthermore, precisely one of the following three possibilities
occurs:

(1) Γ fixes a point in X (then k= 0).
(2) k ≥ 1 and there is aΓ-invariant convex subset E⊆ X isometric to k-

dimensional Euclidean space such that∆ fixes E pointwise and such that
Γ/∆ acts on E as a cocompact lattice of translations. In particular, Γ fixes
each point of E(∞) ⊆ X(∞).

(3) Γ fixes a point of X(∞), but∆ does not fix a point in X. There is a sequence
(xm) in X which converges to a fixed point ofΓ in X(∞) and such that the
groups∆n := ∆ ∩ Stab(xn) form a strictly increasing filtration of∆, i.e.
∆n $ ∆n+1 and

⋃
∆n = ∆.

In our situation, the result translates as

Corollary 5.6. Let Γ ⊆ Tame(SL2) be a subgroup which does not contain a free
subgroup of rank 2, and consider the derived groupΓ′ = D(Γ). Then one of the
following possibilities occurs:

(1) Γ′ is elliptic.
(2) There is a morphism h: Γ′ → Z such that the kernel of h is elliptic or

parabolic.
(3) Γ′ is parabolic.

Proof. By Lemma2.1the complexC admits four orbits of vertices under the action
of STame(SL2), which are represented by the four vertices of the standardsquare.
This implies thatC is foldable. ThusC satisfies the hypothesis of Theorem5.5
with d = 2. Furthermore, since by Proposition3.13C does not contain a Euclidean
plane, we must havek = 1 in case (2). Now we review the proof of the theorem in
order to see where it was necessary to pass to a group of finite index. The argument
is to project the action ofΓ′ on each factor, and to use the classical fact that a group
that does not contain a free group of rank 2 and that acts on a tree is elliptic,
parabolic or loxodromic [PV91]. In the loxodromic case, in order to be sure that
the pair of ends is pointwise fixed, in general we need to take asubgroup of order
2. But in our caseΓ′ is a derived subgroup hence this condition is automatically
satisfied. �

Now we are essentially reduced to the study of elliptic and parabolic subgroups
in Tame(SL2).

Proposition 5.7. Let∆ ⊆ Tame(SL2) be an elliptic subgroup. Then∆ satisfies the
Tits alternative.

Proof. • If the globally fixed vertexv is of type 1, we may assume thatv = [x1].
The stabilizer Stab([x1]) of v is equal to the set of automorphismsf =

(
f1 f2
f3 f4

)

such thatf1 = ax1 for somea ∈ C∗. The natural morphism of groups:

Stab([x1]) → C∗,
(

ax1 f2
f3 f4

)
7→ a

is surjective. By Corollary1.5, its kernel is a subgroup of AutC(x1) C(x1)[x2, x3].
By [Lam01], AutC C[x2, x3] satisfies the Tits alternative, but the proof would be
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analogous for AutK K[x2, x3] for any field K of characteristic zero. Therefore,
Lemma5.3shows us that Stab([x1]), hence also∆, satisfies the Tits alternative.
• If the vertexv is of type 2, we may assume thatv = [x1, x3]. The stabi-

lizer Stab([x1, x3]) of v is equal to the set of automorphismsf =
(

f1 f2
f3 f4

)
such that

Vect(f1, f3) = Vect(x1, x3). By Lemma2.3, the natural morphism

Stab([x1, x3]) → Aut(Vect(x1, x3)) ≃ GL2,
(

f1 f2
f3 f4

)
7→ ( f1, f3)

is surjective, and its kernel is the groupE2
4. The group GL2 is linear, hence satisfies

the Tits alternative and the groupE2
4 is abelian. Therefore, by Lemma5.3the group

Stab([x1, x3]) satisfies the Tits alternative.
• If the vertexv is of type 3, we may assume thatv =

[ x1 x2
x3 x4

]
. The stabilizer ofv

is the orthogonal group O4, which is linear hence satisfies the Tits alternative.�

Proposition 5.8. Let∆ ⊆ Tame(SL2) be a parabolic subgroup. Then∆ is virtually
solvable.

Proof. The case of a parabolic subgroup∆ corresponds to Case (3) in Theorem5.5,
from which we keep the notations. We may assume that all points xm are vertices
of C (replacexm by one of the vertices of the cell containingxm). For eachm,
consider the geodesic segmentSm joining xm to xm+1. Let Um be the union of the
cells ofC intersectingSm. TakeS′m an edge-path geodesic segment ofC joining
xm to xm+1 included intoUm, such thatS′m ⊆ S′m+1 for all m. By considering the
sequences of vertices on the successiveS′m, we obtain a sequence of verticesyi ,
i ≥ 0 such that:

• The sequencexm is a subsequence ofyi ;
• For eachi ≥ 0, d(yi , yi+1) = 1.

For eachm≥ 0 we set

∆′m = ∆ ∩
⋂

i ≥m

Stab(yi ).

By construction the∆′m form an increasing filtration of∆. For 1≤ j ≤ 3, let X j

be the set of integersi such thatyi is a vertex of typej. One of the three following
cases is satisfied:

a) X1 andX3 are infinite;
b) X1 is infinite andX3 is finite;
c) X1 is finite andX3 is infinite.

In case a), there exists an infinite subsetA of N such that for alla ∈ A, the ver-
ticesya, ya+1, ya+2 are of type 1, 2, 3 respectively. Note that the group

⋂
a≤ i ≤ a+2

Stab(yi)

is conjugate to the group

S = Stab([x1]) ∩ Stab([x1, x2]) ∩ Stab([id]),

which is the stabilizer of the standard square. Recall from Lemma2.7that

S =
{(

ax1 b(x2+cx1)
b−1(x3+dx1) ...

)
, a, b, c, d ∈ C, ab, 0

}
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and so the second derived subgroup ofS is trivial: D2(S) = {1}. Therefore,
D2(∆′a) = {1} for eacha ∈ A and since∆ =

⋃
a∈A
∆′a, we getD2(∆) = 1.

In case b), changing the first vertex we may assume thatX3 = ∅, that the vertices
y2i of even indices are of type 2 and that the verticesy2i+1 of odd indices are of type
1. Note that the group

⋂
2a−1≤ i ≤2a+1

Stab(yi) is conjugate to the group

Ẽ2
4 = Stab([x1]) ∩ Stab([x1, x3]) ∩ Stab([x3]).

By Lemma2.6we have

Ẽ2
4 =

{(
ax1 b−1x2+ax1P(x1,x3)
bx3 a−1x4+bx3P(x1,x3)

)
; a, b ∈ C∗, P ∈ C[x1, x3]

}

and thusD2

(
Ẽ2

4

)
= {1}. Therefore∆′2a−1 = 1 and finallyD2(∆) = 1.

In case c), we may assume thatX1 = ∅, that the verticesy2i of even indices are
of type 2 and that the verticesy2i+1 of odd indices are of type 3. Note that the group⋂
2a≤ i ≤2a+2

Stab(yi) is conjugate to the group

Stab([x1, x2]) ∩ Stab([id])∩ Stab([x3, x4]) ≃ GL2 .

Up to passing again to the derived subgroup, we can assume that all ∆n are con-
jugate to subgroups of SL2, where SL2 is identified to a subgroup of SO4 via the
natural injection SL2 → SO4,

(
a b
c d

)
7→

(
a b
c d

)
· ( x1 x2

x3 x4

)
. Since SL2 satisfies the

Tits alternative, all∆n,which by hypothesis do not contain free subgroups of rank
2, are virtually solvable. By Lemma5.4, the Zariski closure∆n is again virtually
solvable.

If ∆n is finite for all n, since there is only a finite list of finite subgroups of SL2

which are not cyclic or binary dihedral, we conclude that all∆n are contained in
binary dihedral groups hence solvable of index at most 3.

Now if dim∆n ≥ 1 for n sufficiently large, then up to conjugacy∆n is contained
in the normalizer in SL2 of one of the group

T =
{(
λ 0
0 λ−1

)
, λ ∈ C∗

}

A =
{(

1 µ
0 1

)
, µ ∈ C

}

B =
{(
λ µ

0 λ−1

)
, λ ∈ C∗, µ ∈ C

}

We consider the normalizers of these groups in SL2. We haveU = NSL2(T)
where

U =
{(
λ 0
0 λ−1

)
, λ ∈ C∗

}
∪

{(
0 λ−1

λ 0

)
, λ ∈ C∗

}
.

andB = NSL2(A) = NSL2(B). SinceU andB are solvable of index 2, we conclude
that the same is true for∆n.

Finally in all cases∆ = ∪∆n is solvable of index at most 3. �

We are now ready to prove TheoremC from the introduction, that is the Tits
alternative for Tame(SL2).
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Proof of TheoremC. Let Γ be a subgroup of Tame(SL2), and assume thatΓ does
not contain a free subgroup of rank 2. We want to prove thatΓ is virtually solvable.
By Lemma5.3, without loss in generality we can replaceΓ by its derived subgroup.
By Corollary5.6we have a short exact sequence

1→ ∆→ Γ→ Zk → 1

with k = 0 or 1. By Lemma5.3, it is enough to prove that∆ is virtually solvable.
When∆ is elliptic the result follows from Proposition5.7, and when∆ is parabolic
this is Proposition5.8. �

6. Complements

In this section we first provide examples of hyperbolic or hyperelliptic elements
in Tame(SL2), and also an example of parabolic subgroup. Then we discusssev-
eral questions about the usual tame group of the affine space, the relation between
Autq(C4) and Aut(SL2), and finally the property of infinite transitivety.

6.1. Examples.

6.1.1. Hyperbolic elements.The following lemma allows us to produce some hy-
perbolic elements in Tame(SL2), which are very similar to generalized Hénon map-
ping onC2 from an algebraic point of view.

Lemma 6.1. Let P1, . . . ,Pr ∈ C[x2, x4] be polynomials of degree at least 2, and

a1, b1, . . . , ar , br ∈ C∗ be nonzero constants. Set gi =

(
b−1

i x2 ai x1+ai x2P(x2,x4)

−a−1
i x4 −bi x3−bi x4P(x2,x4)

)
.

Then the composition gr ◦ · · · ◦ g1 is a hyperbolic element ofTame(SL2).

Proof. We have

gi =

(
b−1

i x2 ai x1+ai x2P(x2,x4)

−a−1
i x4 −bi x3−bi x4P(x2,x4)

)
=

(
b−1

i x2 ai x1

−a−1
i x4 −bi x3

)
◦
(

x1+x2Pi(x2,x4) x2
x3+x4Pi(x2,x4) x4

)
.

Since
(

b−1
i x2 ai x1

−a−1
i x4 −bi x3

)
and

(
x1+x2Pi (x2,x4) x2
x3+x4Pi (x2,x4) x4

)
preserve respectively the edges [x1, x2], [id]

and [x2], [x2, x4], we get thatgi preserves the hyperplaneH associated with these
two edges (see Figure15).

Observe thatH is one-dimensional convex subcomplex of (the first barycentric
subdivision of)C, in particularH is a tree. By [BH99, II.6.2(4)], sinceH is
invariant undergi , the translation length ofgi onC is equal to the translation length
of its restrictiongi |H , which is 2. Indeed Stab(H) is the amalgamated product of
the stabilizers of the edges [x1, x2], [id] and [x2], [x2, x4], andgi is a word of length
2 in this product. Similarly,gr ◦· · ·◦g1 ∈ Stab(H) has length 2r in the amalgamated
product, hence is hyperbolic with translation length equalto 2r. �

The previous examples induce hyperbolic isometries on the vertical treeTV, but
they project as elliptic isometries on the factorTH. Here is an example which is
hyperbolic on both factors:
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◦ • ◦ • ◦

• • •

[x1] [ x1,x2] [x2] [x1+x2Pi ,x2] [x1+x2Pi ]

[x1,x3] [id] [x2,x4] [gi ] [x1+x2Pi ,x3+x4Pi ]

Figure 15. Part of the hyperplane associated with the edge [x2], [x2, x4]

◦ •

•

◦

•

◦•◦

• •

•

•

••

•

• [id]

[x2,x4]

[ f ]

[g−1][h]

[x3,x4] [x4]

[x1] [x2]

[x3−x3
4]

[x2−x3
4]

[x3]

Figure 16. Geodesic through [x1], g · [x1] = [x4] andg2 · [x1] = g · [x4].

Example 6.2. Consider the following automorphismg of Tame(SL2):

g =
(

x4+x3x2
1+x2x2

1+x5
1 x2+x3

1

x3+x3
1 x1

)
.

Its inverseg−1 is:

g−1 =

(
x4 x2−x3

4

x3−x3
4 x1−x5

4−x2
4(x2−x3

4)−(x3−x3
4)x2

4

)
.

The automorphismsg is hyperbolic, as a consequence of Lemma2.13: If we
compute the geodesic through [x1], g · [x1] and g2 · [x1] we find the segment
[x1], [x4], g · [x4] (see Figure16) on whichg acts as a translation of length 2

√
2.

6.1.2. Two classes of examples of hyperelliptic elements.Recall that an elliptic
element of Tame(SL2) is said to be hyperelliptic if Min(f ) is unbounded. In this
section we gives some examples of hyperelliptic elements.

Definition 6.3. We say that two numbersa, b ∈ C∗ areresonant if they satisfy a
relationapbq = 1 for somep, q ∈ Z r {0}. We say that a polynomialR ∈ C[x, y] is
resonant in a andb if R is not constant andabR(ax, by) = R(x, y).
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Remark 6.4. (1) A polynomial R is resonant ina and b if and only if it is
resonant ina−1 andb−1. On the other hand, the conditionR resonant ina
andb is not equivalent toR resonant inb anda.

(2) If R =
∑

r i, j xiy j , the conditionabR(ax, by) = R(x, y) is equivalent to the
implication r i, j , 0⇒ ai+1b j+1 = 1.

(3) There exist some polynomials that are not resonant ina and b for any
(a, b) ∈ (C∗)2 r {(1, 1)}. For instanceP(x, y) = x2 + x3 + y2 + y3 is such a
polynomial.

Lemma 6.5. If a, b ∈ C∗ are resonant, then f=
(

ax1 b−1x2

bx3 a−1x4

)
is hyperelliptic.

Proof. By Lemma2.12, to prove thatf is hyperelliptic it is sufficient to show thatf
commutes with some hyperbolic element. By assumption thereexist p, q ∈ Zr {0}
such thatapbq = 1. We can assume thatp, q have the same sign, by considering
τ fτ instead off if necessary, whereτ is the transpose automorphism. Moreover,
up to replacingf by f −1, hencea andb by their inverses, we can assumep, q ≥ 1.
We setg =

( −x2 −x1−x2P(x2,x4)
x4 x3+x4P(x2,x4)

)
, whereP ∈ C[x2, x4] is a polynomial of degree at

least 2 that is resonant inb anda. Denote

σ =
( −x3 x4
−x1 x2

)
, f̃ = σ f −1σ =

(
b−1x1 ax2

a−1x3 bx4

)
andg̃ = σgσ.

We compute

g ◦ f =
(
−b−1x2 −ax1−b−1x2P(b−1x2,a−1x4)
a−1x4 bx3+a−1x4P(b−1x2,a−1x4)

)
=

(
−b−1x2 −ax1−ax2P(x2,x4)
a−1x4 bx3+bx4P(x2,x4)

)
= f̃ ◦ g.

Conjugating this equality by the involutionσ we get g̃ ◦ f̃ −1 = f −1 ◦ g̃, hence
f ◦ g̃ = g̃ ◦ f̃ . Finally f commutes with ˜g ◦ g, which is hyperbolic by Lemma
6.1. �

Lemma 6.6. If a, b are roots of unity of the same order, then for any P(x1, x3) ∈
C[x1, x3] the elementary automorphism f=

(
a−1x1 bx2+bx1P(x1,x3)
b−1x3 ax4+ax3P(x1,x3)

)
is hyperelliptic.

Proof. There existm, n ≥ 2 such thatam = b andbn = a. We will use the observa-
tion that in Aut(A2

C
), with A2

C
= SpecC[x1, x3], the automorphisms (x3, x1 + xm

3 ) ◦
(x3, x1 + xn

3) and (a−1x1, b−1x3) commute.
By Lemma6.1, the following automorphisms are hyperbolic, because their pro-

jections onTH are hyperbolic:

g1 =
( x3 −x4

x1+xm
3 −x2−x4xm−1

3

)
, g2 =

( x3 −x4

x1+xn
3 −x2−x4xn−1

3

)
andg = g1 ◦ g2.

The projectionπH(g) is a hyperbolic isometry,πH( f ) is elliptic, andπH(g) and
πH( f ) commute. By Lemma2.12, Min πH( f ) is unbounded. We conclude by
Lemma4.11. �

Remark 6.7. We believe that any hyperelliptic automorphisms in Tame(SL2) is
conjugate to an automorphism of the form given in Lemmas6.5 or 6.6. However
we were not able to get an easy proof of that fact.
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6.1.3. An example of parabolic subgroup.We give an example of parabolic sub-
group in Tame(SL2), where most elements have infinite order. This is in contrast
with the situation of Aut(C2), where a parabolic subgroup is always a torsion group
(see [Lam01, Proposition 3.12]). Let

Hn =

{(
ax1 b−1x2

bx3 a−1x4

)
; a, b ∈ C∗, (ab)2n

= 1
}
.

As in the proof of Lemma6.5, we set

σ =
( −x3 x4
−x1 x2

)
, gn =

( −x2 −x1−x2Pn(x2,x4)
x4 x3+x4Pn(x2,x4)

)
, and g̃n = σgnσ =

( −x2 −x1+x2Pn(x4,x2)
x4 x3−x4Pn(x4,x2)

)

wherePn(x, y) = (xy)2n−1. Then we observe that forj < k, any elementh ∈ H j

commutes with ˜gk ◦ gk. On the other hand for anyk ≥ 1 and anyh ∈ (⋃
n≥0 Hn

)
r

Hk−1, g̃−1
k hg̃k is a non linear elementary automorphism. We set

ϕn = g̃n ◦ gn ◦ · · · ◦ g̃1 ◦ g1, ∆n = ϕ
−1
n Hnϕn and ∆ = ∪n≥0∆n.

Then∆ is a parabolic subgroup of Tame(SL2). Indeed by Lemma4.10it is suffi-
cient to prove that the isometry groupπV(∆) induced by∆ on the vertical treeTV

is parabolic. This is the case, since for eachn ≥ 1,ϕ−1
n · πV[id] is a fixed vertex for

πV(∆n), but not forπV(∆n+1), andd(πV[id], ϕ−1
n · πV[id]) = 4n goes to infinity with

n.

6.2. Further comments.

6.2.1. Tame group of the affine space.In Section2.5.1 we defined a simplicial
complex associated with the tame group ofKn. We now make a few comments on
this construction. We make the convention to callstandard simplex the simplex
associated with the vertices [x1], [x1, x2], . . . , [x1, . . . , xn].

First observe that we could make the same formal construction as in§2.5.1us-
ing the whole group Aut(Kn). But then it is not clear anymore that we obtain a
connected complex. More precisely, recall that ifX is a simplicial complex of di-
mensionn, we say thatX is gallery connectedif given any simplexesS, S′ of
maximal dimension inX, there exists a sequence of simplexes of maximal dimen-
sionS1 = S, . . . ,Sn = S′ such that for anyi = 1, . . . , n−1, the intersectionSi∩Si+1

is a face of dimensionn− 1 (see [BŚ99, p. 55]). Then the gallery connected com-
ponent of the standard simplex of the complex associated with Aut(Kn) is precisely
the complex associated to Tame(Kn). It is probable that the whole complex is not
connected, but it seems to be a difficult question.

We now focus on the caseK = C, n = 3. In the same vein as the above discus-
sion, observe that the Nagata automorphism

N = (x1 + 2x2(x2
2 − x1x3) + x3(x2

2 − x1x3)2, x2 + (x2
2 − x1x3), x3)

defines a simplex that shares the vertex [x3] with the standard simplex, but sinceN
is not tame these two simplexes are not in the same gallery connected component.
The question of the connectedness of the whole complex associated with Aut(C3)
is equivalent to the question whether Aut(C3) is generated by the affine group and
automorphisms preserving the variablex3.
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We denote byC′ the 2-dimensional simplicial complex associated with Tame(C3).
The standard simplex has vertices [x1], [x1, x2] and [id], and the stabilizers of these
vertices are respectively

Stab[x1] =
{
(ax1 + b, f , g); ( f , g) ∈ TameC[x1](SpecC[x2, x3])

}

Stab[x1, x2] =
{
(ax1 + bx2 + c, a′x1 + b′x2 + c′, dx3 + P(x1, x2))

}

Stab[x1, x2, x3] = A3.

By construction the group Tame(C3) acts on the complexC′ with fundamental
domain the standard simplex. To say that Tame(C3) is the amalgamated product
of the three stabilizers above along their pairwise intersection is equivalent to the
simple connectedness of the complex. This is precisely the content of the main
theorem of [Wri13], where the subgroups are denoted byH̃1, H2 andH3. Observe
that the proof of Wright relies on the understanding of the relations in the tame
group and so ultimately on the Shestakov-Umirbaev theory: This is similar to our
proof of Proposition3.10, which relies on an adapation of the Shestakov-Umirbaev
theory to the case of a quadric 3-fold.

Note that the naive thought according to which Tame(SL2) would be the amal-
gamated product of the four types of elementary groups is false. Indeed, ifP,Q are
non-constant polynomials ofC[x1], the two following elements belong to different
factors and they commute (this is similar to a remark made by J. Alev a long time
ago about Aut(C3), see [Ale95]):

(
x1 x2+x1P(x1)
x3 x4+x3P(x1)

)
,

( x1 x2
x3+x1Q(x1) x4+x2Q(x1)

)
.

On the other hand, it follows from our study in Section4 (see also Figure14) that
STame(SL2) is the amalgamated product of the four stabilizers of each vertex of the
standard square along their pairwise intersections: In view of the result of Wright,
this is another evidence that the groups Tame(C3) and Tame(SL2) are qualitatively
quite similar.

As mentioned at the end of [Wri13], there are basic open questions about the
complexC′: It is not clear ifC′ is contractible, or even if it is unbounded. In
view of what we proved about the complexC associated with Tame(SL2), a natural
question would be to ask ifC′ is CAT(0). It turns out that it is trivially not the case.
Indeed any triangular automorphism (x1, x2 + P(x1), x3 +Q(x1, x2)) can be written
in two ways as a product of elementary automorphisms:

(x1, x2 + P(x1), x3 + Q(x1, x2)) = (x1, x2 + P(x1), x3) ◦ (x1, x2, x3 + Q(x1, x2))

= (x1, x2, x3 + Q(x1, x2 − P(x1))) ◦ (x1, x2 + P(x1), x3).

This corresponds to a loop of length 4 in the link of [x1] (this is similar to the
situation in Figure9), and a necessary condition for a triangular complex to be
CAT(0) would be that each such loop has length at least 6. On the other hand,
it seems possible that the complexC′ is hyperbolic. Of course this question is
relevant only ifC′ is unbounded, but we believe this to be true.
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6.2.2. The restriction morphism.Recall that we have natural morphisms of restric-
tion:

π : Tameq(C4)→ Tame(SL2) and ρ : Autq(C4)→ Aut(SL2).

We have proved in Proposition4.16thatπ is an isomorphism. On the other hand,
we haveρ

((
x1 x2+x1(q−1)
x3 x4+x3(q−1)

))
= idSL2, so thatρ is not injective.

If follows from the next remark that the automorphism
(

x1 x2+x1(q−1)
x3 x4+x3(q−1)

)
of Autq(C4)

does not belong to Tameq(C4).

Remark 6.8. Any automorphismf =
(

x1 f2
x3 f4

)
of Tameq(C4) is of the form f =(

x1 x2+x1P(x1,x3)
x3 x4+x3P(x1,x3)

)
. This follows from TheoremA.1, that is, from the existence of

elementary reduction. Indeed, if a non linear automorphismf =
(

x1 f2
x3 f4

)
belongs

to Tameq(C4), by LemmaA.8 it necessarily admits an elementary reduction of the
form

(
x1 f2+x1P1(x1,x3)
x3 f4+x3P1(x1,x3

)
, which in turn admits an elementary reduction of the same

form. We can continue until we obtain a linear automorphism and this proves the
result.

Note that any automorphismf =
(

f1 f2
f3 f4

)
in Autq(C4) such thatf1 = x1 and

f3 = x3 is necessarily of the formf =
(

x1 x2+x1P
x3 x4+x3P

)
, whereP ∈ C[x1, x3, q]. Indeed,

sincex1 f4 − x3 f2 = q, there exists some polynomialP in C[x1, x2, x3, x4] such that
f2 = x2+x1Pand f4 = x4+x3P. The Jacobian condition det(∂ fi

∂xj
)i, j = 1 is equivalent

to δP = 0, whereδ is the locally nilpotent derivation ofC[x1, x2, x3, x4] given by
δ = x1∂x2 + x3∂x4. One could easily check that Kerδ = C[x1, x3, q]. Conversely,
for any elementP of C[x1, x3, q], it is clear that f =

(
x1 x2+x1P
x3 x4+x3P

)
is an element of

Autq(C4) whose inverse isf −1 =
(

x1 x2−x1P
x3 x4−x3P

)
.

If we takeP(x1, x3, q) = q, we obtain the famous Anick’s automorphism. Since
f3 actually depends onx4, Corollary1.5 above directly implies that this automor-
phism does not belong to Tame(SL2). However in restriction to SL2 the Anick’s
automorphism coincides with the linear (hence tame) automorphism

(
x1 x2+x1
x3 x4+x3

)
.

On the other hand there exist automorphisms in Autq(C4) whose restriction to
the quadricq = 1 does not coincide with the restriction of any automorphism
in Tame(SL2): see [LV13, §5] where it is proved that the following automorphism
is a concrete example:

( x1 x2
x3 x4

) 7→
( x1−x2(x1+x4) x2

x3+(x1−x4)(x1+x4)−x2(x1+x4)2 x4+x2(x1+x4)

)
.

Observe that for the Anick’s automorphism the degrees of thecomponents are
not the same when considered as elements ofC[x1, x2, x3, x4] or as elements of
C[SL2]. On the other hand it seems possible that in the case of an automorphism
f =

(
f1 f2
f3 f4

)
∈ Tame(SL2), equalities degfi = degC4 fi always hold for each compo-

nent fi. This is an interesting question, that we have not been able to solve. Let us
formulate it precisely. For any elementp ∈ O(SL2) := C[x1, x2, x3, x4]/〈q− 1〉, set

degp = min{degr, r ∈ p}.



THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 47

Note that degp = degp if and only if p = 0 or q does not divide the leading part
pw of p (see [LV13, §2.5]).

Question 6.9. If p is the component of an element of Tameq(C4), do we have
degp = degp?

Note that a positive answer to Question6.9would immediatly imply Proposition
4.16. Indeed, if f =

(
f1 f2
f3 f4

)
∈ Kerπ, there exists polynomialsgi such thatfi =

xi + (q− 1)gi . But if deg fi = deg fi , we getgi = 0, so thatfi = xi and f = id.
Another natural but probably difficult question about the morphismρ is the fol-

lowing:

Question 6.10.Is the mapρ : Autq(C4)→ Aut(SL2) surjective?

6.2.3. Infinite transitivity. As a final remark we check that STame(SL2) acts infin-
itely transitively on the quadric SL2, as a consequence of the results in [AFK+13].

Consider the locally nilpotent derivation∂ = x1∂x2+ x3∂x4 of the coordinate ring
O(SL2) = C[x1, x2, x3, x4]/〈q− 1〉. We have Ker∂ = C[x1, x3] and for any element
P of C[x1, x3], we have

exp(P∂) =
(

x1 x2+x1P
x3 x4+x2P

)
∈ STame(SL2).

Therefore, the setN of locally nilpotent derivations on SL2 which are conjugate in
STame(SL2) to such derivations is saturated in the sense of [AFK+13, Definition
2.1]. Furthermore, one could easily show that STame(SL2) is generated byN . In-
deed, it is clear that any elementary automorphism is the exponential of an element
of N . We leave as an exercise for the reader to check that SO4 is included into the
group generated byN . Finally, since STame(SL2) contains the group SL2, it acts
transitively on SL2, and we conclude by [AFK+13, Theorem 2.2].

Annex

In this annex we prove that on both groups Tame(SL2) and Tameq(C4) there
exists a good notion of elementary reduction, in the spirit of Shestakov-Umirbaev
and Kuroda theories. In the case of Tame(SL2) this was done in [LV13]. The
purpose of this annex is twofold: We propose a simplified version of the argument
in the case of Tame(SL2), and we establish a similar result for the group Tameq(C4).

A.1. Main result. In the sequelG denotes either the group Tameq(C4) or the
group Tame(SL2), since most of the statements hold without any change in both
settings.

Recall that we define thedegreeof a monomial ofC[x1, x2, x3, x4] by

degxi
1x j

2xk
3xl

4 = (i, j, k, l)

(
2 1 1 0
1 2 0 1
1 0 2 1
0 1 1 2

)
= (2i + j + k, i + 2 j + l, i + 2k+ l, j + k+ 2l) ∈ N4.

Then, by using the graded lexicographic order onN4, we define the degree of any
nonzero element ofC[x1, x2, x3, x4]: We first compare the sums of the coefficients
and, in case of a tie, apply the lexicographic order. For example, we have

deg(x1 + x2 + x3 + x4) = (2, 1, 1, 0), deg(x1x2 + x2
3) = (3, 3, 1, 1),
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degx1x4 = degx2x3 = degq = (2, 2, 2, 2).

By convention, we set deg 0= −∞, with −∞ smaller than any element ofN4. The
leading part of a polynomial

p =
∑

i, j,k,l

pi, j,k,l xi
1x j

2xk
3xl

4 ∈ C[x1, x2, x3, x4]

is denotedpw. Hence, we have

pw =
∑

degxi
1xj

2xk
3xl

4 = degp

pi, j,k,l xi
1x j

2xk
3xl

4.

Remark thatpw is not in general a monomial. For instance, we haveqw = q. We
define thedegree of an automorphismf =

(
f1 f2
f3 f4

)
to be

deg f = max
i

deg fi ∈ N4.

We have similar definitions in the case of Tame(SL2), where the degree onC[SL2],
also noted deg, is defined by considering minimum over all representatives.

An elementary automorphismis an element ofG of the form

e= u
(

x1 x2+x1P(x1,x3)
x3 x4+x3P(x1,x3)

)
u−1

whereu ∈ V4, P ∈ C[x1, x3]. We say thatf ∈ G admits anelementary reduction
if there exists an elementary automorphismesuch that dege◦ f < deg f . We denote
byA the set of elements ofG that admit a sequence of elementary reductions to an
element of O4. The main result of this annex is then:

Theorem A.1. Any non-linear element of G admits an elementary reduction,that
is we have the equality G= A.

A.2. Minorations. The following result is a close analogue of [Kur10, Lemma
3.3(i)] and is taken from [LV13, §3].

Minoration A.2. Let f1, f2 ∈ C[SL2] be algebraically independent and let R( f1, f2)
be an element ofC[ f1, f2]. Assume that R( f1, f2) < C[ f2] and f1w < C[ f2w]. Then

deg(f2R( f1, f2)) > deg f1.

In this subsection we establish the following analogous minoration in the context
of G = Tameq(C4).

Minoration A.3. Let ( f1, f2) ∈ C[x1, x2, x3, x4]2 be part of an automorphism of
C4 and let R( f1, f2) be an element ofC[ f1, f2]. Assume that R( f1, f2) < C[ f2] and
f1w < C[ f2w]. Then

deg(f2R( f1, f2)) > deg f1.

We say that (f1, f2) ∈ C[x1, x2, x3, x4]2 is part of an automorphism of C4, if
there exists (f3, f4) ∈ C[x1, x2, x3, x4]2 such that (f1, f2, f3, f4) is an automorphism
of C4.

We follow the proof of MinorationA.2 given in [LV13, §3]. The only non-trivial
modification lies in LemmaA.5 below, but for the convenience of the reader we
give the full detail of the arguments.
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A.2.1. Generic degree.Given f1, f2 ∈ C[x1, x2, x3, x4] r {0}, consider

R=
∑

Ri, jX
i
1X j

2 ∈ C[X1,X2]

a non-zero polynomial in two variables. Generically (on thecoefficientsRi, j of R),
degR( f1, f2) coincides with gdegR where gdeg (standing forgeneric degree) is
the weighted degree onC[X1,X2] defined by

gdegXi = deg fi ∈ N4,

again with the graded lexicographic order. Namely we have

R( f1, f2) = Rgen( f1, f2) + LDT( f1, f2)

where
Rgen( f1, f2) =

∑

gdegXi
1X j

2 = gdegR

Ri, j f
i
1 f j

2

is the leading part ofR with respect to the generic degree andLDT represents the
Lower (generic) Degree Terms. One has

degLDT( f1, f2) < degRgen( f1, f2) = gdegR= degR( f1, f2)

unless Rgen( f1w, f2w) = 0, in which case the degree falls: degR( f1, f2) < gdegR.
Let us focus on the conditionRgen( f1w, f2w) = 0. Of course this can happen only

if f1w and f2w are algebraically dependent. Remark that the ideal

I = {S ∈ C[X1,X2]; S( f1
w, f2

w) = 0}
must then be principal, prime and generated by a gdeg-homogeneous polynomial.
The only possibility is thatI = (Xs1

1 − λXs2
2 ) whereλ ∈ C∗, s1 deg f1 = s2 deg f2

ands1, s2 are coprime. To sum up, in the case wheref1w and f2w are algebraically
dependent one has

degR( f1, f2) < gdegR ⇔ Rgen( f1
w, f2

w) = 0 ⇔ Rgen ∈ (H) (1)

whereH = Xs1
1 − λXs2

2 .

A.2.2. Pseudo-Jacobians.If f1, f2, f3, f4 are polynomials inC[x1, x2, x3, x4], we
denote by Jac(f1, f2, f3, f4) the Jacobian determinant, i.e. the determinant of the
Jacobian 4× 4- matrix (∂ fi

∂xj
). Then we define thepseudo-Jacobianof f1, f2, f3 by

the formula
j( f1, f2, f3) := Jac(q, f1, f2, f3).

Lemma A.4. Assume f1, f2, f3 ∈ C[x1, x2, x3, x4]. Then

deg j(f1, f2, f3) ≤ deg f1 + deg f2 + deg f3 − (2, 2, 2, 2).

Proof. An easy computation shows the following inequality:

deg Jac(f1, f2, f3, f4) ≤
∑

i

deg fi −
∑

i

degxi =
∑

i

deg fi − (4, 4, 4, 4).
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Recalling the definitions of j and deg we obtain:

deg j(f1, f2, f3) = deg Jac(q, f1, f2, f3)

≤ degq+
∑

i

deg fi − (4, 4, 4, 4) =
∑

i

deg fi − (2, 2, 2, 2). �

We shall essentially use those pseudo-Jacobians withf1 = x1, x2, x3 or x4.
Therefore we introduce the notation jk(·, ·) := j(xk, ·, ·) for all k = 1, 2, 3, 4. The
inequality from LemmaA.4 gives

deg jk( f1, f2) ≤ deg f1 + deg f2 + degxk − (2, 2, 2, 2)

from which we deduce

deg jk( f1, f2) < deg f1 + deg f2, ∀ k = 1, 2, 3, 4. (2)

We shall also need the following observation.

Lemma A.5. If ( f1, f2) is part of an automorphism ofC4, then the elementsjk( f1, f2),
k = 1, . . . , 4, are not simultaneously zero, i.e.maxk deg jk( f1, f2) , −∞ or, equiva-
lently,

max
k

deg jk( f1, f2) ∈ N4.

Proof. Assume that j(xk, f1, f2) = 0 for eachk. This means that the elements
q, f1, f2 are algebraically dependent. But, since (f1, f2) is part of an automorphism
of C4, the ringC[ f1, f2] is algebraically closed inC[x1, x2, x3, x4] (indeed, there ex-
ists an automorphism of the algebraC[x1, x2, x3, x4] sendingC[ f1, f2] to C[x1, x2]).
Therefore, there exists a polynomialR such thatq = R( f1, f2). Let us prove that
this is impossible. Indeed, we may assume thatf1 and f2 do not have constant
terms. Letl1 and l2 be their linear parts. WriteR =

∑
i, j Ri, jXiY j. It is clear that

R0,0 = 0 (look at the constant term) and thatR1,0 = R0,1 = 0 (look at the linear
part and use the fact thatl1, l2 are linearly independent). Therefore, looking at the
quadratic part, we get

q = R2,0 l21 + R1,1 l1l2 + R0,2 l22.

We get a contradiction since the rank of the quadratic formq is 4 and the rank of
the quadratic form on the right is at most 2. �

A.2.3. The parachute.In this paragraph (f1, f2) ∈ C[x1, x2, x3, x4]2 is part of an
automorphism ofC4, and we setdi := deg fi ∈ N4. We define theparachute of
f1, f2 to be

∇( f1, f2) = d1 + d2 −max
k

deg jk( f1, f2).

By LemmaA.5, we get∇( f1, f2) ≤ d1 + d2.

Lemma A.6. Assumedeg∂nR
∂Xn

2
( f1, f2) coincides with the generic degreegdeg∂

nR
∂Xn

2
.

Then
d2 · degX2

R− n∇( f1, f2) < degR( f1, f2).
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Proof. As already remarked Jac, j and now jk as well areC-derivations in each of
their entries. We may then apply the chain rule on jk( f1, ·) evaluated inR( f1, f2):

∂R
∂X2

( f1, f2) jk( f1, f2) = jk( f1,R( f1, f2)).

Now taking the degree and applying inequality (2) (with R( f1, f2) instead of f2),
we obtain

deg
∂R
∂X2

( f1, f2) + deg jk( f1, f2) < d1 + degR( f1, f2).

We deduce

deg
∂R
∂X2

( f1, f2) + d2 − (d1 + d2 −max
k

deg jk( f1, f2)
︸                             ︷︷                             ︸

=∇( f1, f2)

) < degR( f1, f2).

By induction, for anyn ≥ 1 we have

deg
∂nR
∂Xn

2

( f1, f2) + nd2 − n∇( f1, f2) < degR( f1, f2) .

Now if the integern is as given in the statement one gets:

deg
∂nR
∂Xn

2

( f1, f2) = gdeg
∂nR
∂Xn

2

≥ d2·degX2

∂nR
∂Xn

2

= d2·(degX2
R−n) = d2·degX2

R−d2n

which, together with the previous inequality, gives the result. �

Lemma A.7. Let H be the generating relation between f1
w and f2w as in the

equivalence (1) and let n∈ N be such that Rgen ∈ (Hn) \ (Hn+1). Then n fulfills the
assumption of LemmaA.6, i.e.

deg
∂nR
∂Xn

2

( f1, f2) = gdeg
∂nR
∂Xn

2

.

Proof. It suffices to remark that
(
∂R
∂X2

)
gen
=

∂Rgen

∂X2
and thatRgen ∈ (Hn) r (Hn+1)

implies
∂Rgen

∂X2
∈ (Hn−1) r (Hn). One concludes by induction. �

Remark that, by definition ofn in LemmaA.7 above, we have:

degX2
R≥ degX2

Rgen≥ ns2.

Together with LemmaA.6 and recalling thats1d1 = s2d2, this gives:

d1ns1 − n∇( f1, f2) < degR( f1, f2). (3)
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A.2.4. Proof of MinorationA.3.
Let n be as in LemmaA.7. If n = 0, then degR( f1, f2) = gdegR≥ deg f1 by the

assumptionR( f1, f2) < C[ f2] and then deg(f2R( f1, f2)) ≥ deg f2 + deg f1 > deg f1
as wanted.

If n ≥ 1 then, by (3),

d1s1 − ∇( f1, f2) < degR( f1, f2)

and, since∇( f1, f2) ≤ d1 + d2,

d1s1 − d1 − d2 < degR( f1, f2).

We obtain

d1(s1 − 1) < degR( f1, f2) + d2 = deg(f2R( f1, f2)).

The assumptionf1w < C[ f2w] forbids s1 to be equal to one, hence we get the
desired minoration. �

A.3. Proof of the main result. In this subsection, we prove TheoremA.1. We
need the two following easy lemmas.

Lemma A.8. Let f =
(

f1 f2
f3 f4

)
∈ G. If e∈ E1

3 and e◦ f =
(

f ′1 f2
f ′3 f4

)
, then

dege◦ f∢deg f ⇐⇒ deg f ′1∢deg f1⇐⇒ deg f ′3∢deg f3

for any relation∢ among<, >, ≤, ≥ and=.

Proof. We havee =
(

x1+x2P(x2,x4) x2
x3+x4P(x2,x4) x4

)
whereP is non-constant. We first prove the

equivalence for∢ equal to<. One hasf1 f4 − f2 f3 = q and the polynomialsfi are
not linear hence the leading parts must cancel one another:f1w f4w− f2w f3w = 0. It
follows: degf1+deg f4 = deg f2+deg f3. Similarly degf ′1+deg f4 = deg f2+deg f ′3.
So we obtain

deg f1 − deg f ′1 = deg f3 − deg f ′3.

Assume dege◦ f < deg f . Thus degf = max(degf1, deg f3), hence

max(degf ′1, deg f ′3) ≤ dege◦ f < deg f = max(degf1, deg f3),

which implies degf ′1 < deg f1 and degf ′3 < deg f3.
Conversely if one of the inequalities degf ′1 < deg f1 or degf ′3 < deg f3 is satis-

fied then both are satisfied, and this implies degf2 < deg f2P( f2, f4) = deg f1 and
similarly degf4 < deg f3. Hence dege◦ f < deg f .

We have proved the equivalence for∢ equal to<. Sincef = e−1◦ (e◦ f ), we also
obtain the equivalence for∢ equal to>. The equivalences for the three remaining
symbols=,≤,≥ follow. �

Lemma A.9. Any element of G can be written under the form

f = eℓ ◦ eℓ−1 ◦ · · · ◦ e1 ◦ a,

where the elements ei are elementary and a belongs toO4.



THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 53

Proof. Observe that any element of SO4 is a composition of (linear) elementary
automorphisms. Since both STame(SL2) and STameq(C4) are generated by SO4
and the elementary automorphisms, it follows that any element of these two groups
may be written

f = eℓ ◦ eℓ−1 ◦ · · · ◦ e1,

where the automorphismsei are elementary. The result follows. �

Since the setA obviously contains O4, the following proposition joined to
LemmaA.9 directly implies TheoremA.1.

Proposition A.10. If f ∈ A and e is an elementary automorphism, then e◦ f ∈ A.

In the rest of this section we prove the proposition by induction ond := deg f ∈
N4.

If d = (2, 1, 1, 0), that is if f ∈ O4, then either dege◦ f = d and againe◦ f ∈
O4 ⊂ A, or dege◦ f > d ande◦ f admits an obvious elementary reduction to an
element of O4, by composing bye−1.

Now we assumed > (2, 1, 1, 0), we setA< d := {g ∈ A; degg < d} and we
assume the following:

Induction Hypothesis. If g ∈ A<d and if e is elementary, then e◦ g ∈ A.

We pick f ∈ A such that degf = d, an elementary automorphisme, and we
must prove thate◦ f ∈ A.

If dege◦ f > deg f , this is clear, so we now assume that dege◦ f ≤ deg f .
Since f ∈ A, there exists an elementary automorphisme′ such that dege′◦ f < d

ande′ ◦ f ∈ A, i.e. e′ ◦ f ∈ A<d.

List of Cases A.11.Up to conjugacy by an element of V4, we may assume that:

e′ =
(

x1+x2P(x2,x4) x2
x3+x4P(x2,x4) x4

)

and that one of the three following assertions is satisfied:

(1) e ∈ E1
3, i.e. e=

(
x1+x2Q(x2,x4) x2
x3+x4Q(x2,x4) x4

)
for some polynomialQ;

(2) e ∈ E2
4, i.e. e=

(
x1 x2+x1Q(x1,x3)
x3 x4+x3Q(x1,x3)

)
for some polynomialQ;

(3) e ∈ E12, i.e. e=
(

x1+x3Q(x3,x4) x2+x4Q(x3,x4)
x3 x4

)
for some polynomialQ.

Indeed, the fourth case whereewould belong toE34 is conjugate to the third one.

The first two cases are easy to handle.

Case (1).e ∈ E1
3.

Sincee′ ◦ f ∈ A<d ande◦ e′−1 ∈ E1
3, the Induction Hypothesis directly shows

us that (e◦ e′−1) ◦ (e′ ◦ f ) = e◦ f belongs toA.

Case (2).e ∈ E2
4.

We havee′ ◦ f =
(

f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4

)
ande◦ f =

(
f1 f2+ f1Q( f1, f3)
f3 f4+ f3Q( f1, f3)

)
.
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By Lemma1.2 (1), the polynomialP( f2, f4) is non-constant, since otherwise we
would get dege′ ◦ f = deg f . By LemmaA.8, the inequality dege′ ◦ f < deg f
is equivalent to deg(f1 + f2P( f2, f4)) < deg f1, so that degf1 = deg(f2P( f2, f4)) >
deg f2. But then, deg(f2 + f1Q( f1, f3)) > deg f2, so that LemmaA.8 gives us
dege◦ f > deg f , a contradiction.

Case (3).e ∈ E12.
We are in the setting of the following lemma, where Minoration A.2-A.3 makes

reference either to MinorationA.2 whenG = Tame(SL2) or to MinorationA.3
whenG = Tameq(C4).

Lemma A.12. Let f ∈ G, and assume that

e′ ◦ f =
(

f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4

)
and e◦ f =

(
f1+ f3Q( f3, f4) f2+ f4Q( f3, f4)

f3 f4

)
,

with dege′ ◦ f < deg f anddege◦ f ≤ deg f . Then MinorationA.2-A.3does not
apply to either P( f2, f4) or Q( f3, f4).

Proof. If Minoration A.2-A.3 applies to bothP( f2, f4) and Q( f3, f4), we would
obtain the following contradictory sequence of inequalities:

deg f2 < deg(f4P( f2, f4)) (MinorationA.2-A.3 applied toP);

deg(f4P( f2, f4)) = deg f3 (dege′ ◦ f < deg f );

deg f3 < deg(f4Q( f3, f4)) (MinorationA.2-A.3 applied toQ);

deg(f4Q( f3, f4)) ≤ deg f2 (dege◦ f ≤ deg f ). �

We conclude the proof of PropositionA.10 with the following lemma.

Lemma A.13. If Minoration A.2-A.3does not apply to either P( f2, f4) or Q( f3, f4),
i.e. if one of the four following assertions is satisfied

(i) Q( f3, f4) ∈ C[ f4]; (ii) f2
w ∈ C[ f4

w]; (iii) P ( f2, f4) ∈ C[ f4]; (iv) f3
w ∈ C[ f4

w],

then e◦ f ∈ A.

Proof. (i) AssumeQ( f3, f4) = Q( f4) ∈ C[ f4].
Sincee′ ◦ f ∈ A<d and e is elementary, the Induction Hypothesis gives us

e◦ e′ ◦ f ∈ A.
Note thate ◦ e′−1 ◦ e−1 belongs toE1

3. Therefore, it is enough to show that
e◦ e′ ◦ f ∈ A< d. Indeed, a new implication of the induction hypothesis willthen
prove that (e◦ e′−1 ◦ e−1) ◦ (e◦ e′ ◦ f ) = e◦ f belongs toA.

However, we have dege◦ f ≤ deg f , so that by applying two times LemmaA.8,
we successively get deg(f2+ f4Q( f4)) ≤ deg f2 and then dege◦ e′ ◦ f ≤ dege′ ◦ f .
Since dege′ ◦ f < deg f , we are done.

(ii) Assume f2w ∈ C[ f4w].
Then there exists̃Q( f4) ∈ C[ f4] such that deg(f2 + f4Q̃( f4)) < deg f2. We take

ẽ =
(

x1+x3Q̃(x4) x2+x4Q̃(x4)
x3 x4

)
, and we have ˜e◦ f ∈ A by case (i). Thus ˜e◦ f ∈ A< d.

Sincee◦ ẽ−1 ∈ E12, the Induction Hypothesis shows us that (e◦ ẽ−1)◦ (ẽ◦ f ) = e◦ f
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belongs toA.

(iii) AssumeP( f2, f4) = P( f4) ∈ C[ f4].
Note thate′ ◦ e ◦ e′−1 belongs toE12. By the Induction Hypothesis, we get

(e′ ◦ e◦ e′−1) ◦ (e′ ◦ f ) = e′ ◦ e◦ f ∈ A. If we can prove dege′ ◦ e◦ f < deg f then
we can use the Induction Hypothesis again to obtain thate′−1◦(e′◦e◦ f ) = e◦ f ∈ A.

We argue as in case (i). We have dege′ ◦ f < deg f , so that by applying
two times LemmaA.8, we successively get deg(f3 + f4P( f4)) < deg f3 and then
dege′ ◦ e◦ f < dege◦ f . Since dege◦ f ≤ deg f , we are done.

(iv) Finally assumef3w ∈ C[ f4w].
There existsP̃( f4) ∈ C[ f4] such that deg(f3 + f4P̃( f4)) < deg f3. We takeẽ =(

x1+x2P̃(x4) x2

x3+x4P̃(x4) x4

)
, and we have ˜e◦ f ∈ A by the easy first case of List of CasesA.11.

Thus ẽ ◦ f ∈ A<d. Therefore, we may replacee′ by ẽ and then we conclude by
case (iii). �
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