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#### Abstract

Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$, with $\mathrm{d} f_{O}$ diagonalizable. We prove that, under certain arithmetic conditions on the eigenvalues of $\mathrm{d} f_{O}$ and some restrictions on the resonances, $f$ is locally holomorphically linearizable if and only if there exists a particular $f$-invariant complex manifold. Most of the classical linearization results can be obtained as corollaries of our result.


## 1. Introduction

We consider a germ of holomorphic diffeomorphism $f$ of $\mathbb{C}^{n}$ at a fixed point $p$, which we may place at the origin $O$. One of the main questions in the study of local holomorphic dynamics (see $[\mathrm{A}]$ and $[\mathrm{B}]$ for general surveys on this topic) is when $f$ is holomorphically linearizable, i.e., when there exists a local holomorphic change of coordinates such that $f$ is conjugated to its linear part. The answer to this question depends on the set of eigenvalues of $\mathrm{d} f_{O}$, usually called the spectrum of $\mathrm{d} f_{O}$. In fact if we denote by $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}^{*}$ the eigenvalues of $\mathrm{d} f_{O}$, then it may happen that there exists a multi-index $k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n}$ with $|k|=k_{1}+\cdots+k_{n} \geq 2$ and such that

$$
\begin{equation*}
\lambda^{k}-\lambda_{j}=\lambda_{1}^{k_{1}} \cdots \lambda_{n}^{k_{n}}-\lambda_{j}=0 \tag{1}
\end{equation*}
$$

for some $1 \leq j \leq n$; a relation of this kind is called a resonance of $f$, and $k$ is called a resonant multi-index. A resonant monomial is a monomial $z^{k}=z_{1}^{k_{1}} \cdots z_{n}^{k_{n}}$ in the $j$-th coordinate, such that $\lambda^{k}=\lambda_{j}$. From the formal point of view, we have the following classical result (see [Ar] pp. 192-193 for a proof):
Theorem 1.1. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$ with no resonances. Then $f$ is formally conjugated to its differential $\mathrm{d} f_{O}$.

In presence of resonances, even the formal classification is not easy, as the following result of Poincaré-Dulac, $[\mathrm{P}],[\mathrm{D}]$, shows
Theorem 1.2.(Poincaré-Dulac) Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$. Then $f$ is formally conjugated to a formal power series $g \in \mathbb{C} \llbracket z_{1}, \ldots, z_{n} \rrbracket^{n}$ without constant term such that $\mathrm{d} g_{O}$ is in Jordan normal form, and $g$ has only resonant monomials.

The formal series $g$ is called a Poincaré-Dulac normal form of $f$; a proof of Theorem 1.2 can be found in [Ar] p. 194.

Even without resonances, the holomorphic linearization is not guaranteed. We need the following definitions:

- if all the eigenvalues of $\mathrm{d} f_{O}$ have modulus less than 1 , we say that the fixed point $O$ is attracting;
- if all the eigenvalues of $\mathrm{d} f_{O}$ have modulus greater than 1 , we say that the fixed point $O$ is repelling;
- if all the eigenvalues of $\mathrm{d} f_{O}$ have modulus different from 1 , we say that the fixed point $O$ is hyperbolic;
- if all the eigenvalues of $\mathrm{d} f_{O}$ are roots of unity, we say that the fixed point $O$ is parabolic; in particular, if $\mathrm{d} f_{O}=$ Id we say that $f$ is tangent to the identity;
- if all the eigenvalues of $\mathrm{d} f_{O}$ have modulus 1 but none is a root of unity, we say that the fixed point $O$ is elliptic;
- if $\mathrm{d} f_{O}=O$, we say that the fixed point $O$ is superattracting.

The easiest positive result is due to Poincaré $[\mathrm{P}]$ who, using majorant series, proved the following
Theorem 1.3.(Poincaré, $1893[\mathrm{P}])$ Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ with an attracting or repelling fixed point. Then $f$ is holomorphically linearizable if and only if it is formally linearizable. In particular, if there are no resonances then $f$ is holomorphically linearizable.

When $O$ is not attracting or repelling, even without resonances, the formal linearization might diverge. Let us introduce the following definition:
Definition 1.1. Let $n \geq 2$ and let $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}^{*}$ be not necessarily distinct. Fix $1 \leq s \leq n$ and let $\underline{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{s}\right)$. For any $m \geq 2$ put

$$
\omega_{s}(m)=\min _{2 \leq|k| \leq m} \min _{1 \leq j \leq n}\left|\underline{\lambda}^{k}-\lambda_{j}\right|,
$$

where $\underline{\lambda}^{k}=\lambda_{1}^{k_{1}} \cdots \lambda_{s}^{k_{s}}$. We say that $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ satisfies the partial Brjuno condition of order $s$ if there exists a strictly increasing sequence of integers $\left\{p_{\nu}\right\}_{\nu \geq 0}$ with $p_{0}=1$ such that

$$
\sum_{\nu \geq 0} p_{\nu}^{-1} \log \omega_{s}\left(p_{\nu+1}\right)^{-1}<\infty
$$

Remark 1.4. For $s=n$ the partial Brjuno condition of order $s$ is nothing but the usual Brjuno condition introduced in $[\mathrm{Br}]$ (see also $[\mathrm{M}]$ pp. 25-37 for the one-dimensional case). When $s<n$, the partial Brjuno condition of order $s$ is indeed weaker than the Brjuno condition. Let us consider for example $n=2$ and let $\lambda, \mu \in \mathbb{C}^{*}$ be distinct. To check whether the pair $(\lambda, \mu)$ satisfies the partial Brjuno condition of order 1, we have to consider only the terms $\left|\lambda^{k}-\lambda\right|$ and $\left|\lambda^{k}-\mu\right|$ for $k \geq 2$, whereas to check the full Brjuno condition we have to consider also the terms $\left|\mu^{h}-\lambda\right|,\left|\mu^{h}-\mu\right|$ for $h \geq 2$, and $\left|\lambda^{k} \mu^{h}-\lambda\right|,\left|\lambda^{h} \mu^{h}-\mu\right|$ for $k, h \geq 1$.
Remark 1.5. A $n$-tuple $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}, 1, \ldots, 1\right) \in\left(\mathbb{C}^{*}\right)^{n}$ satisfies the partial Brjuno condition of order $s$ if and only if $\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ satisfies the Brjuno condition.

We assume that the differential $\mathrm{d} f_{O}$ is diagonalizable. Then, possibly after a linear change of coordinates, we can write

$$
f(z)=\Lambda z+\hat{f}(z)
$$

where $\Lambda=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, and $\hat{f}$ vanishes up to first order at $O \in \mathbb{C}^{n}$.
The linear map $z \mapsto \Lambda z$ has a very simple structure. For instance, for any subset $\lambda_{1}, \ldots, \lambda_{s}$ of eigenvalues with $1 \leq s \leq n$, the direct sum of the corresponding eigenspaces obviously is an invariant manifold on which this map acts linearly with these eigenvalues.

We have the following result of Pöschel [Pö] that generalizes the one of Brjuno $[\mathrm{Br}]$ :
Theorem 1.6.(Pöschel, 1986 [Pö]) Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$. If there exists a positive integer $1 \leq s \leq n$ such that the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$
of $\mathrm{d} f_{O}$ satisfy the partial Brjuno condition of order $s$, then there exists locally a complex analytic $f$-invariant manifold $M$ of dimension $s$, tangent to the eigenspace of $\lambda_{1}, \ldots, \lambda_{s}$ at the origin, on which the mapping is holomorphically linearizable.

In this paper we would like to extend Pöschel Theorem in such a way to get a complete linearization in a neighbourhood of the origin.

Before stating our result we need the following definitions:
Definition 1.2. Let $1 \leq s \leq n$. We say that $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}, \mu_{1}, \ldots, \mu_{r}\right) \in\left(\mathbb{C}^{*}\right)^{n}$ has only level $s$ resonances if there are only two kinds of resonances:

$$
\lambda^{k}=\lambda_{h} \Longleftrightarrow k \in \tilde{K}_{1},
$$

where

$$
\tilde{K}_{1}=\left\{k \in \mathbb{N}^{n}:|k| \geq 2, \sum_{p=1}^{s} k_{p}=1 \text { and } \mu_{1}^{k_{s+1}} \cdots \mu_{r}^{k_{n}}=1\right\}
$$

and

$$
\lambda^{k}=\mu_{j} \Longleftrightarrow k \in \tilde{K}_{2},
$$

where

$$
\tilde{K}_{2}=\left\{k \in \mathbb{N}^{n}:|k| \geq 2, k_{1}=\cdots=k_{s}=0 \text { and } \exists j \in\{1, \ldots, r\} \text { s.t. } \mu_{1}^{k_{s}+1} \cdots \mu_{r}^{k_{n}}=\mu_{j}\right\} .
$$

Example 1.7. When $s<n$, if $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}, 1, \ldots, 1\right)$ satisfies the Brjuno condition of order $s$ then it is easy to verify that it has only level $s$ resonances.
Remark 1.8. It is obvious that if the set $\tilde{K}_{2}$ is empty (which implies that the set $\tilde{K}_{1}$ is empty as well), there are no resonances. If $\tilde{K}_{1} \neq \varnothing$, having only level $s$ resonances implies that the sets $\left\{\lambda_{1}, \ldots, \lambda_{s}\right\}$ and $\left\{\mu_{1}, \ldots, \mu_{r}\right\}$ are disjoint. If $\tilde{K}_{1}=\varnothing$ but $\tilde{K}_{2} \neq \varnothing$, then the sets $\left\{\lambda_{1}, \ldots, \lambda_{s}\right\}$ and $\left\{\mu_{1}, \ldots, \mu_{r}\right\}$ may intersect only in elements not involved in resonances, i.e., we can have $\lambda_{p}=\mu_{q}$ for some $p$ and $q$ only if for every multi-index $\left(k_{s+1}, \ldots, k_{n}\right)$, we have $\mu_{1}^{k_{s+1}} \cdots \mu_{r}^{k_{n}} \neq \mu_{q}$, and for any resonance $\mu_{1}^{k_{s+1}} \cdots \mu_{r}^{k_{n}}=\mu_{j}$ with $j \neq q$, we have $k_{s+q}=0$.
Example 1.9. Let $\gamma \geq 1$ and let $\mu_{3}$ be a $(\gamma+1)$-th primitive root of unity. Let $\mu_{1}, \mu_{2}$ be two complex numbers of modulus different from 1 and such that

$$
\mu_{1}^{\alpha} \mu_{2}^{\beta}=\mu_{3}
$$

with $\alpha, \beta \in \mathbb{N} \backslash\{0\}$. Then we have

$$
\mu_{1}^{\alpha} \mu_{2}^{\beta} \mu_{3}^{\gamma}=1
$$

We can choose $\mu_{1}, \mu_{2}$ such that the only resonant multi-indices for the triple $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ are $(\alpha, \beta, 0),(\alpha-1, \beta, \gamma)$ and $(\alpha, \beta-1, \gamma)$. Then, if we consider $\lambda$ such that $\left(\lambda, \mu_{1}, \mu_{2}, \mu_{3}\right)$ has only level 1 resonances, the admitted resonances are the following:

$$
\begin{aligned}
& \tilde{K}_{1}=\{(1, \alpha, \beta, \gamma)\}, \\
& \tilde{K}_{2}=\{(0, \alpha, \beta, 0),(0, \alpha-1, \beta, \gamma),(0, \alpha, \beta-1, \gamma)\} .
\end{aligned}
$$

Example 1.10. Let us consider $\left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right) \in\left(\mathbb{C}^{*}\right)^{4}$ with only one resonance, say $\mu_{1}^{p} \mu_{2}^{q}=\mu_{3}$ with $p, q \geq 1$, and such that ( $\left.\lambda, \mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right)$ has only level 1 resonances with $\lambda=\mu_{4}$. Then

$$
\begin{aligned}
& \tilde{K}_{1}=\varnothing \\
& \tilde{K}_{2}=\{(0, p, q, 0,0)\} .
\end{aligned}
$$

Definition 1.3. Let $n \geq 2$ and let $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}^{*}$ be not necessarily distinct. For any $m \geq 2$ put

$$
\tilde{\omega}(m)=\min _{\substack{\leq \leq k \leq m \\ k \notin \mathcal{R} e s_{j}(\lambda)}} \min _{1 \leq j \leq n}\left|\lambda^{k}-\lambda_{j}\right|,
$$

where $\mathcal{R} e s_{j}(\lambda)$ is the set of multi-indices $k \in \mathbb{N}^{n}$ giving a resonance relation for $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ relative to $1 \leq j \leq n$, i.e., $\lambda^{k}-\lambda_{j}=0$. We say that $\lambda$ satisfies the reduced Brjuno condition if there exists a strictly increasing sequence of integers $\left\{p_{\nu}\right\}_{\nu_{\geq}}$with $p_{0}=1$ such that

$$
\sum_{\nu \geq 0} p_{\nu}^{-1} \log \tilde{\omega}\left(p_{\nu+1}\right)^{-1}<\infty
$$

Definition 1.4. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$ and let $s \in \mathbb{N}, 1 \leq s \leq n$. The origin $O$ is called a quasi-Brjuno fixed point of order $s$ if $\mathrm{d} f_{O}$ is diagonalizable and, denoting by $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ the spectrum of $\mathrm{d} f_{O}$, we have:
(i) $\lambda$ has only level $s$ resonances;
(ii) $\lambda$ satisfies the reduced Brjuno condition.

We say that the origin is a quasi-Brjuno fixed point if there exists $1 \leq s \leq n$ such that it is a quasi-Brjuno fixed point of order $s$.
Definition 1.5. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$, and let $1 \leq s \leq n$. We will say that $f$ admits an osculating manifold $M$ of codimension $s$ if there is a germ of $f$-invariant complex manifold $M$ at $O$ of codimension $s$ such that the normal bundle $N_{M}$ of $M$ admits a holomorphic flat (1,0)-connection that commutes with $\left.\mathrm{d} f\right|_{N_{M}}$.

We can now state our result which is a linearization result in presence of resonances:
Theorem 1.11. Let $f$ be a germ of a holomorphic diffeomorphism of $\mathbb{C}^{n}$ having the origin $O$ as a quasi-Brjuno fixed point of order $s$. Then $f$ is holomorphically linearizable if and only if it admits an osculating manifold $M$ of codimension $s$ such that $\left.f\right|_{M}$ is holomorphically linearizable.

Roughly speaking, having only level $s$ resonances and the existence of the osculating manifold on which $f$ is holomorphically linearizable take cares of the resonances in the $\mu_{j}$ 's and give the formal linearization. Under these hypotheses the partial Brjuno condition of order $s$ holds, so we have a partial holomorphic linearization given by Pöschel's result, and the reduced Brjuno condition glues the formal linearization and the partial holomorphic linearization so to get a global holomorphic linearization. In [Rü], Rüssmann gives an alternative way to pass from a formal linearization to a holomorphic one under an arithmetic hypothesis on the eigenvalues which implies the reduced Brjuno condition.

The structure of this paper is as follows.
In the next section we shall explain the relations between the quasi-Brjuno condition and the partial Brjuno condition of order $s$.

In the third section we shall give a characterization of osculating manifolds.
In the fourth section we shall prove a formal linearization result.
In the fifth section we shall prove the holomorphic linearization result, i.e., Theorem 1.11.
In the last section we shall point out similarities and differences with the known results.
In the rest of the paper we shall denote by $\|\cdot\|$ the norm $\|\cdot\|_{\infty}$; but we could also had used the norm $\|\cdot\|_{2}$ thanks to the equivalence of such norms. We shall also need the following notation: if $g: \mathbb{C}^{n} \rightarrow \mathbb{C}$ is a holomorphic function with $g(O)=0$ (or a formal power series
without constant term), and $z=(x, y) \in \mathbb{C}^{n}$ with $x \in \mathbb{C}^{s}$ and $y \in \mathbb{C}^{n-s}$, we shall denote by $\operatorname{ord}_{x}(g)$ the maximum positive integer $m$ such that $g$ belongs to the ideal $\left(x_{1}, \cdots, x_{s}\right)^{m}$.

## 2. Quasi-Brjuno condition vs Partial Brjuno condition

Notice that whereas it is always possible to introduce the reduced Brjuno condition, the partial Brjuno condition makes sense only when there are no resonant multi-indices $k \in \mathbb{N}^{n}$, with $|k| \geq 2$ and $k_{s+1}=\ldots=k_{n}=0$. Anyway, when we have only level $s$ resonance, we can deal with these two condition at the same time.
Remark 2.1. If $\lambda$ has only level $s$ resonances, then we have

$$
\tilde{\omega}(m)=\min _{2 \leq|k| \leq m} \min \left\{\min _{\substack{1 \leq j \leq n \\ k_{1}+\cdots+k_{s} \geq 2}}\left|\lambda^{k}-\lambda_{j}\right|, \min _{\substack{1 \leq j \leq n-s \\ k_{1} \nmid \cdots+h_{s}=1}}\left|\lambda^{k}-\lambda_{s+j}\right|\right\},
$$

therefore

$$
\tilde{\omega}(m)=\min \left\{\omega_{s}(m), \min _{\substack{2 \leq 1 k \leq m \\\left(k_{s}+1, \ldots, k_{n}\right) \neq 0}}\left\{\min _{\substack{1 \leq j \leq n \\ k_{1}+\cdots+k_{s} \geq 2}}\left|\lambda^{k}-\lambda_{j}\right|, \min _{\substack{1 \leq j \leq n-s \\ k_{1}+\cdots+k_{s}=1}}\left|\lambda^{k}-\lambda_{s+j}\right|\right\}\right\},
$$

so it is obvious that, since $\tilde{\omega}(m) \leq \omega_{s}(m)$ for every $m \geq 2$, the reduced Brjuno condition implies the partial Brjuno condition of order $s$. A partial converse is the following
Lemma 2.2. Let $n \geq 2$ and let $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}^{*}$ be not necessarily distinct. Let $1 \leq s \leq n$ be such that $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ has only level $s$ resonances. Then, if there exists a strictly increasing sequence of integers $\left\{p_{\nu}\right\}_{\nu \geq 0}$ with $p_{0}=1$ such that

$$
\sum_{\nu \geq 0} p_{\nu}^{-1} \log \omega_{s}\left(p_{\nu+1}\right)^{-1}<\infty,
$$

(i.e., $\lambda$ satisfies the partial Brjuno condition of order s), and there exist $k \in \mathbb{N}$ and $\alpha \geq 1$ such that

$$
p_{\nu}>k \Rightarrow \tilde{\omega}\left(p_{\nu}-k\right) \geq \omega_{s}\left(p_{\nu}\right)^{\alpha},
$$

then $\lambda$ satisfies the reduced Brjuno condition.
Proof. Let $q_{0}=p_{0}$ and $q_{j}=p_{\nu_{0}+j}-k$ for $j \geq 1$, where $\nu_{0}$ is the minimum index such that $p_{\nu}>k$ for all $\nu \geq \nu_{0}$. Then we have

$$
\begin{aligned}
\sum_{\nu \geq 0} q_{\nu}^{-1} \log \tilde{\omega}\left(q_{\nu+1}\right)^{-1} & \leq \alpha \sum_{\nu \geq 0} q_{\nu}^{-1} \log \omega_{s}\left(q_{\nu+1}+k\right)^{-1} \\
& =\alpha p_{0}^{-1} \log \omega_{s}\left(p_{\nu_{0}+1}\right)^{-1}+\alpha \sum_{\nu \geq \nu_{0}+2} \frac{p_{\nu}}{p_{\nu}-k} p_{\nu}^{-1} \log \omega_{s}\left(p_{\nu+1}\right)^{-1} \\
& \leq 2 \alpha \sum_{\nu \geq 0} p_{\nu}^{-1} \log \omega_{s}\left(p_{\nu+1}\right)^{-1} \\
& <\infty,
\end{aligned}
$$

and we are done.

Remark 2.3. Suppose that $\lambda$ has only level $s$ resonances. Recall that a sequence $\left\{a_{m}\right\}$ is said to be Diophantine of exponent $\tau>1$ if there exist $\gamma, \gamma^{\prime}>0$ so that $\gamma^{\prime} m^{-\beta} \geq a_{m} \geq \gamma m^{-\beta}$ (see also [C], [G] and [S]). Then if $\tilde{\omega}(m)$ is Diophantine of exponent $\beta>1$, and if $\omega_{s}(m)$ is Diophantine of exponent $\varepsilon>1$, there always exist $\alpha \geq 1$ and $\delta>0$ for which

$$
\tilde{\omega}(m) \geq \gamma m^{-\beta} \geq \delta m^{-\varepsilon \alpha} \geq \omega_{s}(m)^{\alpha}
$$

and thus the hypothesis of Lemma 2.2 is satisfied with $k=0$.
More in general, if we have

$$
\forall m \geq k+2 \quad \tilde{\omega}(m-k) \geq \omega_{s}(m)^{\alpha}
$$

for some $k \in \mathbb{N}$ and $\alpha \geq 1$, the hypothesis of Lemma 2.2 is obviously satisfied. For example if $\lambda_{1}, \ldots, \lambda_{s} \in \mathbb{R}$ are positive and $\lambda_{s+1}, \ldots, \lambda_{n} \in\{-1,+1\}$ then it is easy to verify that

$$
\forall m \geq 3 \quad \tilde{\omega}(m-1) \geq \omega_{s}(m)
$$

Furthermore, if $\lambda_{s+1}=\cdots=\lambda_{n}=1$ then $\tilde{\omega}(m)=\omega_{s}(m)$, and so in this case the partial Brjuno condition of order $s$ coincides with the reduced Brjuno condition.

## 3. Osculating manifolds

Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ at a point which we may assume without loss of generality to be the origin $O$, and let $M$ be an $f$-invariant complex manifold through $O$ of codimension $s$, with $1 \leq s \leq n$. In this situation, the differential $\mathrm{d} f$ acts on the normal bundle $N_{M}=T \mathbb{C}^{n} / T M$.

It is obvious that locally every holomorphic bundle admits a holomorphic flat $(1,0)$ connection (it suffices to take the trivial connection on a trivialization). Moreover, it is easy to prove the following result, which has exactly the same proof as in the smooth case (adopting for instance the argument in [BCS] pp. 272-274).
Proposition 3.1. Let $\pi: E \rightarrow M$ be a holomorphic vector bundle on a complex manifold $M$ and let $\nabla$ be a holomorphic flat (1,0)-connection. Then there are a local holomorphic coordinate system about $O$ and a local holomorphic frame of $E$ in which all the connection coefficients $\Gamma_{j k}^{i}$ are zero.

In the particular case of the normal bundle we have the following useful result.
Lemma 3.2. Let $M \subset \mathbb{C}^{n}$ be a complex manifold through $O$ of codimension $s$, with $1 \leq s \leq n$ and let $N_{M}$ be its normal bundle. Fix $p \in M$. Take a local holomorphic frame in a neighbourhood of $p$. Then there exist local coordinates at $p$ in $\mathbb{C}^{n}$ such that for every local holomorphic frame $\left\{V_{1}, \ldots, V_{s}\right\}$ of $N_{M}$ we can find local holomorphic coordinates $(U, z)$ with $z=(x, y)$, adapted to $M$ (i.e., $M \cap U=\{x=0\}$ ) such that, on $U \cap M$,

$$
V_{j}=\pi\left(\frac{\partial}{\partial x_{j}}\right)
$$

for every $j=1, \ldots, s$, where $\pi: T \mathbb{C}^{n} \rightarrow N_{M}$ is the canonical projection.
Proof. Let us choose local holomorphic coordinates $\tilde{z}=(\tilde{x}, \tilde{y})$ at $p$ adapted to $M$. Then for every point $(0, \tilde{y}) \in M$ there exists a non-singular matrix $A(\tilde{y})=\left(a_{i j}(\tilde{y})\right)$, depending holomorphically on $\tilde{y}$, such that

$$
V_{j}(\tilde{y})=\left.\sum_{i=1}^{s} a_{i j}(\tilde{y}) \pi\left(\frac{\partial}{\partial \tilde{x}_{i}}\right)\right|_{(0, \tilde{y})}
$$

Therefore, using the coordinates

$$
\begin{aligned}
& x_{i}=\sum_{i=1}^{s} a_{i j}(\tilde{y}) \tilde{x}_{i} \quad \text { for } i=1, \ldots, s, \\
& y_{j}=\tilde{y}_{j} \quad \text { for } j=1, \ldots, r,
\end{aligned}
$$

we obtain the assertion.
Definition 3.1. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$, and let $M$ be a germ of $f$-invariant complex manifold at $O$ of codimension $s$, with $1 \leq s \leq n$. We say that a holomorphic flat $(1,0)$-connection $\nabla$ of the normal bundle $N_{M}$ of $M$ is $f$-invariant if it commutes with $\left.\mathrm{d} f\right|_{N_{M}}$.
Theorem 3.3. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$, let $M$ be a germ of $f$-invariant complex manifold through $O$ of codimension $s$, with $1 \leq s \leq n$, and let $\nabla$ be a holomorphic flat ( 1,0 )-connection of the normal bundle $N_{M}$. Then $\nabla$ is $f$-invariant if and only if there exist local holomorphic coordinates $z=(x, y)$ about $O$ adapted to $M$ in which $f$ has the form

$$
\begin{align*}
x_{i}^{\prime} & =\lambda_{i} x_{i}+\varepsilon_{i} x_{i+1}+f_{i}^{1}(x, y) \quad \text { for } i=1, \ldots, s, \\
y_{j}^{\prime} & =\mu_{j} y_{j}+\varepsilon_{s+j} y_{j+1}+f_{j}^{2}(x, y) \quad \text { for } j=1, \ldots, r=n-s, \tag{2}
\end{align*}
$$

where $\varepsilon_{i}, \varepsilon_{s+j} \in\{0,1\}$, and

$$
\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2,
$$

for any $i=1, \ldots, s$.
Proof. If there exist local holomorphic coordinates $z=(x, y)$ about $O$ adapted to $M$, in which $f$ has the form (2) with $\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2$ for any $i=1, \ldots, s$, then it is obvious to verify that the trivial holomorphic flat $(1,0)$-connection is $f$-invariant.

Conversely, let $\nabla$ be a holomorphic flat $f$-invariant (1,0)-connection of the normal bundle $N_{M}$. Thanks to Proposition 3.1 and to Lemma 3.2 we can find local holomorphic coordinates $z=(x, y)$ adapted to $M$, in which all the connection coefficients $\Gamma_{j k}^{i}$ with respect to the local holomorphic frame $\left\{\pi\left(\frac{\partial}{\partial x_{1}}\right), \ldots, \pi\left(\frac{\partial}{\partial x_{s}}\right)\right\}$ of $N_{M}$ are zero. We may assume without loss of generality, (up to linear changes of the coordinates we can assume that the linear part of $f$ is in Jordan normal form), that in such coordinates $f$ has the form

$$
\begin{aligned}
x_{i}^{\prime} & =\lambda_{i} x_{i}+\varepsilon_{i} x_{i+1}+f_{i}^{1}(x, y) \quad \text { for } i=1, \ldots, s, \\
y_{j}^{\prime} & =\mu_{j} y_{j}+\varepsilon_{s+j} y_{j+1}+f_{j}^{2}(x, y) \quad \text { for } j=1, \ldots, r,
\end{aligned}
$$

where $\varepsilon_{i}, \varepsilon_{s+j} \in\{0,1\}$. Moreover, since $M=\{x=0\}$ is $f$-invariant, we have

$$
\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 1
$$

Thanks to the $f$-invariance of $\nabla$ we have

$$
\nabla_{\frac{\partial}{\partial y_{k}}}\left(\left.\mathrm{~d} f\right|_{N_{M}} \pi\left(\frac{\partial}{\partial x_{j}}\right)\right)=\left.\mathrm{d} f\right|_{N_{M}} \nabla_{\frac{\partial}{\partial y_{k}}} \pi\left(\frac{\partial}{\partial x_{j}}\right)
$$

for any $j=1, \ldots, s$ and $k=1, \ldots, r$. Now the right-hand side vanishes, because in the chosen coordinates we have $\nabla_{\frac{\partial}{\partial y_{k}}} \pi\left(\frac{\partial}{\partial x_{j}}\right)=0$. So, using Leibniz formula, we obtain

$$
\begin{align*}
0 & =\nabla_{\frac{\partial}{\partial y_{k}}}\left(\mathrm{~d} f \pi\left(\frac{\partial}{\partial x_{j}}\right)\right)  \tag{3}\\
& =\nabla_{\frac{\partial}{\partial y_{k}}}\left(\sum_{h=1}^{s}\left(\lambda_{h} \delta_{h j}+\varepsilon_{h} \delta_{h, j+1}+\frac{\partial f_{h}^{1}}{\partial x_{j}}(0, y)\right) \pi\left(\frac{\partial}{\partial x_{h}}\right)\right) \\
& =\sum_{h=1}^{s}\left(\lambda_{h} \delta_{h j}+\varepsilon_{h} \delta_{h, j+1}+\frac{\partial f_{h}^{1}}{\partial x_{j}}(0, y)\right) \nabla_{\frac{\partial}{\partial y_{k}}} \pi\left(\frac{\partial}{\partial x_{h}}\right)+\sum_{h=1}^{s} \frac{\partial}{\partial y_{k}}\left(\frac{\partial f_{h}^{1}}{\partial x_{j}}(0, y)\right) \pi\left(\frac{\partial}{\partial x_{h}}\right) \\
& =\sum_{h=1}^{s} \frac{\partial}{\partial y_{k}}\left(\frac{\partial f_{h}^{1}}{\partial x_{j}}(0, y)\right) \pi\left(\frac{\partial}{\partial x_{h}}\right) .
\end{align*}
$$

Therefore we obtain

$$
\frac{\partial}{\partial y_{k}}\left(\frac{\partial f_{h}^{1}}{\partial x_{j}}(0, y)\right)=0
$$

for every $j, h=1, \ldots, s$ and $k=1, \ldots r$, that is

$$
\operatorname{ord}_{x}\left(f_{h}^{1}\right) \geq 2
$$

for every $h=1, \ldots, s$, and this concludes the proof.
Corollary 3.4. Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$ fixing the origin $O$, and let $1 \leq s \leq n$. Then $f$ admits an osculating manifold $M$ of codimension $s$ such that $\left.f\right|_{M}$ is holomorphically linearizable if and only if there exist local holomorphic coordinates $z=(x, y)$ about $O$ adapted to $M$ in which $f$ has the form

$$
\begin{align*}
x_{i}^{\prime} & =\lambda_{i} x_{i}+\varepsilon_{i} x_{i+1}+f_{i}^{1}(x, y) \quad \text { for } i=1, \ldots, s, \\
y_{j}^{\prime} & =\mu_{j} y_{j}+\varepsilon_{s+j} y_{j+1}+f_{j}^{2}(x, y) \quad \text { for } j=1, \ldots, r, \tag{4}
\end{align*}
$$

where $\varepsilon_{i}, \varepsilon_{s+j} \in\{0,1\}$, and

$$
\begin{align*}
& \operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2 \\
& \operatorname{ord}_{x}\left(f_{j}^{2}\right) \geq 1 \tag{5}
\end{align*}
$$

for any $i=1, \ldots, s$ and $j=1, \ldots, r$.
Proof. One direction is clear. Conversely, thanks to Theorem 3.3, the fact that $M$ is osculating, i.e., $M$ is an $f$-invariant complex manifold through $O$ of codimension $s$, with $1 \leq s \leq n$, with a holomorphic flat $f$-invariant $(1,0)$-connection of the normal bundle $N_{M}$, is equivalent to the existence of local holomorphic coordinates $z=(x, y)$ about $O$ adapted to $M$, in which $f$ has the form (4) with $\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2$ for any $i=1, \ldots, s$.

Furthermore, $\left.f\right|_{M}$ is linearizable; therefore there exists a local holomorphic change of coordinate, tangent to the identity, and of the form

$$
\begin{aligned}
& \tilde{x}=x \\
& \tilde{y}=\Phi(y),
\end{aligned}
$$

conjugating $f$ to $\tilde{f}$ of the form (4) satisfying (5), as we wanted.

Then we could say that, if we write $f$ as in (2), the hypothesis of $f$-invariance is equivalent to $\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 1 ;\left.f\right|_{M}$ linearized is equivalent to $\operatorname{ord}_{x}\left(f_{j}^{2}\right) \geq 1$; osculating means that $f_{i}^{1}$ has no terms of order 1 in $x$, that is, $f_{i}^{1}=\sum_{h, k} x_{h} x_{k} \theta_{i}^{h k}(x, y)$.

Notice that in Theorem 3.3 and in Corollary 3.4, up to linear changes of coordinates, we can always assume $\varepsilon_{i}, \varepsilon_{j} \in\{0, \varepsilon\}$ instead of $\varepsilon_{i}, \varepsilon_{j} \in\{0,1\}$ for every $\varepsilon>0$ small enough.

Since we are going to first prove a formal result, we need the formal analogue of Definition 1.5. We define a formal complex manifold $M$ of codimension $s$ by means of an ideal of formal complex power series generated by $s$ power series $g_{1}, \ldots, g_{s}$ such that their differentials at the origin $\mathrm{d} g_{1}, \ldots \mathrm{~d} g_{s}$ are linearly independent (see also [BER] and [BMR]). Denote by $\widehat{T \mathbb{C}^{n}}$ the formal tangent bundle of $\mathbb{C}^{n}$, that is the space of all formal vector fields with complex coefficients. Then the formal tangent bundle $\widehat{T M}$ to $M$ is well-defined as being the set of formal vector fields of $\widehat{T \mathbb{C}^{n}}$ vanishing on the ideal of formal power series generated by $g_{1}, \ldots, g_{s}$. The formal normal bundle $\widehat{N_{M}}$ of $M$ is then the quotient $\widehat{T \mathbb{C}^{n}} / \widehat{T M}$. A formal connection on the formal normal bundle is a formal map $\widehat{\nabla}: \widehat{T M} \times \widehat{N_{M}} \rightarrow \widehat{N_{M}}$ which satisfies the usual properties of a connection but in the formal category. Thus the following definitions makes sense.
Definition 3.2. Let $f$ be a formal invertible map of $\mathbb{C}^{n}$ without constant term, and let $M$ be an $f$-invariant formal complex manifold of codimension $s$, with $1 \leq s \leq n$. We say that a formal flat $(1,0)$-connection $\widehat{\nabla}$ of the formal normal bundle $\widehat{N_{M}}$ of $M$ is $f$-invariant if it commutes with $\left.\mathrm{d} f\right|_{N_{M}}$.
Definition 3.3. Let $1 \leq s \leq n$, and let $f$ be a formal invertible map of $\mathbb{C}^{n}$ without constant term. We will say that $f$ admits a formal osculating manifold $M$ of codimension $s$ if there is an $f$-invariant formal complex manifold $M$ of codimension $s$ such that the formal normal bundle $\widehat{N_{M}}$ of $M$ admits a formal flat $f$-invariant $(1,0)$-connection.

Then, for the formal normal bundle we can prove the formal analogue of Proposition 3.1 (using a formal solution of the parallel transport equation that can be easily computed) and Lemma 3.2. We then have the following results, whose proofs are the formal analogues of the ones of Theorem 3.3 and Corollary 3.4.
Theorem 3.5. Let $f$ be a formal invertible map of $\mathbb{C}^{n}$ without constant term, let $M$ be an $f$ invariant formal complex manifold through $O$ of codimension $s$, with $1 \leq s \leq n$, and let $\widehat{\nabla}$ be a formal flat $(1,0)$-connection of the formal normal bundle $\widehat{N_{M}}$. Then $\bar{\nabla}$ is $\bar{f}$-invariant if and only if there exist local formal coordinates $z=(x, y)$ about $O$ adapted to $M$ in which $f$ has the form

$$
\begin{align*}
x_{i}^{\prime} & =\lambda_{i} x_{i}+\varepsilon_{i} x_{i+1}+f_{i}^{1}(x, y) \quad \text { for } i=1, \ldots, s \\
y_{j}^{\prime} & =\mu_{j} y_{j}+\varepsilon_{s+j} y_{j+1}+f_{j}^{2}(x, y) \quad \text { for } j=1, \ldots, r \tag{6}
\end{align*}
$$

where $\varepsilon_{i}, \varepsilon_{s+j} \in\{0,1\}$, and

$$
\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2
$$

for any $i=1, \ldots, s$.
Corollary 3.6. Let $1 \leq s \leq n$, and let $f$ be a formal invertible map of $\mathbb{C}^{n}$ without constant term. Then $f$ admits a formal osculating manifold $M$ of codimension $s$ such that $\left.f\right|_{M}$ is formally linearizable if and only if there exist local formal coordinates $z=(x, y)$ about $O$ adapted to $M$ in which $f$ has the form

$$
\begin{align*}
& x_{i}^{\prime}=\lambda_{i} x_{i}+\varepsilon_{i} x_{i+1}+f_{i}^{1}(x, y) \quad \text { for } i=1, \ldots, s \\
& y_{j}^{\prime}=\mu_{j} y_{j}+\varepsilon_{s+j} y_{j+1}+f_{j}^{2}(x, y) \quad \text { for } j=1, \ldots, r \tag{7}
\end{align*}
$$

where $\varepsilon_{i}, \varepsilon_{s+j} \in\{0,1\}$, and

$$
\begin{align*}
& \operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2, \\
& \operatorname{ord}_{x}\left(f_{j}^{2}\right) \geq 1, \tag{8}
\end{align*}
$$

for any $i=1, \ldots, s$ and $j=1, \ldots, r$.

## 4. Formal linearization

As announced, we first prove a formal result.
Theorem 4.1. Let $f$ be a formal invertible map of $\mathbb{C}^{n}$ without constant term such that $\mathrm{d} f_{O}$ is diagonalizable and the spectrum of $\mathrm{d} f_{O}$ has only level $s$ resonances, with $1 \leq s \leq n$. Then $f$ is formally linearizable if and only if it admits an osculating formal manifold of codimension $s$ such that $\left.f\right|_{M}$ is formally linearizable.
Proof. If $f$ is formally linearizable the assertion is obvious.
Conversely, using Corollary 3.6, we can choose formal local coordinates

$$
(x, y)=\left(x_{1}, \ldots, x_{s}, y_{1}, \ldots, y_{r}\right)
$$

such that, writing $\left(x^{\prime}, y^{\prime}\right)=f(x, y), f$ is of the form

$$
\begin{array}{ll}
x_{i}^{\prime}=\lambda_{i} x_{i}+f_{i}^{1}(x, y) & \text { for } i=1, \ldots, s, \\
y_{j}^{\prime}=\mu_{j} y_{j}+f_{j}^{2}(x, y) & \text { for } j=1, \ldots, r,
\end{array}
$$

where

$$
\begin{aligned}
& \operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2 \\
& \operatorname{ord}_{x}\left(f_{j}^{2}\right) \geq 1
\end{aligned}
$$

Denote by $\Lambda$ the diagonal matrix $\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{s}, \mu_{1}, \ldots, \mu_{r}\right)$. We would like to prove that a formal solution $\psi$ of

$$
\begin{equation*}
f \circ \psi=\psi \circ \Lambda \tag{9}
\end{equation*}
$$

exists of the form

$$
\begin{array}{ll}
x_{i}=u_{i}+\psi_{i}^{1}(u, v) & \text { for } i=1, \ldots, s, \\
y_{j}=v_{j}+\psi_{j}^{2}(u, v) & \text { for } j=1, \ldots, r,
\end{array}
$$

where $(u, v)=\left(u_{1}, \ldots, u_{s}, v_{1}, \ldots, v_{r}\right)$ and $\psi_{i}^{1}$ and $\psi_{j}^{2}$ are formal power series with

$$
\begin{aligned}
& \operatorname{ord}_{u}\left(\psi_{i}^{1}\right) \geq 2, \\
& \operatorname{ord}_{u}\left(\psi_{j}^{2}\right) \geq 1 .
\end{aligned}
$$

Write $f(z)=\Lambda z+\hat{f}(z)$ and $\psi(w)=w+\hat{\psi}(w)$, where $z=(x, y)$ and $w=(u, v)$. Then equation (9) is equivalent to

$$
\begin{equation*}
\hat{\psi} \circ \Lambda-\Lambda \hat{\psi}=\hat{f} \circ \psi . \tag{10}
\end{equation*}
$$

To obtain a formal solution, we first write

$$
\hat{\psi}=\sum_{|k| \geq 2} \psi_{k} w^{k}, \quad \psi_{k} \in \mathbb{C}^{n}
$$

where $k=\left(k_{1}, \ldots, k_{n}\right)$, and

$$
\hat{f}=\sum_{|l| \geq 2} f_{l} z^{l}, \quad f_{l} \in \mathbb{C}^{n}
$$

where $l=\left(l_{1}, \ldots, l_{n}\right)$. Denoting $\tilde{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{s}, \mu_{1}, \ldots, \mu_{r}\right)=\left(\tilde{\lambda}_{1}, \ldots, \tilde{\lambda}_{n}\right)$, equation (10) becomes

$$
\begin{equation*}
\sum_{|k| \geq 2} A_{k} \psi_{k} w^{k}=\sum_{|l| \geq 2} f_{l}\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l} \tag{11}
\end{equation*}
$$

where

$$
A_{k}=\tilde{\lambda}^{k} I_{n}-\Lambda
$$

The matrices $A_{k}$ might not be invertible for some choice of $k$ due to the presence of resonances. We can write $A_{k}=\operatorname{Diag}\left(A_{k}^{1}, A_{k}^{2}\right)$ and recall that having only level $s$ resonances means that $\operatorname{det}\left(A_{k}^{1}\right)=0$ if and only if

$$
k \in \tilde{K}_{1}
$$

and $\operatorname{det}\left(A_{k}^{2}\right)=0$ if and only if

$$
k \in \tilde{K}_{2}
$$

Moreover, from the hypotheses of the Theorem we have that $f_{l}^{1}=0$ for $l$ in $K_{1} \cup K_{2}$ and $f_{l}^{2}=0$ for $l$ in $K_{2}$, where

$$
\begin{aligned}
& K_{1}=\left\{l \in \mathbb{N}^{n}:|l| \geq 2, l=\left(0, \ldots, 0, l_{i}, 0, \ldots, 0, l_{s+1}, \ldots, l_{n}\right), l_{i}=1 \text { and } i \in\{1, \ldots, s\}\right\} \\
& K_{2}=\left\{l \in \mathbb{N}^{n}:|l| \geq 2, l=\left(0, \ldots, 0, l_{s+1}, \ldots, l_{n}\right)\right\}
\end{aligned}
$$

Notice that $\tilde{K}_{1} \subseteq K_{1}$ and $\tilde{K}_{2} \subseteq K_{2}$. For each $j$ in $\{1, \ldots, s\}$, let us denote by $K_{1}^{j}$ the set $\left\{l \in \mathbb{N}^{n}:|l| \geq 2, l=\left(0, \ldots, 0, l_{j}, 0, \ldots, 0, l_{s+1}, \ldots, l_{n}\right), l_{j}=1\right\}$, so that $K_{1}=\cup_{j=1}^{s} K_{1}^{j}$. We look for a solution of (9) with $\psi_{k}^{1}=0$ for $k \in K_{1} \cup K_{2}$ and $\psi_{k}^{2}=0$ for $k \in K_{2}$.

To do so, let us write (11) in a more explicit way: for $i=1, \ldots, s$

$$
\begin{equation*}
\sum_{\substack{|k| \geq 2 \\ k \notin K_{1} \cup K_{2}}}\left(\tilde{\lambda}^{k}-\lambda_{i}\right) \psi_{k, i}^{1} w^{k}=\sum_{\substack{|l| \geq 2 \\ \mid \notin K_{1} \cup K_{2}}} f_{l, i}^{1}\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l}, \tag{12}
\end{equation*}
$$

and for $j=1, \ldots, r$

$$
\begin{align*}
\sum_{p=1}^{s} \sum_{\substack{|k| \geq 2 \\
k \in K_{1}^{p}}}\left(\tilde{\lambda}^{k}-\mu_{j}\right) \psi_{k, j}^{2} w^{k} & +\sum_{\substack{|k| \geq 2 \\
k \notin K_{1} \cup K_{2}}}\left(\tilde{\lambda}^{k}-\mu_{j}\right) \psi_{k, j}^{2} w^{k} \\
& =\sum_{p=1}^{s} \sum_{\substack{|l| \geq 2 \\
l \in K_{1}^{p}}} f_{l, j}^{2}\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l}+\sum_{\substack{|l| \geq 2 \\
\mid \notin K_{1} \cup K_{2}}} f_{l, j}^{2}\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l} . \tag{13}
\end{align*}
$$

Now, it is obvious that there are no terms $w^{k}$ with $k \in K_{2}$ in either side of (12) and of (13), and we can obtain terms $w^{k}$ with $k \in K_{1}$ in (13) only from terms with $l \in K_{1}$. In fact, if $l \in K_{1}^{h}$ then

$$
\begin{aligned}
\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l} & =\left(u_{h}+\sum_{p, q} u_{p} u_{q} \theta_{h}^{p q}(u, v)\right)\left(\prod_{j=1}^{r}\left(v_{j}+\sum_{p} u_{p} \theta_{j}^{p}(u, v)\right)^{l_{s+j}}\right) \\
& =u_{h} v_{1}^{l_{s+1}} \cdots v_{r}^{l_{n}}+\sum_{p, q} u_{p} u_{q} \chi^{p q}(u, v) \\
& =w^{l}+\sum_{p, q} u_{p} u_{q} \chi^{p q}(u, v)
\end{aligned}
$$

Therefore for $j=1, \ldots, r$, we have

$$
\begin{aligned}
\sum_{p=1}^{s} \sum_{\substack{|k| \geq 2 \\
k \in K_{1}^{p}}}\left(\tilde{\lambda}^{k}-\mu_{j}\right) \psi_{k, j}^{2} w^{k} & =\sum_{p=1}^{s} \sum_{\substack{|l| \geq 2 \\
l \in K_{1}^{p}}} f_{l, j}^{2}\left(\sum_{|m| \geq 1} \psi_{m} w^{m}\right)^{l} \\
& =\sum_{p=1}^{s} \sum_{\substack{|l| \geq 2 \\
l \in K_{1}^{p}}} f_{l, j}^{2}\left(w^{l}+\sum_{a, b} u_{a} u_{b} \chi^{a b}(u, v)\right)
\end{aligned}
$$

from which we conclude that for $k \in K_{1}^{p}$ and $j=1, \ldots, r$ we have

$$
\begin{equation*}
\psi_{k, j}^{2}=f_{k, j}^{2}\left(\tilde{\lambda}^{k}-\mu_{j}\right)^{-1} \tag{14}
\end{equation*}
$$

The remaining $\psi_{k}$ with $k \notin K_{1} \cup K_{2}$ are easily determined by recursion, as usual.

## 5. Holomorphic linearization

Now we can prove the main result of this paper.
Theorem 5.1. Let $f$ be a germ of a holomorphic diffeomorphism of $\mathbb{C}^{n}$ having the origin $O$ as a quasi-Brjuno fixed point of order $s$, with $1 \leq s \leq n$. Then $f$ is holomorphically linearizable if and only if it admits an osculating manifold $M$ of codimension $s$ such that $\left.f\right|_{M}$ is holomorphically linearizable.
Proof. If $f$ is linearizable the assertion is obvious.
Conversely, we already know, thanks to the previous result, that $f$ is formally linearizable, (notice that, thanks to Corollary 3.4, the changes of coordinates needed before finding $\psi$ are holomorphic because now $M$ is a complex manifold). Since the spectrum of $\mathrm{d} f_{O}$ satisfies the reduced Brjuno condition, to prove the convergence of the formal conjugation $\psi$ in a neighbourhood of the origin it suffices to show that

$$
\begin{equation*}
\sup _{k} \frac{1}{|k|} \log \left\|\psi_{k}\right\|<\infty . \tag{15}
\end{equation*}
$$

Since $f$ is holomorphic in a neighbourhood of the origin, there exists a positive number $P$ such that $\left\|f_{l}\right\| \leq P^{|l|}$ for $|l| \geq 2$. The functional equation (9) remains valid under the linear change
of coordinates $f(z) \mapsto Q f(z / Q), \psi(w) \mapsto Q \psi(w / Q)$ with $Q=\max \left\{1, P^{2}\right\}$. Hence we may assume that

$$
\forall|l| \geq 2 \quad\left\|f_{l}\right\| \leq 1
$$

It follows from (11) and (14) that

$$
\left\|\psi_{k}\right\| \leq \begin{cases}\varepsilon_{k}^{-1} \sum_{\substack{k_{1}+\cdots+k_{k}=k \\ \nu \geq 2}}\left\|\psi_{k_{1}}\right\| \cdots\left\|\psi_{k_{\nu}}\right\|, & |k| \geq 2, \quad k \notin K_{1} \cup K_{2},  \tag{16}\\ \varepsilon_{k}^{-1}, & |k| \geq 2, \quad k \in K_{1},\end{cases}
$$

where

$$
\varepsilon_{k}= \begin{cases}\min _{1 \leq i \leq n}\left|\tilde{\lambda}^{k}-\tilde{\lambda}_{i}\right|, & k \notin K_{1} \cup K_{2}, \\ \min _{1 \leq h \leq r}\left|\tilde{\lambda}^{k}-\mu_{h}\right|, & k \in K_{1} .\end{cases}
$$

We can define, inductively, for $j \geq 2$

$$
\alpha_{j}=\sum_{\substack{j_{1}+\ldots+j_{2}=j \\ \nu \geq 2}} \alpha_{j_{1}} \cdots \alpha_{j_{\nu}},
$$

and for $|k| \geq 2$

$$
\delta_{k}= \begin{cases}\varepsilon_{k}^{-1} \underset{k_{1}+\cdots+k_{\nu}=k}{\max _{2 \geq 2}} \delta_{k_{1}} \cdots \delta_{k_{\nu},}, & k \notin K_{1} \cup K_{2}, \\ \varepsilon_{k}^{-1}, & k \in K_{1}, \\ 0, & k \in K_{2},\end{cases}
$$

with $\alpha_{1}=1$ and $\delta_{e}=1$, where $e$ is any integer vector with $|e|=1$. Then, by induction, we have that

$$
\forall|k| \geq 1 \quad\left\|\psi_{k}\right\| \leq \alpha_{|k|} \delta_{k}
$$

Therefore, to establish (15), it suffices to prove analogous estimates for $\alpha_{j}$ and $\delta_{k}$.
It is easy to estimate $\alpha_{j}$. Let $\alpha=\sum_{j \geq 1} \alpha_{j} t^{j}$. We have

$$
\begin{aligned}
\alpha-t & =\sum_{j \geq 2} \alpha_{j} t^{j} \\
& =\sum_{j \geq 2}\left(\sum_{h \geq 1} \alpha_{h} t^{h}\right)^{j} \\
& =\frac{\alpha^{2}}{1-\alpha} .
\end{aligned}
$$

This equation has a unique holomorphic solution vanishing at zero

$$
\alpha=\frac{t+1}{4}\left(1-\sqrt{1-\frac{8 t}{(1+t)^{2}}}\right),
$$

defined for $|t|$ small enough. Hence,

$$
\sup _{j} \frac{1}{j} \log \alpha_{j}<\infty
$$

as we want.
To estimate $\delta_{k}$ we have to take care of small divisors. First of all, for each $k \notin K_{2}$ with $|k| \geq 2$ we can associate to $\delta_{k}$ a decomposition of the form

$$
\begin{equation*}
\delta_{k}=\varepsilon_{l_{0}}^{-1} \varepsilon_{l_{1}}^{-1} \cdots \varepsilon_{l_{q}}^{-1} \tag{17}
\end{equation*}
$$

where $l_{0}=k,|k|>\left|l_{1}\right| \geq \cdots \geq\left|l_{q}\right| \geq 2$ and $l_{j} \notin K_{2}$ for all $j=1, \ldots, q$ and $q \geq 1$. If $k \in K_{1}$ it is obvious by the definition of $\delta_{k}$. If $k \notin K_{1} \cup K_{2}$, choose a decomposition $k=k_{1}+\cdots+k_{\nu}$ such that the maximum in the expression of $\delta_{k}$ is achieved. Obviously, $k_{j}$ doesn't belong to $K_{2}$ for all $j=1, \ldots, \nu$. We can then express $\delta_{k}$ in terms of $\varepsilon_{k_{j}}^{-1}$ and $\delta_{k_{j}^{\prime}}$ with $\left|k_{j}^{\prime}\right|<\left|k_{j}\right|$. Carrying on this process, we eventually arrive at a decomposition of the form (17). Furthermore,

$$
\varepsilon_{k}=\left|\tilde{\lambda}^{k}-\tilde{\lambda}_{i_{k}}\right|, \quad|k| \geq 2, k \notin K_{2}
$$

the index $i_{k}$ being chosen in some definite way (of course, if $k \in K_{1}$ then $i_{k} \in\{s+1, \ldots, n\}$ ).
The rest of the proof follows closely [Pö]. For the benefit of the reader, we report here the main steps.

We can define,

$$
N_{m}^{j}(k), \quad m \geq 2, \quad j \in\{1, \ldots, n\}
$$

to be the number of factors $\varepsilon_{l}^{-1}$ in $\delta_{k},\left(l=l_{0}, \ldots, l_{q}\right)$ satisfying

$$
\varepsilon_{l}<\theta \tilde{\omega}(m), \quad \text { and } \quad i_{l}=j
$$

where $\tilde{\omega}(m)$ is defined in Definition 1.3, and in this notation can be expressed as

$$
\tilde{\omega}(m)=\min _{\substack{2 \leq|k| \leq m \\ k \notin K_{2}}} \varepsilon_{k}, \quad m \geq 2
$$

and $\theta$ is the positive real number satisfying

$$
4 \theta=\min _{1 \leq h \leq n}\left|\tilde{\lambda}_{h}\right| \leq 1
$$

The last inequality can always be satisfied by replacing $f$ by $f^{-1}$ if necessary. Then we also have $\tilde{\omega}(m) \leq 2$.

Notice that $\tilde{\omega}(m)$ is non-increasing with respect to $m$ and under our assumptions $\tilde{\omega}(m)$ tends to zero as $m$ goes to infinity. Following $[\mathrm{Br}]$, we have the key estimate.
Lemma 5.2. For $m \geq 2,1 \leq j \leq n$ and $k \notin K_{2}$,

$$
N_{m}^{j}(k) \leq \begin{cases}0, & |k| \leq m \\ \frac{2|k|}{m}-1, & |k|>m\end{cases}
$$

Proof. The proof is done by induction. Since we fix $m$ and $j$ throughout the proof, we write $N$ instead of $N_{m}^{j}$.

For $|k| \leq m$,

$$
\varepsilon_{k} \geq \tilde{\omega}(|k|) \geq \tilde{\omega}(m)>\theta \tilde{\omega}(m)
$$

hence $N(k)=0$.
Assume now that $|k|>m$. Then $2|k| / m-1 \geq 1$. If $k \in K_{1}$ then, by definition, $\delta_{k}=\varepsilon_{k}^{-1}$, so $N(k)$ can only be equal to 0 or 1 and we are done.

Let us suppose $k \notin K_{1} \cup K_{2}$. Write

$$
\delta_{k}=\varepsilon_{k}^{-1} \delta_{k_{1}} \cdots \delta_{k_{\nu}}, \quad k=k_{1}+\cdots+k_{\nu}, \quad \nu \geq 2
$$

with $|k|>\left|k_{1}\right| \geq \cdots \geq\left|k_{\nu}\right|$, and consider the following different cases. Observe that $k-k_{1} \notin K_{2}$, otherwise the other $k_{h}$ 's would be in $K_{2}$.

Case 1: $\varepsilon_{k} \geq \theta \tilde{\omega}(m)$ and $i_{k}$ arbitrary, or $\varepsilon_{k}<\theta \tilde{\omega}(m)$ and $i_{k} \neq j$. Then

$$
N(k)=N\left(k_{1}\right)+\cdots+N\left(k_{\nu}\right)
$$

and applying the induction hypotheses to each term we get $N(k) \leq(2|k| / m)-1$.
Case 2: $\varepsilon_{k}<\theta \tilde{\omega}(m)$ and $i_{k}=j$. Then

$$
N(k)=1+N\left(k_{1}\right)+\cdots+N\left(k_{\nu}\right)
$$

and there are three different cases.
Case 2.1: $\left|k_{1}\right| \leq m$. Then

$$
N(k)=1<\frac{2|k|}{m}-1
$$

as we want.
Case 2.2: $\left|k_{1}\right| \geq\left|k_{2}\right|>m$. Then there is $\nu^{\prime}$ such that $2 \leq \nu^{\prime} \leq \nu$ and $\left|k_{\nu^{\prime}}\right|>m \geq\left|k_{\nu^{\prime}+1}\right|$, and we have

$$
N(k)=1+N\left(k_{1}\right)+\cdots+N\left(k_{\nu^{\prime}}\right) \leq 1+\frac{2|k|}{m}-\nu^{\prime} \leq \frac{2|k|}{m}-1
$$

Case 2.3: $\left|k_{1}\right|>m \geq\left|k_{2}\right|$. Then

$$
N(k)=1+N\left(k_{1}\right),
$$

and there are three different cases.
Case 2.3.1: $i_{k_{1}} \neq j$. Then $N\left(k_{1}\right)=0$ and we are done.
Case 2.3.2: $\left|k_{1}\right| \leq|k|-m$ and $i_{k_{1}}=j$. Then

$$
N(k) \leq 1+2 \frac{|k|-m}{m}-1<\frac{2|k|}{m}-1
$$

Case 2.3.3: $\left|k_{1}\right|>|k|-m$ and $i_{k_{1}}=j$. The crucial remark is that $\varepsilon_{k_{1}}^{-1}$ gives no contribute to $N\left(k_{1}\right)$, as shown in the next lemma.
Lemma 5.3. If $k>k_{1}$ with respect to the lexicographic order, $k, k_{1}$ and $k-k_{1}$ are not in $K_{2}, i_{k}=i_{k_{1}}=j$ and

$$
\varepsilon_{k}<\theta \tilde{\omega}(m) \quad \text { and } \quad \varepsilon_{k_{1}}<\theta \tilde{\omega}(m)
$$

then $\left|k-k_{1}\right|=|k|-\left|k_{1}\right| \geq m$.
Proof. Before we proceed with the proof, notice that the equality $\left|k-k_{1}\right|=|k|-\left|k_{1}\right|$ is obvious since $k>k_{1}$.

Since we are supposing $\varepsilon_{k_{1}}=\left|\tilde{\lambda}^{k_{1}}-\tilde{\lambda}_{j}\right|<\theta \tilde{\omega}(m)$, we have

$$
\begin{aligned}
\left|\tilde{\lambda}^{k_{1}}\right| & >\left|\tilde{\lambda}_{j}\right|-\theta \tilde{\omega}(m) \\
& \geq 4 \theta-2 \theta=2 \theta .
\end{aligned}
$$

Let us suppose by contradiction $\left|k-k_{1}\right|=|k|-\left|k_{1}\right|<m$. By assumption, it follows that

$$
\begin{aligned}
2 \theta \tilde{\omega}(m) & >\varepsilon_{k}+\varepsilon_{k_{1}} \\
& =\left|\tilde{\lambda}^{k}-\tilde{\lambda}_{j}\right|+\left|\tilde{\lambda}^{k_{1}}-\tilde{\lambda}_{j}\right| \\
& \geq\left|\tilde{\lambda}^{k}-\tilde{\lambda}^{k_{1}}\right| \\
& \geq\left|\tilde{\lambda}^{k_{1}}\right|\left|\tilde{\lambda}^{k-k_{1}}-1\right| \\
& \geq 2 \theta \tilde{\omega}\left(\left|k-k_{1}\right|+1\right) \\
& \geq 2 \theta \tilde{\omega}(m),
\end{aligned}
$$

which is impossible.
Using Lemma 5.3, case 1 applies to $\delta_{k_{1}}$ and we have

$$
N(k)=1+N\left(k_{1_{1}}\right)+\cdots+N\left(k_{1_{\nu_{1}}}\right),
$$

where $|k|>\left|k_{1}\right|>\left|k_{1_{1}}\right| \geq \cdots \geq\left|k_{1_{\nu_{1}}}\right|$ and $k_{1}=k_{1_{1}}+\cdots+k_{1_{\nu_{1}}}$. We can do the analysis of case 2 again for this decomposition, and we finish unless we run into case 2.3.2 again. However, this loop cannot happen more than $m+1$ times and we have to finally run into a different case. This completes the induction and the proof of Lemma 5.2.

Since the origin is a quasi-Brjuno fixed point of order $s$, there exists a strictly increasing sequence $\left\{q_{\nu}\right\}_{\nu \geq 0}$ of integers with $q_{0}=1$ and such that

$$
\begin{equation*}
\sum_{\nu \geq 0} q_{\nu}^{-1} \log \tilde{\omega}\left(q_{\nu+1}\right)^{-1}<\infty . \tag{18}
\end{equation*}
$$

Since $\delta_{k}=0$ for $k \in K_{2}$, we have to estimate only

$$
\frac{1}{|k|} \log \delta_{k}=\sum_{j=0}^{q} \frac{1}{|k|} \log \varepsilon_{l_{j}}^{-1}, \quad k \notin K_{2} .
$$

By Lemma 5.2,

$$
\begin{aligned}
\operatorname{card}\left\{0 \leq j \leq q: \theta \tilde{\omega}\left(q_{\nu+1}\right) \leq \varepsilon_{l_{j}}<\theta \tilde{\omega}\left(q_{\nu}\right)\right\} & \leq N_{q_{\nu}}^{1}(k)+\cdots N_{q_{\nu}}^{n}(k) \\
& \leq \frac{2 n|k|}{q_{\nu}}
\end{aligned}
$$

for $\nu \geq 1$. It is also easy to see from the definition of $\delta_{k}$ that the number of factors $\varepsilon_{l_{j}}^{-1}$ is bounded by $2|k|-1$. In particular,

$$
\operatorname{card}\left\{0 \leq j \leq q: \theta \tilde{\omega}\left(q_{1}\right) \leq \varepsilon_{l_{j}}\right\} \leq 2 n|k|=\frac{2 n|k|}{q_{0}}
$$

Then,

$$
\begin{align*}
\frac{1}{|k|} \log \delta_{k} & \leq 2 n \sum_{\nu \geq 0} q_{\nu}^{-1} \log \left(\theta^{-1} \tilde{\omega}\left(q_{\nu+1}\right)^{-1}\right) \\
& =2 n\left(\sum_{\nu \geq 0} q_{\nu}^{-1} \log \tilde{\omega}\left(q_{\nu+1}\right)^{-1}+\log \left(\theta^{-1}\right) \sum_{\nu \geq 0} q_{\nu}^{-1}\right) \tag{19}
\end{align*}
$$

Since $\tilde{\omega}(m)$ tends to zero monotonically as $m$ goes to infinity, we can choose some $\bar{m}$ such that $1>\tilde{\omega}(m)$ for all $m>\bar{m}$, and we get

$$
\sum_{\nu \geq \nu_{0}} q_{\nu}^{-1} \leq \frac{1}{\log \tilde{\omega}(\bar{m})^{-1}} \sum_{\nu \geq \nu_{0}} q_{\nu}^{-1} \log \tilde{\omega}\left(q_{\nu+1}\right)^{-1}
$$

where $\nu_{0}$ verifies the inequalities $q_{\nu_{0}-1} \leq \bar{m}<q_{\nu_{0}}$. Thus both series in parentheses in (19) converge thanks to (18). Therefore

$$
\sup _{k} \frac{1}{|k|} \log \delta_{k}<\infty
$$

and this concludes the proof.
Remark 5.4. Notice that the osculating hypothesis on the $f$-invariant manifold is necessary. Let us take a look at the following example in $\mathbb{C}^{2}$. Let $f$ be given by

$$
\begin{aligned}
& x^{\prime}=\lambda(1+y) x+x^{2} \\
& y^{\prime}=y
\end{aligned}
$$

with $(\lambda, 1)$ satisfying the Brjuno condition of order 1 (in particular $\lambda$ is not a root of unity). This germ is not linearizable. In fact, let $g_{y}(x)=\lambda(1+y) x+x^{2}$, so we can write $f(x, y)=\left(g_{y}(x), y\right)$. A linearization for $f$ is a germ of holomorphic diffeomorphism $\psi=\left(\psi_{1}, \psi_{2}\right)$ fixing the origin, tangent to the identity, and such that

$$
\left(g_{\psi_{2}(x, y)}\left(\psi_{1}(x, y)\right), \psi_{2}(x, y)\right)=\left(\psi_{1}(\lambda x, y), \psi_{2}(\lambda x, y)\right)
$$

This last equality implies $\psi_{2} \equiv \psi_{2}(y)$ and $g_{\psi_{2}(y)}\left(\psi_{1}(x, y)\right)=\psi_{1}(\lambda x, y)$. Composing on the right with $\psi_{2}^{-1}$ and setting $h_{y}(x)=\psi_{1}\left(x, \psi_{2}^{-1}(y)\right)$, we have

$$
\begin{equation*}
g_{y}\left(h_{y}(x)\right)=h_{y}(\lambda x) \tag{20}
\end{equation*}
$$

From (20) we deduce that $h_{y}(0) \in \operatorname{Fix}\left(g_{y}\right)=\{0,1-\lambda(1+y)\}$. Now, $h_{0}(0)=0$; hence, by continuity $h_{y}(0)=0$ for $|y|$ small enough, and so $g_{y}^{\prime}(0) h_{y}^{\prime}(0)=\lambda h_{y}^{\prime}(0)$ for $|y|$ small enough. But $h_{0}^{\prime}(0)=1 \neq 0$; therefore $\lambda(1+y)=g_{y}^{\prime}(0)=\lambda$ for $|y|$ small enough, which is impossible. Since $f$ is not linearizable it cannot admit an osculating invariant manifold of codimension 1 , even if, obviously, the manifold $\{x=0\}$ is $f$-invariant, and $f$ is linear there.
Remark 5.5. The reduced Brjuno condition and the hypothesis $f$ holomorphically linearizable on the osculating manifold are necessary. Consider the following example in $\mathbb{C}^{n}$ for $n \geq 2$. Let $f$ be a holomorphic diffeomorphism of $\mathbb{C}^{n}$, fixing the origin, given by

$$
\begin{align*}
x_{i}^{\prime} & =\lambda_{i} x_{i}+f_{i}^{i}(x, y) \quad \text { for } i=1, \ldots, n-1, \\
y^{\prime} & =\mu y+y^{2} \tag{21}
\end{align*}
$$

with $\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2$ for every $i=1, \ldots, n-1,\left(\lambda_{1}, \ldots, \lambda_{n-1}, \mu\right)$ non resonant, and $\mu=e^{2 \pi \theta}$ with $\theta \in \mathbb{R} \backslash \mathbb{Q}$ not a Brjuno number. Then $M=\{x=0\}$ is an osculating manifold of codimension $n-1$, but ( $\lambda_{1}, \ldots, \lambda_{n-1}, \mu$ ) does not satisfy the reduced Brjuno condition (which, since we have no resonances, coincides with the usual Brjuno condition). Furthermore, thanks to Yoccoz's Theorem $[\mathrm{Y}],\left.f\right|_{M}$ is not holomorphically linearizable. This germ is not holomorphically linearizable. In fact, assume by contradiction that $\psi$ is a holomorphic linearization. Then $\tilde{M}=\psi(M)=\left\{\psi_{1}^{-1}(\tilde{x}, \tilde{y})=0, \ldots, \psi_{n-1}^{-1}(\tilde{x}, \tilde{y})=0\right\}$ is an osculating manifold of codimension $n-1$ for $\tilde{f}(\tilde{x}, \tilde{y})=\psi \circ f \circ \psi^{-1} \equiv \operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n-1}, \mu\right)(\tilde{x}, \tilde{y})$. Thanks to the implicit function Theorem there exist $n-1$ holomorphic functions $\chi_{1}(\tilde{y}), \ldots, \chi_{n-1}(\tilde{y})$, such that $\tilde{M}=\left\{\tilde{x}_{1}=\chi_{1}(\tilde{y}), \ldots, \tilde{x}_{n-1}=\chi_{n-1}(\tilde{y})\right\}$. The $\tilde{f}$-invariance of $\tilde{M}$ yields

$$
\lambda_{i} \chi_{i}(\tilde{y})=\chi(\mu \tilde{y}) \quad \text { for } i=1, \ldots, n-1,
$$

and this is equivalent, writing $\chi_{i}(\tilde{y})=\sum_{m \geq 1} \chi_{m}^{i} \tilde{y}^{m}$, to

$$
\sum_{m \geq 1} \lambda_{i} \chi_{m}^{i} \tilde{y}^{m}=\sum_{m \geq 1} \chi_{m}^{i} \mu^{m} \tilde{y}^{m},
$$

which implies $\chi_{m_{\sim}}^{i} \equiv 0$ for every $i=1, \ldots, n-1$ and $m \geq 0$, because $\left(\lambda_{1}, \ldots, \lambda_{n-1}, \mu\right)$ is not resonant. Then $\tilde{M}=\{\tilde{x}=0\}$ and, since $\left.\tilde{f}\right|_{\tilde{M}}$ is linear, we have a holomorphic linearization of $\left.f\right|_{M}$, contradiction.

## 6. Final remarks

We can obtain many of the result recalled in the Introduction as corollaries of our Theorems. If there are no resonances Theorem 4.1 with $s=n$ yields Theorem 1.1. If there are no resonances and the origin is an attracting [resp., repelling] fixed point then Theorem 1.11 with $s=n$ yields Theorem 1.3 because the Brjuno condition is automatically satisfied.

Our result can be also compared with the following result obtained by Nishimura in $[\mathrm{N}]$ (the statement is slightly different from the original one presented in [ N ] but perfectly equivalent):
Theorem 6.1.(Nishimura, $1983[\mathrm{~N}])$ Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$, fixing the origin $O$. Assume that $Y$ is a complex manifold through $O$ of codimension s pointwise fixed by $f$. In coordinates $z=(x, y)$ in which $Y=\{x=0\}$ we can write $f$ in the form

$$
\begin{array}{ll}
x_{i}^{\prime}=\sum_{k=1}^{s} C_{i k}(y) x_{k}+f_{i}^{1}(x, y) & \text { for } i=1, \ldots, s \\
y_{j}^{\prime}=y_{j}+f_{j}^{2}(x, y) & \text { for } j=1, \ldots, r
\end{array}
$$

with $\operatorname{ord}_{x}\left(f_{i}^{1}\right) \geq 2$ and $\operatorname{ord}_{x}\left(f_{j}^{2}\right) \geq 1$. If for each point $p \in Y$ the eigenvalues $\left\{\lambda_{1}(p), \ldots, \lambda_{s}(p)\right\}$ of the matrix $C(p)=\left(C_{j k}(p)\right)$ have modulus less than 1 and have no resonances, then there exists a unique holomorphic change of coordinates $\psi$, defined in a neighbourhood of $Y$, tangent to the identity such that

$$
f \circ \psi=\psi \circ L,
$$

where $L$ is the germ

$$
\begin{array}{ll}
x_{i}^{\prime}=\sum_{k=1}^{s} C_{i k}(y) x_{k} & \text { for } i=1, \ldots, s, \\
y_{j}^{\prime}=y_{j} & \text { for } j=1, \ldots, r .
\end{array}
$$

The hypotheses of Nishimura are slightly different from ours, and, in fact, he does not prove a true linearization theorem. However, his result becomes a linearization result when $C(y)$ is a constant matrix, which is equivalent to requiring that $Y$ is an osculating fixed manifold. In this situation our result can be seen as a generalization of Theorem 6.1 in the case of $\mathrm{d} f_{O}$ diagonalizable. In fact while he needs an osculating fixed manifold and a strong hypothesis on the modulus of the eigenvalues, we only need an osculating manifold on which our germ is holomorphically linearizable and the origin as a quasi-Brjuno fixed point of order $s$.

Recently, Rong $[R]$ proved the following result
Theorem 6.2.(Rong, $2006[\mathrm{R}])$ Let $f$ be a germ of holomorphic diffeomorphism of $\mathbb{C}^{n}$, fixing the origin with $\mathrm{d} f_{O}=\operatorname{Diag}\left(\Lambda_{s}, I_{r}\right)$, where $\Lambda_{s}=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ with $\lambda_{j}=e^{2 \pi i \theta_{j}}, \theta_{j} \in \mathbb{R} \backslash \mathbb{Q}$. Let $M$ be a pointwise fixed complex manifold through $O$ of codimension $s$. Choose local coordinates $(x, y)$ centered in $O$ such that $M=\{x=0\}$. For any $p \in M$, write $\mathrm{d} f_{p}=\left(\begin{array}{cc}\Lambda_{s}(y) & O \\ \star & I_{r}\end{array}\right)$. Assume that $\Lambda_{s}(y) \equiv \Lambda_{s}$ for all $p \in M$. If the $\lambda_{j}$ 's satisfy the Brjuno condition, then there exists a local holomorphic change of coordinates $\psi$ such that

$$
f \circ \psi=\psi \circ \Lambda
$$

where $\Lambda$ is the linear part of $f$.
This result too can be seen as a particular case of Theorem 1.11. In fact, if we are in the hypotheses of Rong, our hypotheses are automatically verified: $M$ is an osculating fixed manifold thanks to the hypothesis $\Lambda_{s}(y) \equiv \Lambda_{s}$ for all $p \in M$, and the hypotheses on the eigenvalues follow immediately from Remarks 1.5 and 2.3.

What it is new in our result is that we are not assuming anything on the modulus of the eigenvalues, so we are really dealing with the mixed case. In fact we are allowing cases in which there are some eigenvalues with modulus greater than 1 , some eigenvalues with modulus 1 , and the remaining eigenvalues with modulus less than 1. Finally, our Theorem applies in cases not covered by the previous results, as shown by Remark 2.3.
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