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Introduction

The theory of unipotent algebraic groups, and in particular that of com-
mutative unipotent algebraic groups, over a field represents a very beautiful
theory (see for example [3] [10] [14] [16]), which plays also an important role
of in the study of algebraic groups over a field. Hence we can also expect that
over a general base scheme, a study of unipotent group scheme can give appli-
cations in the study of family of algebraic groups. On the other hand, family
of unipotent group arises also naturally in practice, and leads to interesting
questions of affine schemes.

In Exposé XVII of [5], a general theory of unipotent groups over a field or
over a general base scheme is given. Besides of this, one can still find in
Exposé XXVI of [6] some studies of family of unipotent groups, but only in
a very special case, namely, the unipotent radical of a parabolic subgroup of
some reductive group. In [20], Dolgachev and Weisfeiler proposed a theory of
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unipotent groups in a more general setting. More precisely, the authors of loc.
cit. considered affine unipotent group schemes G flat over an affine integral
scheme S = Spec(R) such that the generic fiber is isomorphic to an affine
space as scheme, and they got many interesting properties about such group
schemes. For example, if R is a discrete valuation ring, the authors were able to
find a family of good generators of the affine ring R[G] of G/S and determined
all the relations between these generators. When R is of equal characteristic
p > 0 and if GK ' Gn

a,K , they proved that the group scheme G/S is a so-
called p-polynomial S-scheme. With this result and suppose moreover that
G/S has smooth connected fibers, together with some computations with the
p-polynomials, the authors proved that the groups scheme G/S is isomorphic
to Gn

a,S after an eventual extension of discrete valuation rings of R. Besides
of these, one finds in loc. cit. also many results concerning deformations and
cohomology of such group schemes.

The present report is then an attempt to understand the papers [20] of
Dolgachev-Weisfeiler. Since the majority of the results in loc. cit. are based on
the assumption that the base scheme S is the spectrum of a discrete valuation
ring, in this report, we will work mainly over such a base. This report contains
no original result, and every statement in this report is contained in [20] (or [3],
[11]), though in some places, the treatments given here are slightly different
from the original ones in [20]. But of course, I am responsible for any error in
this report.

This is the expanded version of a talk given in the summer school in Luminy
organized in the occasion of the reprint of SGA3. The author wants to thank P.
Gille for the kind invitation. During the preparation of this notes, the author
benefits from the communications with M. Raynaud, Q. Liu and D. Tossici, he
thanks them sincerely.

1. Notations and reviews

1.1. Notations and conventions. —

1.1.1. Unless mentioned explicitly, in this report, the letter R denotes always a
discrete valuation ring, withK its fraction field and k it residue field. Moreover,
we note by S the spectrum of R.

1.1.2. Let XK be a scheme of finite type over K. In this report, a model of
XK over S will be a flat S-morphism of finite type X/S whose generic fiber is
XK .

1.1.3. For m,n ∈ Z tow integers such that m ≤ n, we will denote by [m,n]
the set {m,m+ 1, · · · , n} ⊂ Z.
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1.1.4. Let i ∈ [1, n], and for any r ∈ Z≥0, we will denote by

m(i, r) = (0, · · · , 0, r, 0, · · · , 0) ∈ Zn≥0

where the integer r is located in the i-th component.

1.1.5. For G an affine group scheme over an affine scheme Spec(A), we denote
by A[G] the function ring of G, and by

µ : A[G]→ A[G]⊗A A[G]

its map of comultiplication. Moreover, we denote by η : A[G]→ A[G]⊗AA[G]
the morphism obtained by

x 7→ µ(x)− x⊗ 1− 1⊗ x.

1.2. Unipotent groups over a field: definitions and examples. —

1.2.1. Let k be a algebraically closed field, and G be a group scheme over k.
Recall that the group scheme G is unipotent if it verifies one of the following
two equivalent conditions:

– G has a central composition series of the form

0 = H0 ⊂ H1 ⊂ · · ·Hr−1 ⊂ Hr = G

whose successive quotients Hi/Hi−1 for i = 1, 2, · · · , r are isomorphic to
an algebraic subgroup of Ga,k ([5] Exposé XVII, Définition 1.1).

– G is affine, and in its function ring k[G], there exist generators t1, · · · , tn
of k[G] as k-algebra such that the comultiplication map µ verifies

µ(ti) = ti ⊗ 1 + 1⊗ ti +
∑
j

aij ⊗ bij , ∀i = 1, · · · , n

with aij , bij ∈ k[t1, · · · , ti−1] ([15] Chap. VII § 1.6, Remarque 2).

1.2.2. More generally, until the end of §1.2, let k be an arbitrary field, with
k̄ an algebraic closure of k. A group scheme G/k is called unipotent if the
k̄-group scheme Gk̄ := G ×Spec(k) Spec(k̄) is unipotent in the sense of § 1.2.1.
When the group scheme G/k is smooth and connected group scheme, then the
condition that G/k is unipotent is also equivalent to the following condition
([5] Exposé XVII, Proposition 4.1.1):

– G has a composition series whose successive quotients are forms of Ga,k.

In particular, once the base field k is perfect, since there is no non trivial form
of Ga,k over k (loc. cit., Lemme 2.3 bis), G has a composition series whose
successive quotients are isomorphic to Ga,k. As a result, its underlying scheme
is isomorphic to some affine space Ank . More generally, without the perfectness
of the field k, we have the following result due to Lazard.
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Proposition 1.1 (Lazard [3] IV § 4 n◦ 4, Théorème 4.1)
Let G/k be an affine k-group scheme. The following three assertions are

equivalents:
– There is an isomorphism of k-schemes G ' Ank with n = dim(G);
– G has a composition series with successive quotients isomorphic to Ga,k;
– G is reduced and solvable. Moreover, there exists integer N ≥ 1 and a

dominant morphism of k-schemes ANk → G.

Definition 1.2 ([17] Chapter IV Definition 4.1.2)
A connected k-unipotent group scheme G/k is call k-split (or split over k),

if G/k verifies one of the three equivalent conditions in Proposition 1.1.

Hence, for G/k split over k of dimension n, one can find generators
x1, · · · , xn of k[G] such that the comultiplication map satisfies

µ(xi) = xi ⊗ 1 + 1⊗ xi +
∑
ij

aij ⊗ bij

with aij , bij ∈ k[x1, · · · , xi−1]. In the following, such a family of generators of
k[G] will be called primitive. In this report, we are mainly interested in such
unipotent groups and their affine models over a discrete valuation ring.

1.2.3. Some examples of unipotent groups. — Let G be a smooth connected
unipotent group over a field k of characteristic p > 0.

1. If G is of one dimensional, then G is a form of the additive group Ga,k.
Hence if k is perfect, G ' Ga,k. But over an imperfect field, there exists
non trivial form of Ga,k. For example, let a ∈ k − kp, and consider the
following closed subgroup scheme of G2

k = Spec(k[x, y]) defined by the
following equation

x+ xp + ayp = 0

which can be trivialized by the inseparable extension k ⊂ k(a1/p).
2. For r ∈ Z≥1, let

Φr(X) =
1

p

pr−1∑
i=1

(
pr

i

)
Xi ⊗Xpr−i ∈ Z[X]⊗ Z[X].

We consider the k-algebra of polynomials in two variables k[x, y], and
define the following map µ : k[x, y]→ k[x, y]⊗ k[x, y] by:

µ(x) = x⊗ 1 + 1⊗ x, µ(y) = y ⊗ 1 + 1⊗ y +
∑
r≥1

arΦr(x)

for ar ∈ k such that ar = 0 for almost all r. We verify that this gives a
structure of Hopf algebra on k[x, y], and the group scheme obtained in
this way is an extension of Spec(k[x]) = Ga,k by Spec(k[x, y]/(x)) = Ga,k,
which is also commutative. Conversely, any k-split two dimensional
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(connected) commutative unipotent group is given by such formulas ([3]
II § 3 4.6 théorème).

Finally, we refer to [10] for a detail discussion of unipotent groups over
general fields. See also [3] [14] and [16].

1.3. Characteristic zero case. — Let S be an arbitrary noetherian base
scheme, and G/S be a flat S-group scheme of finite type. Recall that G/S
is unipotent if the geometric fibers of G/S are unipotent groups in the sense
of §1.2. In this section, we will briefly review the results of unipotent group
schemes when the base S is of characteristic zero, i.e., is a scheme over Q.
Under this assumption, according to a result of Cartier, the group scheme
G/S has smooth fibers, and hence G/S is smooth by the flatness of G/S.
Moreover, over an algebraically closed field of characteristic zero, the only
subgroup scheme of Ga is (0) and Ga itself ([5] Exposé XVII Proposition 1.5),
the group scheme G/S has hence connected fibers. As a result, the group
scheme G/S is separated ([4] Exposé VI Corollaire 5.5).

1.3.1. Exponential maps. — Let S be a noetherian scheme of characteristic
zero, and G be a group scheme flat of finite type over S. Let Spec(R) be
an affine scheme over S, we will denote by an element of G(R[[T ]]) (resp.
of G(R[T ])) by the functional symbol like f(T ). For any complete linear
topology R-algebra A (resp. any R-algebra A), and any element t ∈ A which
is topologically nilpotent (resp. any element t ∈ A), we denote by f(t) ∈ G(A)
the image of f(T ) ∈ G(R[[T ]]) in G(A) (resp. of f(T ) ∈ G(R[T ]) in G(A)) by
the canonical map G(R[[T ]])→ G(A), which is induced by R[[T ]]→ A sending
T to t ∈ A (resp. by R[T ]→ R sending T to t ∈ A).

Proposition 1.3 ([3] II § 6 n◦ 3). — 1. Pour each x ∈ Lie(GR) =
ker(G(R[ε]) → G(R)), there exists a unique element eTx ∈ G(R[[T ]])
such that

– eεx = x ∈ G(R[ε]);
– e(T+T ′)x = eTx · eT ′x ∈ G(R[[T, T ′]]).

Moreover, let x, y ∈ Lie(GR) be two elements verifying [x, y] = 0, then

eT (x+y) = eTx · eTy.

2. Let V be a vector bundle on S, and G = GL(V ). Then for any element
x ∈ Lie(GR) = EndR(V ⊗OS R), we have

eTx =
∑
i≥0

T ixi

i!
∈ GL(V ⊗OS R[[T ]])

In particular, if x ∈ EndR(V ⊗OSR) is nilpotent, we have eTx ∈ G(R[T ]).
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Corollary 1.4 ([3] II § 6 n◦ 3 Corollaire 3.5). — Let ρ : G ↪→ GLn(V ) be
a faithful representation of G on a vector bundle V of finite rank over S. If
x ∈ Lie(GR) ⊂ End(VR) is nilpotent. Then eTx ∈ G(R[T ]) ⊂ G(R[[T ]]).

Let G/S be a unipotent group scheme which can be realized as subgroup
scheme of some GL(V ) for some vector bundle V on S by the morphism
ρ : G → GL(V ). This latter morphism induces a morphism between their
Lie-algebras:

Lie(ρ) : Lie(G)→ Lie(GL(V )) = End(V )

Since G/S has unipotent fibers and the base S is noetherian, the image of
the previous map Lie(ρ) is contained in the set of nilpotent endomorphisms
of V . In particular, we can apply the construction that we sketched here.
Hence, for any affine scheme Spec(R) over S, and for any x ∈ Lie(GR), we
have eTx ∈ G(R[T ]). Now, we consider the morphism of R-algebras R[T ]→ R
sending T to 1 ∈ R, and the inducing morphism of groups

G(R[T ])→ G(R)

we get hence an element ex := ex·1 ∈ G(R), and hence a map Lie(GR)→ G(R).
More generally, we get in such a way a morphism of S-schemes (called the
exponential map of the unipotent group scheme G/S):

(1) exp: W(Lie(G))→ G, x 7→ ex.

whose geometric fibers are isomorphisms of schemes ([3] IV § 2 n◦ 4 Proposi-
tion 4.1). Since the two S-schemes are smooth of finite type, this implies then
the exponential map (1) is an isomorphism of S-schemes.

1.3.2. Exponential map over a normal base. — With the help of [11], it is
possible to extend the construction of exponential map in the previous § to
unipotent group schemes over a general normal base scheme. Recall that S of
characteristic zero, and forG/S a (flat) unipotent group scheme, its Lie-algebra
Lie(G) is nilpotent. Hence, by using the Baker-Campbell-Hausdorff formula,
W(Lie(G)) becomes an S-group scheme which is in general not commutative
(see for example [2] Chapter II § 6.5 Remark (3)).

Proposition 1.5. — Let S be a noetherian normal scheme of characteristic
zero, and G/S be a flat unipotent group. Then there is a unique morphism of
S-schemes

exp: W(Lie(G))→ G

which can be characterized by the following condtions:
(a) exp sends the zero section of W(Lie(G)) to the neutral element e of G/S;
(b) exp(n · x) = exp(x)n ∈ G for any local section x of W(Lie(G));
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(c) The induced map of exp between the tangent spaces

T0(exp) : Lie(G) ' T0(W(Lie(G)))→ Te(G) = Lie(G)

is identity.
Moreover, if we impose the group scheme structure on W(Lie(G)) given by the
Baker-Campbell-Hausdorff formula as in [2] (Chapter II § 6.5), the exponential
map above is an isomorphism of S-group schemes.

Proof. — Since G/S is separated and W(Lie(G)) is flat over S, to prove
the uniqueness, we only need to verify the corresponding statement over the
generic point of S. Hence, we are reduced to the case where S = Spec(K)
is the spectrum of a field of characteristic zero. By Galois descent, we can
even assume that K is algebraically closed. Let f, g two morphism of S-
schemes verifying the three properties (a)-(c) of the proposition. Since K
is algebraically closed, we only need to show that f(x) = g(x) for for any
x ∈ Lie(G) = W(Lie(G))(K). Let g = K · x ⊂ Lie(G) be the linear subspace
generated by such a x ∈ Lie(G). This gives a Lie-subalgebra of Lie(G). We
consider then the compositions f ′, g′ of f, g with the following canonical map

W(g)→W(Lie(G)).

According to our assumption on f and g, the two maps f ′ and g′ induces the
same morphisms between the tangent spaces on 0, and also verify

f ′(ny) = f ′(y)n, g′(ny) = g′(y)n ∀y ∈W(g).

As a result, both maps are morphisms of groups schemes over S. Hence, the
kernel H of the double morphism

W(g)
f ′ //

g′
// G

is an algebraic subgroup of W(g). On the other hand, since f ′, g′ have the
same induced map bwtween the tangent spaces, this implies that Lie(H) =
Lie(W(g)) = g. Since K is of characteristic zero, we get H = W(g). Hence
f ′ = g′. In particular, f(x) = g(x), as is required.

It remains to prove the existence of such a morphism under our assumption
on the base. Recall that by the Baker-Campbell-Hausdorff formula, W(Lie(G))
becomes a smooth group scheme over S with connected fibers. We will first
construct the exponential map when the base S is local normal of dimension
one. In this case, on applying the Lemma IX 2.2 of [11], G/S can be realized as
a closed subgroup scheme of GLn for some integer n. Hence one can construct
the exponential map as in § 1.3.1

exp: W(Lie(G))→ G.
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By the Proposition 1.3, the morphism of schemes exp verifies the properties
(a)-(c) of the proposition. To see that exp is a morphism of groups, since our
group scheme G/S is separated and W(Lie(G)) is flat over S, we are reduced to
show the similar result between the generic fibers, which is then well-known ([3]
IV § 2, 4.3). Finally, we proceed to the general case. According to the Corollary
IX 1.4 of [11] and the fact that W(Lie(G))/S is smooth with connected fibers,
we only need to construct the morphism exp over an open subset W ⊂ S
contain every point of S of depth ≤ 1. Hence, we are reduced to prove that for
any point s ∈ S of depth ≤ 1, there exists some open subset V ⊂ S containing
s, and a morphism W(Lie(GW )) → GW inducing the usual exponential map
on the generic fibers. Hence, up to replace S by its localization at s ∈ S, we
are reduced to the previous case. This finishes the proof.

2. Generators of the R-algebra R[G]

In this part, S = Spec(R) is the spectrum of a discrete valuation ring. Let
G be a flat affine group scheme of finite type over S such that its generic
fiber GK is K-split in the sense of Definition 1.2. The aim of this section is
to explain the existence of good generators of R[G] as an R-algebra. Let us
begin with some preparations on the lexicographic order defined on the ring of
polynomials.

2.1. Lexicographic orders. — Let n > 0 be an integer, we consider the
ring K[x1, x2, · · · , xn] of polynomials in n variables with coefficients in K.
To denote a monomial xα1

1 xα2
2 · · ·xαnn , we will use the usual abbreviation xn,

where x = (x1, · · · , xn) and α = (α1, · · · , αn) ∈ Zn≥0. For any α, α′ ∈ Zn≥0,
we introduce the so-called lexicographic order : α > α′ if there is some integer
i ∈ [1, n] such that αi > α′i and that αj = α′j for any j ∈ [i + 1, n]. In
particular, this gives a total order on Zn≥0, and (1, 0, · · · , 0) is the minimal
element different from 0 = (0, 0, · · · , 0) in Zn≥0. In this report, the maximum
“max” is always taken relative to this order.

Lemma 2.1. — The lexicographic order of Zn≥0 satisfies the decreasing chain
condition: for αi ∈ Zn≥0 such that

(2) α0 ≥ α1 ≥ · · · ≥ αi ≥ αi+1 ≥ · · · ,

there exists some i0 ∈ Z≥0 sufficiently large such that αi = αi0 for any i ≥ i0.

Proof. — Let αi = (ai,1, ai,2, · · · , ai,n). According to the definition of lexico-
graphic order, we must have the following descending sequence of non negative
integers:

a1,n ≥ a2,n ≥ · · · ≥ ai,n ≥ · · ·
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As a result, for some i0 � 0, and for any i ≥ i0, we must have ai,n = ai0,n.
Up to remove all the first i0 terms of the sequence (2), we may assume that
ai,n = a1,n for all i ≥ 0. Hence, one must have

a1,n−1 ≥ a2,n−1 ≥ · · · ≥ ai,n−1 ≥ · · ·
The same argument shows that up to remove again finitely many first terms
in the sequence (2), we may assume further more that ai,n−1 = a1,n−1 for all
i ≥ 0. After at most n repetitions of this argument, and up to remove finitely
many terms of the sequence (2), we find that αi = α0 for any i ≥ 0. This gives
the lemma.

Corollary 2.2. — Any non empty subset of Zn≥0 has a minimal element rel-
ative to the lexicographic order.

Definition 2.3. — For any polynomial f =
∑

α aαx
α ∈ K[x1, · · · , xn], we

define its degree, denoted by deg(f), by the element of Zn≥0 given by the
following formula

deg(f) = max{α | aα 6= 0}.

Now, let X be an affine model (1.1.2) of the affine space

AnK = Spec(K[x1, x2, · · · , xn]),

with R[X] its affine ring, which is an R-algebra of finite type. From the
flatness of R[G] over R, we can view R[G] naturally as an R subalgebra of
K[x1, x2, · · · , xn]. Hence, for any f ∈ R[X], we have the well-defined notion
deg(f). Following [20], for any α ∈ Zn≥0, we define

Pα = {f ∈ R[X] | deg(f) ≤ α}, and P ′α = {f ∈ R[X] | deg(f) < α}.
We have P ′α ⊂ Pα, its cokernel will be denoted by Pα.

Lemma 2.4. — 1. These three R-modules are torsion free.
2. dimK(Pα ⊗A K) = 1.
3. Suppose that the origin oK = (0, 0, · · · , 0) ∈ AnK can be extended to a S-

section of X/S. Then the R-module Pα is also of finite type. In particular,
the R-module Pα is free of rank 1 over R.

Proof. — Only the third statement needs a verification. We will introduce
some notations for this proof: for any α = (α1, · · · , αn) ∈ Zn≥, we put

|α| =
n∑
i=1

αi.

and define d(f) = min{|α| : aα 6= 0} for a polynomial f . In particular,
d(f) ≥ 0 with equality holds if and only if the polynomial f has non zero
constant term.
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Now, let us begin the proof. Since R[X] is an R-algebra of finite type,
there exist f1, f2, · · · , fm ∈ K[x1, · · · , xn] such that R[X] = R[f1, · · · , fm].
We claim that the constant term of each fi is contained in R. According to
our assumption, the origin oK of XK = AnK can be extended to an S-section
of X/S, hence there exists an epimorphism of R-algebras ρ : R[X]→ R, such
that its induced map on the generic fiber is the epimorphism of K-algebras
given by

ρK : K[x1, x2, · · · , xn]→ K, xi 7→ 0.

If we write fi = ci + f ′i such that ci ∈ K and f ′i ∈ (x1, x2, · · · , xn), we find
that ρK(fi) = ρK(ci) = ci. On the other hand, since ρK(fi) = ρ(fi) ∈ R ⊂ K,
we must have ci ∈ R. Hence, up to modify fi by fi − ci, we may assume that
each fi has zero constant term. In particular, d(fi) > 0.

Now as an R-modules, R[X] is generated by the elements f t := f t11 f
t2
2 · · · f tmm

for f = (f1, · · · , fm) and t = (t1, · · · , tm) ∈ Zm≥0. For each t ∈ Zm≥0, let λt be
the coefficient of the term xα of the polynomial f t ∈ K[x1, · · · , xn], et Λ ⊂ K
be the R-submodule generated by these coefficients. Then Λ is also the set of
coefficients of the term xα of the elements in R[G]. Since d(f t) =

∑m
i=1 d(fi)·ti,

we find that λt = 0 once the following inequality is satisfied:
m∑
i=1

ti · d(fi) > |α|.

Since the complement of the elements t ∈ Zm≥0 verifying the inequality above
is finite (because d(fi) > 0 for all i), there is only finitely many t ∈ Zm≥0 such
that λt 6= 0. As a result, the R-module Λ is of finite type over R. Now we
consider the subset Λ′ of K formed by the element λ ∈ K such that, there
exist an element g ∈ Pα with λ as its coefficient of the term xα. This is a
R-submodule of K, which is also contained in Λ. Hence Λ′ is also of finite
type over R, this means exactly that the R-module Pα is of finite type. This
finishes the proof.

2.2. Linear unipotence of affine group models of a unipotent group.
—

2.2.1. Let G/S be an affine flat group scheme of finite type over S, such
that its generic fiber is split (Definition 1.2). In particular, we can find
x1, · · · , xn ∈ K[GK ] such that K[GK ] = K[x1, x2, · · · , xn] and that

(3) µ(xi) = xi ⊗ 1 + 1⊗ xi +
∑
j

aij ⊗ bij

with µ the comultiplication map, and aij , bij ∈ K[x1, · · · , xi−1]. In the follow-
ing, we will fix once for all such a primitive family of generators of K[GK ].
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Since G/S is a affine group scheme and because of the choice of the primitive
family {x1, · · · , xn}, the zero section of GK = Spec(K[x1, · · · , xn]) can be
extended to a section of G over S (i.e., the neutral element of G/S), the S-
scheme satisfies hence the assumption of Lemma 2.4 (3). In particular, for each
α ∈ Zn≥0, the corresponding R-module Pα is free of rank 1. For each α ∈ Zn≥0,
let zα ∈ Pα an element whose image in Pα gives a basis over R. Then R[G] is
a free R-module with a basis given by the family {zα : α ∈ Zn≥0}. Moreover, as
an R-module, R[G]⊗RR[G] is free with a basis given by {zα⊗zβ : α, β ∈ Zn≥0}.
This family gives also a basis of K[GK ]⊗K[GK ] over K, and an element∑

α,β

aα,βzα ⊗ zβ ∈ K[GK ]⊗K[GK ], aα,β ∈ K

is contained in R[G] ⊗ R[G] ⊂ K[GK ] ⊗K[GK ] if and only if the coefficients
aα,β ∈ R for any α, β ∈ Zn≥0. In the following, to simplify the presentation, we
will use the following notations: let α ∈ Zn≥0, we put

– M := R[G]⊗RR[G], MK = M ⊗RK = K[x1, · · · , xn]⊗K K[x1, · · · , xn];
– MK,α ⊂MK (resp. M̃K,α) the subspace generated overK by the elements
a⊗ b verifying the following properties:

deg(a) < α, deg(b) < α, and
deg(a) + deg(b) ≤ α (resp. deg(a) + deg(b) < α).

– Mα := MK,α ∩M , and M̃α := M̃K,α ∩M .

For any a⊗ b ∈MK , we define deg(a⊗ b) := deg(a) + deg(b).

Lemma 2.5. — Let µ : R[G]→ R[G]⊗R[G] the comultiplication map of the
group scheme G/S. Then for any y ∈ R[G], we have

µ(y) ≡ y ⊗ 1 + 1⊗ y mod Mdeg(y).

Proof. — Let α0 = deg(y). According to the formula (3), we have

µ(y)− (y ⊗ 1 + 1⊗ y) =
∑
`

a` ⊗ b` ∈ K[x1, · · · , xn]⊗K[x1, · · · , xn].

such that the following two conditions are satisfied: (1) deg(a`) < α0, deg(b`) <
α0; (2) deg(a`) + deg(b`) ≤ α0. Since zα ∈ Pα which generates also Pα ⊗R K
over K, there exist cα,β ∈ K such the following equality holds:∑

`

a` ⊗ b` =
∑

α<α0,β<α0
α+β≤α0

cα,βzα ⊗ zβ



12 JILONG TONG

On the other hand, since y ∈ R[G], µ(y) − y ⊗ 1 − 1 ⊗ y ∈ R[G] ⊗ R[G].
Moreover, since the family {zα ⊗ zβ : α, β ∈ Zn≥0} is a basis of the free R-
module R[G] ⊗ R[G], the coefficients cα,β in the previous equality must lie in
R. From this, we get the conclusion.

Corollary 2.6. — Let α = (t1, t2, · · · , ts, 0, · · · , 0), β = (0, · · · , 0, ts+1, · · · tn)
two elements in Zn≥0. Then the image of zα · zβ ∈ Pα+β in Pα+β gives also a
basis of this free R-module of rank 1.

Proof. — By the Lemma 2.4 (iii), there exists a ∈ R such that azα+β−zαzβ ∈
P ′α+β ⊂ R[G]. We only need to prove that a ∈ R∗. According to the previous
Lemma 2.5, we have η(azα+β − zαzβ) ∈ M̃α+β . On the other hand, since
zα+β ∈ R[G], it follows that η(zα+β) ∈ R[G]⊗R[G] = M , hence

1

a
η (zαzβ) = η(zα+β) +

1

a
η(zαzβ − azα+β) ∈M + M̃K,α+β.

Now

η(zαzβ) = µ(zα)µ(zβ)− zαzβ ⊗ 1− 1⊗ zαzβ
= (zα ⊗ 1 + 1⊗ zα + η(zα)) · (zβ ⊗ 1 + 1⊗ zβ + η(zβ))

−zαzβ ⊗ 1− 1⊗ zαzβ
= zα ⊗ zβ + zβ ⊗ zα + (zα ⊗ 1 + 1⊗ zα) · η(zβ)

+(zβ ⊗ 1 + 1⊗ zβ) · η(α) + η(α) · η(β).

By the assumptions on α and β, for any α′ ≤ α, and any β′ < β, we have
α′ + β′ < β, and since η(zα) ∈Mα η(zβ) ∈Mβ , the following sum

(zα ⊗ 1 + 1⊗ zα) · η(zβ) + (zβ ⊗ 1 + 1⊗ zβ) · η(α) + η(α) · η(β).

does not contain the term zα ⊗ zβ . As a result, the coefficient of the term
zα⊗zβ in η(zαzβ) is equal to 1. Hence, in order that 1

aη(zαzβ ) ∈M +M̃K,α+β ,
it is necessary that 1

a ∈ R. This proves that a ∈ R is a unit.

2.2.2. Since R[G] is finitely generated as an R-algebra, there exist finitely
many α1, · · · , αt such that R[G] is generated by these zαi (1 ≤ i ≤ t) as an
R-algebra. In fact, we can do better here.

Definition 2.7. — We define by induction a family of element {yi} ⊂ R[G]
verifying the following two properties: (i) y1 = z(1,0,··· ,0); (ii) for i ≥ 1, yi+1 is
the first zα such that deg(zα) > deg(yi) and zα /∈ R[y1, y2, · · · , yi] (here if such
a zα does not exist, then we stop and get a finite family).

Lemma 2.8. — The construction in 2.7 stops after finitely many steps.
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In order to prove this lemma, we need some preparations. Recall that we
have chosen {x1, · · · , xn} is a primitive family of generators of K[GK ]/K,
hence for any integer r ∈ [1, n], the K-scheme HK = Spec(K[x1, · · · , xr]) has
a group scheme structure. Moreover, the canonical injection K[x1, · · · , xr] ⊂
K[x1, · · · , xn] gives us a surjective morphism of K-algebraic groups:

GK → HK .

Its kernel is the subgroup scheme FK of GK defined by the ideal
(x1, x2, · · · , xr) ⊂ K[x1, · · · , xn]. Let F be the schematic closure of FK
in G, which is a flat finite type subgroup scheme of GK .

Lemma 2.9. — With the notations as above.
1. The quotient G/F is representable by a group scheme H flat affine of

finite type over S, and its generic fiber is HK = Spec(K[x1, · · · , xr]).
2. If we identify R[H] as a subalgebra of K[HK ] which itself is contained in
K[x1, · · · , xn], then

R[H] = R[G] ∩K[x1, · · · , xr].

In particular, the last intersection is of finite type over R as an R-algebra.

Proof. — The first assertion (1) follows from the general result of Artin and
Raynaud. More precisely, according to 8.4/9 of [1], the fppf quotient H = G/F
is representable by an algebraic space over S. Since F ↪→ G is a closed subgroup
scheme over S, it follows that the quotient H is separated. By by a theorem
of Raynaud (Théorème 3.3.1 of [12]), this algebraic space is representable
by an S-group scheme, necessarily flat and of finite type over S. Since our
basis S is normal of dimension 1, the affineness of H/S follows then from the
Lemma IX 2.2 of [11] since the generic fiber HK , being a quotient of an affine
K-group scheme GK , is affine.

For (2), since H = G/F , H is the cokernel of the double morphism

F ×G
pr2 //
m

// G

where pr2 : F×G→ G is the projection to the second factor, and m : F×G→
G is the multiplication map. As a result, a morphism h : G → A1

S can factor
through the surjection G → F if and only if h ◦ pr2 = h ◦ m. Since G/S is
separated, the last condition is equivalent to the corresponding equality in the
generic fiber: hK ◦pr2,K = hK ◦mK , which is again equivalent to the fact that
hK : GK → A1

K can factor through HK . Hence, if we identify K[HK ] and R[G]
as subset of K[GK ] = K[x1, · · · , xn], h ∈ K[GK ] lies in R[H] if and only if
h ∈ R[G]∩K[HK ]. This last statement means exactly R[H] = R[G]∩K[HK ],
and hence finishes the proof of the lemma.
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Proof of Lemma 2.8. — Let {y1, y2, · · · } be a family (finite or infinite) pro-
duced by the construction in Definition 2.7. Since R[G] is finitely generated
over R, to prove the lemma, we only need to verify that R[G] = R[y1, y2, · · · ].
This follows that there exists some integer N such that R[G] = R[y1, · · · , yN ],
hence the construction in Definition 2.7 must stop after finitely steps.

We will prove the last statement by induction on n. The case where n = 1
is clear. Supposons now the lemma has been proven for the integer n− 1 ≥ 1.
We consider the subalgebra R[G]∩K[x1, · · · , xn−1]. According to Lemma 2.9,
this subalgebra is finitely generated with generic fiber K[x1, · · · , xn−1], which
is also the affine ring of the unipotent group H/S. Moreover, HK ' An−1

K .
Hence the construction in Definition 2.7 applying to this subalgebra, to-
gether with induction hypothesis, yield finitely many elements y1, y2, · · · , ys ∈
R[G]∩K[x1, · · · , xn−1] such that R[y1, · · · , ys] = R[G]∩K[x1, · · · , xn−1]. The
next element ys+1 ∈ {y1, y2, · · · } given by the contruction is then of degree
(0, · · · , 0, 1). We will prove by induction that the elements ys+1, ys+2, · · · (if
exist) are all of the form (0, · · · , 0, ∗). Suppose that we have shown this asser-
tion for yi with i ≥ s+ 1. If R[y1, y2, · · · , yi] = R[G], then there is nothing to
prove. So we suppose in the following that R[y1, y2, · · · , yi] 6= R[G]. Now let
r ∈ Z≥2 be the first integer such that z(0,··· ,0,r) /∈ R[y1, · · · , ys, · · · yi]. We claim
that, for α = (t1, · · · , tn−1, tn) < (0, 0, · · · , r), we have Pα ⊂ R[y1, · · · , yi]. In-
deed, let β = (t1, · · · , tn−1, 0), then α− β = (0, · · · , 0, tn) with tn < r. Hence
zβ ∈ R[G] ∩K[x1, · · · , xn−1] = R[y1, · · · , ys], and zα−β ∈ R[y1, · · · , ys, · · · yi]
(since tn < r). Moreover, according to Corollary 2.6, the image of zβzα−β
in Pα generates the R-module Pα. Hence, for any f ∈ Pα, there exists
a ∈ R such that f − azα−βzβ ∈ P ′α with azα−βzβ ∈ R[y1, · · · , yi]. Now
by repeating this argument and taking account Lemma 2.1, we find that
f ∈ R[y1, · · · , yi]. Hence z(0,··· ,0,r) is the first zα /∈ R[y1, · · · , yi], and we have
yi+1 = z(0,··· ,0,r). Finally, because of this and for the reason of degree, we find
R[G] = R[y1, · · · , ys, ys+1, · · · ]. This finishes the proof.

Corollary 2.10. — One can find a finite family {y1, y2, · · · , yN} ⊂ R[G]
verifying the following properties:

1. R[G] = R[y1, · · · , yN ];
2. deg(y1) < deg(y2) < · · · < deg(yN );
3. For each i ≥ 0 P ′deg(yi)

⊂ R[y1, · · · , yi−1] (here, by convention, let y−1 =

0).

Remark 2.11. — In the following, a family of generators in Corollary 2.10 is
said to be a family of good generators. Clearly, good generators are not unique.
For example, let {yi : 1 ≤ i ≤ N} a family of good generators, and let

y′i = λiyi + fi, for i = 1, · · · , N,
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with λi ∈ R∗ and fi ∈ R[y1, · · · , yi−1], then {y′i : 1 ≤ i ≤ N} is still a family
of good generators. Conversely, any two families of good generators can be
related in the previous way.

Recall that an affine group scheme U/S is called linearly unipotent if there
exist generators u1, · · · , us of R[U ]/R such that

µ(ui) = ui ⊗ 1 + 1⊗ ui +
∑
j

λijaij ⊗ bij

with aij , bij ∈ R[u1, · · · , ui−1]. With this terminology, we have

Theorem 2.12. — Let G be an affine group model over R of a unipotent
group, where the generic fiber of G is split over K (Definition 1.2). Then G
is linearly unipotent. In particular, G/S is a unipotent group scheme.

Proof. — We consider a family of good generators {y1, · · · , yN} given in Corol-
lary 2.10. For each yi, according to Lemma 2.5, we have

µ(yi) = yi ⊗ 1 + 1⊗ yi +
∑

aij ⊗ bij ∈ R[G]⊗R[G],

with deg(aij) < deg(yi) and deg(bij) < deg(yi). Hence by the properties of the
generators {y1, · · · , yN}, we find that aij , bij ∈ R[y1, · · · , yi−1]. This implies
exactly that G/S is linearly unipotent.

2.3. Relations between the good generators. —

2.3.1. Statement of the main result. — We use the notations as in the previous
§. Moreover, for r ∈ [1, N ], we set

Ωr = {j : yj ∈ K[x1, · · · , xr]}, Ω0 = ∅,
Ωr = Ωr − Ωr−1, Ωr = [1, tr+1 − 1]

I = {t1 = 1, t2, · · · , tn}, I = [1, N ]− I, N = tn+1 − 1.

If t ∈ Ωi, then we put ω(t) = i.

Proposition 2.13. — Keeping the notations as above.
1. If t ∈ I, then there exist at ∈ K − {0}, and an element ft ∈
K[y1, · · · , yt−1] such that

yt = atxω(t) + ft.

2. If t ∈ I, then there exists dt ∈ Z≥1 such that

πdtyt ∈ R[y1, · · · , yt−1], πdt−1yt /∈ R[y1, · · · , yt−1].
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Proof. — If t ∈ I, yt is then the first among the family {y1, · · · , yN} which is
contained inK[x1, · · · , xω(t)]. Hence, its degree must bem(ω(t), 1). Let at ∈ K
be the leading coefficient of yt, then yt− atxω(t) ∈ K[x1, · · · , xω(t)−1]. Now we
only need to use the fact that R[y1, · · · , yt−1] ⊗B K = K[x1, · · · , xω(t)−1] to
get the assertion (1). Suppose now t ∈ Ī, let r ∈ I be the biggest integer such
that r < t. Then we have

R[y1, · · · , yr] ⊂ R[y1, · · · , yt−1] ⊂ R[y1, · · · , yt].

Moreover, by the first assertion, the generic fibers of these three R-algebras
are all equal to K[x1, · · · , xω(t)]. In particular,

R[y1, · · · , yt−1]⊗R K = R[y1, · · · , yt]⊗R K.

As a result, for some integer d � 0, we have πd · yt ∈ R[y1, · · · , yt−1].
The integer dt that we need in the second statement is then the minimal
non negative integer d with this property. Moreover, since R[y1, · · · , yt−1] 6=
R[y1, · · · , yt], we find dt ≥ 1. This finishes the proof.

The main result of this section can be stated as follows:

Theorem 2.14. — Keeping the notations as before, and let p = char(R/π) 6=
0. Then we can find a family of good generators {y1, · · · , yN} such that

πdiyi = yp
r(i)

i−1 +
∑

α<m(i−1,pr(i))

ai,αy
α, ∀i ∈ Ī

with the following two properties:

(a) r(i) ∈ Z≥1 for all i ∈ Ī;
(b) The sum ∑

α<m(i−1,pr(i))

ai,αy
α

has coefficients ai,α ∈ R, and it is reduced with respect to the integers r(i)
(∀i ∈ Ī) in the sense of the Definition 2.15 below.

(c) πdi |p, where di ∈ Z is the integer in Proposition 2.13.

Moreover, these relations are the only ones between these good generators.

2.3.2. Preliminary of the proof: reduced written forms. — The notion of re-
duced written form is used to produce some nice basis of the free R-modules
R[G] and R[G] ⊗R R[G]. In this §, let B be an R-algebra of finite type with
generators ui (i ∈ [1, t]). We assume that [1, t] = I ∪ Ī with 1 ∈ I. For each
i ∈ Ī, we associate it with a number r(i) ∈ Z≥1.
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Definition 2.15. — With the notations as before. A written form of an
element b ∈ B

b =
∑
α∈Zt≥0

aαu
α

is called reduced (with respect to the integers r(i) for i ∈ Ī) if for α =
(α1, · · · , αt) from aα 6= 0, it follows that

αi < pr(i+1)

for all i ∈ [1, t− 1] such that i+ 1 ∈ Ī.

Suppose further more that B is the quotient of the polynomial algebra
R[U1, · · · , Ut] modulo the ideal generated by the following elements

πdiUi −

Upr(i)i−1 +
∑

β<m(i−1,pr(i))

aiβU
β

 , for i ∈ Ī

where aiβ ∈ R, and the sum∑
β<m(i−1,pr(i))

aiβU
β ∈ R[U1, · · · , Ui−1]

is reduced in the sense of Definition 2.15 with respect to the integers r(i) (for
i ∈ Ī), and we will denote by ui the image of Ui in the quotient B.

Lemma 2.16. — Write I = {1 = i1 < i2 < · · · < ir}, let vj = uij .
(i) The generic fiber BK := B⊗RK of B is the polynomial ring in r variables

v1, v2, · · · , vr with coefficients in K.
(ii) Let b = uα ∈ B be a monomial with α = (α1, · · · , αt). Let bK be its

image in BK , and deg(aK) = (δ1, · · · , δr) the degree of bK with respect
to the variables v1, · · · , vr. Then we have

δq =
∑

iq≤i<iq+1

αi ∏
iq<j≤i

pr(j)


(iii) Let a = uα and b = uβ be two reduced monomials in B = R[u1, · · · , ut].

Then if α < β, we have deg(aK) < deg(bK).

Proof. — The first assertion is clear from the definition of B. In order to prove
(ii), without loss of generality, we may assume that I = {1} ⊂ [1, t]. Let uα
be a monomial, or more generally, we consider a polynomial

(4)
∑
β

aβu
β

satisfying the following two properties:
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(a) α := max{β : aβ 6= 0} = (α1, · · · , αt + pra) for some a ≥ 0 r ≥ 0, and
(α1, · · · , αt) ∈ Zt≥0;

(b) For each β = (β1, · · · , βt) such that aβ 6= 0, there exist integers
b1, · · · , bt ≥ 0 verifying b1 + · · ·+ bt = a, and such that

β � (α1 + b1p
r(2), · · · , αt−1 + bt−1p

r(t), αt + btp
r)(1)

We only need to reduce the sum (4) into a polynomial in u1, and compute its
degree. To do this, we will first reduce the sum (4) into an expression which
involves only u1, · · ·ut−1 by replacing in (4) the variable ut by

π−dtup
r(t)

t−1 − π
−dt ·

∑
δ<m(t−1,pr(t))

atδu
δ

Now we claim that after this reduction, the new sum in u1, · · · , ut−1 satisfies
again the similar properties (a) and (b). More precisely, let uγ be a monomial
appearing after applying the reduction to uβ for β = (β1, β2, · · · , βt), then
since the sum ∑

δ<m(t−1,pr(t))

atδu
δ

is reduced, there exist c1, · · · , ct−1 such that
∑t−1

i=1 ci = βt, and that

γ � (β1 + c1p
r(2), β2 + c2p

r(3), · · · , βt−1 + ct−1p
r(t), 0)

Hence,

γ � (α1 + (c1 + b1)pr(2), · · · , αt−1 + (ct−1 + bt−1)pr(t), 0)

The highest term of the new sum is of degree(
α1, · · · , αt−2, αt−1 + (αt + apr) pr(t), 0

)
Hence, to finish the proof, we only need to show that

t−1∑
j=1

(bi + ci) ≤ αt + a · pr

But, since
t∑

j=1

bj = a, and
t−1∑
j=1

cj = βt ≤ αt + btp
r

we find
t−1∑
j=1

(bj + cj) ≤ a− bt + αt + btp
r

(1)For γ = (γ1, · · · , γn), δ = (δ1, · · · , δn) ∈ Zn≥0, we define γ � δ if γi ≤ δi for all i ∈ [1, n].
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So, we are reduced to show that

αt + btp
r + a− bt ≤ αt + apr

or equivalently
a− bt ≤ (a− bt)pr

which is clear. Hence, after repeating this reduction t−1 times to the monomial
uα, we get a polynomial in u1 with degree given by the formula

t∑
i=1

αi

 ∏
2≤j≤t

pr(j)


As is required. Now the proof of (iii) is immediate from the degree formula.
Indeed, let uα and uβ be two reduced written form. Let i ∈ [1, t] such that
αi > βi, and αj = βj for all j ≥ i. Moreover, suppose iq ≤ i < iq+1. Let δ and
γ be the degree of uα and uβ . We claim that we have

δq > γq, and δq′ = γq′ ∀q′ > q.

According to the degree formula, for q′ > q, the number δq′ (respectively for
γq′) only involves αj (respectively βj) for j ≥ iq′ > i, hence according to the
definition of the integer i, on must have δq′ = γq′ . We only need to show
δq > γq. Since αi > βi, and the monomials uα uβ are reduced, hence

δq − γq =
∑

iq≤j<iq+1

(αj − βj)

 ∏
iq<j′≤j

pr(j
′)


=

∑
iq≤j≤i

(αj − βj)

 ∏
iq<j′≤j

pr(j
′)


≥

∏
iq<j≤i

pr(j) −
∑

iq≤j<i
(pr(j+1) − 1)

 ∏
iq<j′≤j

pr(j
′)


=

∑
iq≤j≤i

 ∏
iq<j′≤j

pr(j
′)

− ∑
iq+1≤j≤i

 ∏
iq<j′≤j

pr(j
′)


= 1 > 0

Hence δq < γq, this proves (iii).

Proposition 2.17. — With the notations as before.
1. Any element b ∈ B has a unique reduced written form in B.
2. B is a flat R-algebra.
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Proof. — We only need to show the existence of the reduced written form for
any element b ∈ B. Indeed, let b ∈ B with two reduced written form

b =
∑
α

aαu
α and b =

∑
α

a′αu
α

Define
α0 = max{α : aα 6= 0}, and α′0 = max{α : aα 6= 0}.

According to Lemma 2.16 (iii), we have deg(bK) = deg(uα0
K ), and deg(bK) =

deg(u
α′0
K ). Applying again Lemma 2.16 (iii), we find α0 = α′0. Now, we consider

the element b− a′α0
uα0 , it has then the following two reduced written form

b− a′α0
uβ0 =

∑
α<α0

aαu
α + (aα0 − a′α0

)uα0 =
∑
α<α0

a′αu
α.

Hence the same argument applying to the element b − bβ0u
β , we find that

aα0 = bβ0 . Now we continue the proof with the element b − aαu
α, we find

finally that aα = a′α, hence the two reduced written form are the same.
Now, we proceed to the proof of the existence of reduced written form. This

will be done by induction on t. First we consider the case where t = 1. Recall
that 1 ∈ I, hence in this case, B is the polynomial ring in one variable u1

with coefficients in R. Hence, any polynomial
∑

r u
r
1 is already in its reduced

written form. Now suppose t ≥ 2, and the existence of reduced written form
is proven for B′ = R[u1, · · · , ut−1] with respect to the relations

πdiui = up
r(i)

i−1 +
∑

α<m(i−1,pr(i))

aiαu
α, for all i ∈ [1, t− 1] ∩ Ī

Let now uα = uα1
1 · u

αt−1

t−1 u
αt
t be a monomial in B, by induction hypothesis,

we may assume that the monomial uα1
1 · · ·u

αt−1

t−1 is reduced as element in B′.
We only need to find a reduced written for uα. Clearly, if t ∈ I, then there is
nothing to prove since uα is already reduced in B in this case. Hence, from
now on, we suppose that t ∈ Ī. We will describe in the following an algorithm
acting on uα as follows:

1. If uα is reduced, i.e., αt−1 < pr(t), then the algorithm stops, and the
monomial uα is reduced.

2. If not, i.e., αt−1 ≥ pr(t). We replace uα by the following

uα1
1 · · ·u

αt−2

t−2 · u
αt−1−pr(t)
t−1 · uαtt ·

πdtut − ∑
α<m(t−1,pr(t))

aiαu
α


Then for each term uβ = uβ11 · · ·u

βt−1

t−1 u
βt
t appearing in the previous

expression, replace the monomial uβ11 · · ·u
βt−1

t−1 by its reduced written form
in R[u1, · · · , ut−1] (here, we apply our induction hypothesis). Then for
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each monomial appeared in the new expression after this reduction, we
return to step 1.

To finish the proof, we must show that this algorithm stops after finitely many
iterations. Indeed, we only need to show that each monomial uγ11 · · ·u

γt−1

t−1 u
γt
t

in the new expression of step 2 verifies the following inequality:

(5) (γ1, · · · , γt−1) < (α1, · · · , αt−1).

Then, apply Lemma 2.1, we find that this algorithm stops after finitely many
steps. To prove our statement, we claim that for any two reduced monomials
uα and uβ of R[u1, · · · , ut−1] such that α < m(t − 1, pr(t)) and βt−1 ≥ pr(t),
each monomial of the reduced written form in R[u1, · · · , ut−1] of the product

(6) uβ−m(t−1,pr(t)) · uα ∈ R[t1, · · · , ut−1]

is of degree < β. But note that

deg(uβ−m(t−1,pr(t)) · uα) = deg(uβ)− deg(up
r(t)

t−1 ) + deg(uα) < deg(uβ)

where the last inequality follows from the fact that deg(up
r(t)

t−1 ) > deg(uα) since
both the monomials ur(t)t−1 and uα are reduced in B′ = R[u1, · · · , ut−1] and we
have α < m(t− 1, pr(t)). Hence by Lemma 2.16 (iii), for each monomial uγ in
the reduced form of the product (6), one must have γ < β. In this way, the
inequality (5) is verified, and this finishes the proof.

Now, once we show the existence and the uniqueness of the reduced written
form, the flatness of B over R follows. In fact, we only need to show that B
has no π-torsion. Let b ∈ B such that πb = 0. Let

b =
∑
α

aαu
α

be its reduced written form. Hence∑
α

πaαu
α

is the reduced written form of πb. The fact that πb = 0 implies then πaα = 0
by the uniqueness of reduced written form. As a result, we find b = 0.

Remark 2.18. — Keeping the notations as before.
1. By using Proposition 2.17, we find that the set of reduced monomials

gives a basis of the free R-module B over R.
2. The notion of reduced form still has a sense in BK . In particular, the set

of reduced monomials gives also a basis of the K-space BK .
3. Let

P =
∑
i,j

diju
i ⊗ uj ∈ BK ⊗K BK , dij ∈ K.
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We say that this written form is reduced if the for dij 6= 0, the monomials
ui and uj are reduced. By using Proposition 2.17, one shows that any
element P ∈ BK ⊗ BK has a unique reduced written form. Moreover, if
P ∈ B⊗RB ⊂ BK ⊗K BK , we may require that its reduced written form
has coefficients in R. In particular, B ⊗R B is free over R, with a basis
given by the family

{ui ⊗ uj : ui, uj reduced }.

2.3.3. A reformulation of Lemma 2.5. — The proof of the Theorem 2.14 can
be seen as a more careful examination of the linear unipotence established in
Theorem 2.12. Hence, before coming into the details of the proof, we will first
reformulate lemma 2.5 in a more precise way.

In the following, we suppose that the (part of the) generators {y1, · · · , yt}
is properly chosen, namely, these generators {y1, · · · , yt} satisfy the properties
of the Theorem 2.14. In particular, the notion of reduced written form (in
R[y1, · · · , yt]) can be applied. Moreover, because of Proposition 2.13, the
degree function with respect to the variables ui (i ∈ I) in the ring R[G]⊗RK =
K[GK ] is the same as the degree function with respect to the variables xi as
is considered in § 2.1.

Proposition 2.19. — Keeping the notations as before. Let m ∈ Zt≥0 a multi-
index. Let

(7) η(ym) =
∑
α,β

cα,βy
α ⊗ yβ

be the reduced written form of η(ym).

1. Suppose m = m(i, r) with i ∈ [1, t] and r ∈ Z≥1. If i + 1 ∈ Ī ∩ [1, t],
suppose further more that r ≤ pr(i+1). In particular, for any j ∈ [1, r−1],
the monomial yji ⊗ y

r−j
i is reduced.

(a) If i ∈ I. Then for any j ∈ [1, r − 1], we have

cm(i,j),m(i,r−j) =

(
r

j

)
.

(b) If i ∈ Ī. Then for any j ∈ [1, r − 1], we have

cm(i,j),m(i,r−j) ≡
(
r

j

)
mod π.

(c) If i ∈ Ī and r = pa+1 for some integer a ≥ 0. Then

cm(i,pa),m(i,(p−1)pa) ≡ p mod πp.
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2. Suppose m = m′ + m(i, r) with r > 0 and m′ < m(i, 1) a multi-index
different from zero. Moreover, suppose that ym is reduced. Then

cm′,m(i,r) ≡ 1 mod π.

Proof. — (1) Suppose first of all i ∈ I. With the notations of Proposition 2.13,
we have

yt = aixω(i) + ft(x1, · · · , xω(i)−1)

with ai ∈ K, and fi ∈ K[x1, · · · , xω(i)−1]. As a result,

η(yi) = aiη(xω(i)) + η(P (x1, · · · , xω(i)−1)) ∈ K[x1, · · · , xω(i)−1].

by the definition of the primitive generators x1, · · ·xn of K[GK ]. Hence

η(yi) ≡ 0 mod M̃m(ω(i),1) = M̃deg(yi).

As a result, we find

η(yri ) ≡ (yi ⊗ 1 + 1⊗ yi)r − yri ⊗ 1− 1⊗ yri mod M̃deg(yri )

≡
r−1∑
j=1

(
r

j

)
yji ⊗ y

r−j
i mod M̃deg(yri ).

By our assumption on m = m(i, r), each monomial yji ⊗ y
r−j
i in the previous

sum is reduced. By comparing the coefficient with (7), we find

cm(i,j),m(i,r−j) =

(
r

i

)
.

This finishes the proof of (1.a).
Next, suppose i ∈ Ī. Let

η(yi) =
∑
α,β

aα,βy
α ⊗ yβ mod M̃deg(yi)

be the reduced written form for η(yi), such that for those aα,β 6= 0, we have

deg(yα) < deg(yi), deg(yβ) < deg(yi) and deg(yα ⊗ yβ) = deg(yi).

hence we must have α, β < m(i, 1) since all the monomials yα, yβ, yi are reduced
(Lemma 2.16 (iii)). In particular, the monomial yα (resp. yβ) contains a factor
y` for some ` < i (resp. a factor y`′ for some `′ < i). On the other hand,

η(yri ) ≡

1⊗ yi + yi ⊗ 1 +
∑
α,β

aα,βy
α ⊗ yβ

r

− yri ⊗ 1− 1⊗ yri mod M̃deg(yri )

≡
r−1∑
j=1

(
r

j

)
yji ⊗ y

r−j
i +

∑
γ,δ

bγ,δy
γ ⊗ yδ mod M̃deg(yri )
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where for bγ,δ 6= 0, we have either yγ or yδ contain a factor y` for some ` < i.
Hence, after we replace yγ ⊗ yδ by its reduced written form, once a term of
the form yji ⊗ y

r−j
i appears, the coefficient of the term yji ⊗ y

r−j
i must be a

multiple of π. As a result, in the reduced written form of η(yri ), the coefficient
of yji ⊗ y

r−j
i is equal to

(
r
j

)
modulo π. This gives (1.b).

To get (1.c), we need a more careful examination of the coefficients of (7).
First of all, since for any integer j ∈ [1, pa+1], the binomial coefficient

(
pa+1

j

)
is

divisible by p, the arguments before shows that the form yγ⊗yδ whose reduced
form gives the term yp

a

i ⊗ y
r−pa
i with coefficient not contained in πp must be

contained in the following sum

(8) yp
a

i ⊗ y
r−pa
i +

∑
α,β

arα,βy
rα ⊗ yrβ

Now, suppose yrα ⊗ yrβ after reduction gives yp
a

i ⊗ y
r−pa
i , we claim that we

have
α = m(i− 1, pr(i)−1).

Indeed, by Proposition 2.13, and since the family {y1, · · · , yt} is properly
chosen, for each yj ∈ {y1, · · · , yt}, its degree is of the form m(ω(j), p∗). It
follows that

deg(yrα) = deg(yp
a

i ) = m(ω(i), pb)

for some integer b > 0. Hence

deg(yα) = m(ω(i), pb−a−1).

Hence, according to the degree formula (Lemma 2.16 (ii)), there exists some
j < i, such that yα = yp

c

j for some integer c. Since pdeg(yα) = deg(ypα) =

m(ω(i), pb−a) = deg(yi), and since yα is reduced, we find that yα = yp
r(i)−1

i−1 .
As a result,

(9) yα ⊗ yβ = yp
r(i)−1

i−1 ⊗ y(p−1)pr(i)−1

i−1

For simplicity, we put

λi := am(i−1,pr(i)−1),m(i−1,(p−1)pr(i)−1)

We will prove (1.c) by induction on the integer i − iω(i) the following two
statements:
(I) λi ∈ π−dipR
(II) The conclusion (1.c) holds for the index i.
We claim first that for an index i, the statement (I) implies (II). Indeed, if we
compute the coefficient of the term yp

a

i ⊗ y
r−pa
i of the reduced written of the

term
λri · y

rpr(i)−1

i−1 ⊗ yr(p−1)pr(i)−1

i−1
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in (8), by (I), this coefficient is divisible by

(π−dtp)r · πdt·pa · πdt·(pa(p−1)) = pr

Since r = pa+1 ≥ p ≥ 2, this gives

cm(i,pa),m(i,r−pa) ≡ 1 mod πp.

and hence the conclusion of (1.c) holds for the index i. That is (II) is verified
once (I) is proven.

Suppose first that i− iω = 1, hence i− 1 = iω(i) ∈ I. Moreover, the family
{y1, · · · , yt} is properly chosen, this implies that

πdiyi = yp
r(i)

i−1 −
∑

α<m(i−1,pr(i))

ai,αy
α

Hence

πdiη(yi) ≡ η(y
p(i)
t−1) mod M̃deg(yi)

Hence, according to (1.a), the coefficient λi of the term

yp
r(i)−1

i−1 ⊗ yp
r(i)−pr(i)−1

i−1

in the reduced form of η(yi) is equal to

π−di
(
pr(i)

pr(i)−1

)
In particular, we get λi ∈ π−dipR. As a result, the statement (I) is proven for
i, and so (II) for the same index i.

Suppose now i − iω(i) ≥ 2, and suppose that (I) and hence (II) have been
shown for the index i − 1. We must show that the statement (I) holds for i.
Indeed, since {y1, · · · , yt} is properly chosen, we have

πdiyi = yp
r(i)

i−1 +
∑

α<m(i−1,pr(i))

ai,αy
α

we find
πdiη(yi) ≡ η(y

r(i)
i−1) mod M̃

deg(yp
r(i)

i−1 )
.

Now applying the statement (II) for the index i−1, we find that the coefficient
of yp

r(i)−1

i−1 ⊗y(p−1)pr(i)−1

i−1 of the reduced form of η(yp
r(i)

i−1 ) is congruent to pmodulo
πp. Hence we have

λi ≡
p

πdi
mod

πp

πdi
.

Hence we get finally λi ∈ π−dipR. This proves (I) for i, and hence finishes the
proof of (1.c)
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The proof of (2) is similar to that of (1.b) Since ym = ym
′ · yri , we have

µ(ym) = µ(ym
′
) · µ(yi)

r

=
(
ym
′ ⊗ 1 + 1⊗ ym′ + η(ym

′
)
)
· (yri ⊗ 1 + 1⊗ yri + η(yri ))

= ym ⊗ 1 + 1⊗ ym + yri ⊗ ym
′
+ ym

′ ⊗ yri + (ym
′ ⊗ 1 + 1⊗ ym′)η(yri )

+(yri ⊗ 1 + 1⊗ yri )η(ym
′
) + η(ym

′
)η(yri ).

Hence

η(ym) = yri ⊗ ym
′
+ ym

′ ⊗ yri + (ym
′ ⊗ 1 + 1⊗ ym′)η(yri )

+(yri ⊗ 1 + 1⊗ yri )η(ym
′
) + η(ym

′
)η(yri ).

Let

η(yri ) =
∑
α,β

aαβy
α⊗yβ mod M̃deg(yri ), and η(ym

′
) =

∑
α′,β′

bα′β′y
α′⊗yβ′ mod M̃deg(ym)

be their reduced written forms, such that deg(yα⊗ yβ) = deg(yri ) for aαβ 6= 0,
and that deg(yα

′ ⊗ yβ′) = deg(ym
′
) for bα′β′ 6= 0. We find

η(ym) ≡ ym
′ ⊗ yri + yri ⊗ ym

′
+
∑
α,β

aαβ

(
yα+m′ ⊗ yβ + yα ⊗ yβ+m′

)
+
∑
α′,β′

bα′β′
(
yα
′
yri ⊗ yβ

′
+ yα

′ ⊗ yβ′yri
)

+
∑

α,β,α′,β′

aαβbα′β′y
α+α′ ⊗ yβ+β′ mod M̃deg(ym).

Now let yγ⊗yδ be any monomial in the previous sum, which is neither yri ⊗ym
′

nor ym′ ⊗ yri , then we have either γ < m(i, r), or δ < m′. Hence, once
a monomial of the form yri ⊗ ym

′ appears in its reduced written form, its
coefficient must be a multiple of π. This gives (2).

2.3.4. Proof of the main result. — Let us now begin the proof of the theorem.
Let {yi : 1 ≤ i ≤ N} be an arbitrary family of good generators, we will prove
by induction on the integer t ≥ 0 that up to modify these generators, we can
assume that the generators {yi : 1 ≤ i ≤ t} verify the properties required by
the theorem (i.e., the family {y1, · · · , yt} is properly chosen).

First, since 1 /∈ Ī, hence we can keep y1. Suppose now that the family
{y1, · · · , yt} has been properly chosen with t < N . To finish the induction, we
only need to modify yt+1 by yt+1 + f with f ∈ R[y1, · · · , yt] such that with
this new yt+1, the family {y1, · · · , yt, yt+1} satisfies again the property of the
theorem. If t+ 1 ∈ I, then there is nothing to do. Hence, in the following, we
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may assume that t+ 1 ∈ Ī. In particular, according to 2.13, we have

πdt+1yt+1 =
∑
i

aiy
i ∈ R[y1, · · · , yt]

Moreover, we may assume that the sum∑
i

aiy
i

is reduced (Proposition 2.17).

Lemma 2.20. — Keeping the notations as above. Then am ∈ R∗.

Proof. — Assume that am = π · b with b ∈ A, and let

z = πdt+1−1yt+1 − bym ∈ R[G]

Then deg(z) < deg(yt+1), which implies z ∈ R[y1, · · · , yt] by the definition of
good generators. Hence πdt+1yt+1 = πbym + πz, and we get

πdt+1−1yt+1 = bym + z ∈ R[y1, · · · , yt]

in view of the flatness of A[G]. But this equality contradicts the definition of
the integer dt+1. Therefore am ∈ R∗.

According to this lemma, up to replace yt+1 by a−1
m yt+1, we may assume

that am = 1, and that ai /∈ πdt+1A for any i < m.

Lemma 2.21. — With the notations as before. We have

π−dt+1η(ym) ∈M + M̃K,deg(ym).

Proof. — By Lemma 2.16, we have

πdt+1η(yt+1) = η(πdt+1yt+1) = η(ym) +
∑
α<m

aαη(yα)

≡ η(ym) mod M̃deg(ym).

Hence
π−dt+1η(ym) ≡ η(yt+1) M̃K,deg(ym).

Hence the lemma follows once we remark that η(yt+1) ∈ M = R[G] ⊗ R[G]
since yt+1 ∈ R[G].

Let m = (m1, · · · ,mt, 0 · · · , 0), and

η(ym) =
∑
α,β

aαβy
α ⊗ yβ
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be its reduced written form. According to Lemma 2.21, for those (α, β) such
that deg(yα ⊗ yβ) = deg(ym) = deg(yt+1), we must have

(10) π−dt+1 |aαβ.

In the following, we will show that m = m(t, pα), and πdt+1 |p.
First of all, we claim that mt 6= 0. Indeed, otherwise m < m(t, 1), and

we find the following contradiction with the construction of good generators
(Corollary 2.10)

deg(yt+1) = deg(ym) < deg(ym(t,1)) = deg(yt)

where the inequality follows from the fact that the two monomials ym and
ym(t,1) are reduced, and that m < m(t, 1) (Lemma 2.19). Hence, we find
mt 6= 0. Next, we claim that mi = 0 for any i < t. Otherwise, let m′ =
(m1, · · · ,mt−1, 0, · · · , 0), then we have m′ 6= 0, and

ym = ym
′ · ym(t,mt) = ym

′
ymtt

According to Proposition 2.19 (2), we have

am(t,mt),m′ ≡ 1 mod π.

In particular, πdt+1 - am(t,mt),m′ . This gives us a contradiction with the
divisibility condition (10). Hence we must have m′ = 0.

Now, we will show that mt must be a power of p. Otherwise, let mt = pa · b
with b > 1 prime to p. Let δ = m(t,mt − pa), and γ = m(t, pa). According to
Proposition 2.19 (1.b), we must have

aγ,δ ≡
(
pab

pa

)
mod π.

Since, the binomial coefficient above is prime to p, we find πdt+1 - aγ,δ. Thus,
this gives us a contradiction with (10). Hence mt must be a power of p.
Let mt = pa+1, with a ≥ 0. To finish the proof, we only need to show
πdt+1 |p. We consider again γ = m(t,mt − pa), and δ = m(t, pa). According to
Proposition 2.19 (1.c), we have

aγ,δ ≡ p mod pπ.

Hence the divisibility condition (10) implies

πdt+1 |p.
This shows the existence of yt+1 such that the family {y1, · · · , yt, yt+1} satisfies
the relations as indicated in the theorem for all i ∈ Ī ∩ [1, t+ 1].

Now to complete the proof of Theorem 2.14, it remains to show that these
relations are the only ones verified by y1, · · · , yt+1. Let B be the quotient of
the polynomial ring R[Y1, · · · , Yt+1] by the ideal generated by the relations
indicated in the theorem for i ∈ Ī ∩ [1, t + 1]. Then by Proposition 2.17 (1),



UNIPOTENT GROUPS OVER A DISCRETE VALUATION RING (AFTER DOLGACHEV-WEISFEILER)29

we note that B is flat over R. The previous arguments show that there exists
a surjective morphism of R-algebras

B → R[y1, · · · , yt+1], class of Yi 7→ yi.

Since both of this two R-algebras are flat, with the same generic fiber
K[x1, · · · , xω(t+1)], this surjection must be an isomorphism of R-algebras.
This completes then the proof of the theorem.

2.3.5. Variants and applications of the main result. — Let {y1, · · · , yN} a
family of good generators with the properties in Theorem 2.14, this allows us
to realize G as a closed subscheme of ANS . The proof of the following corollary
can be found in [20] (Corollary 3.2).

Corollary 2.22. — The subscheme G ↪→ ANS is a complete intersection.

Once the discrete valuation ring is of equal characteristic p > 0, because of
the following fundamental property in characteristic p:

(X + Y )p = Xp + Y p

it is possible to get some more precise information on the generators of R[G].
To avoid some further notations, we will assume that GK ' Gn

a,K , and refer
to [20] Theorem 2.4.0 for a more general statement.

Theorem 2.23. — Suppose Char(K) = p > 0, and GK ' Gn
a,K . Then there

exists a family of good generators {y1, · · · , yN} such that for each i ∈ Ī we
have

(11) πdiyi =
∑
j<i

∑
α

aijαy
pα

j

for some aijα ∈ R, and for i ∈ I we have

(12) yi = aixω(i) +
∑
j<i

∑
α

bijαy
pα

j

for bijα ∈ K. Here, setting r(i) = max{α : ai,i−1,α 6= 0} for i ∈ Ī, we have
– ai,i−1,r(i) = 1 for i ∈ Ī;
– The following two sums in (11) and (12)∑

j<i

∑
α

aijαy
pα

j , and
∑
j<i

∑
α

bijαy
pα

j

are reduced.

Proof. — In this proof, we say that the family {y1, · · · , yt} is properly chosen,
if it satisfies the properties of this theorem. As before, we proceed by induction.
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We begin with the case t = 1. Hence t ∈ I. On can find a1 ∈ K − {0} such
that

y1 = a1x1 + b, a1, b ∈ K
As proved in the proof of the Lemma 2.4, we have b ∈ R. Hence up to replace
y1 by y1 − b ∈ R[G], we may assume that b = 0. Hence, {y1} is properly
chosen. Suppose now for an integer t < N , the family {y1, · · · , yt} has been
properly chosen. In particular, one finds that each yi are of the form

yi =
∑
`≤ω(i)

∑
α

bi`αx
pα

` , bi`α ∈ K ∀i ∈ [1, t].

In particular, we find η(yi) = 0 for any i ∈ [1, t] by our assumption. We
want to modify yt+1 so that the new family {y1, · · · , yt+1} satisfies again the
conclusion of the theorem. Let

(13) yt+1 = atxω(t+1) +
∑
α

cαy
α, at ∈ K, cα ∈ K,

where we put at = 0 if t+ 1 ∈ I, and the sum∑
α

cαy
α ∈ K[y1, · · · , yt]

is reduced (but with coefficients in K). We enumerate increasingly the follow-
ing finite set

{α : cα 6= 0} = {λ1 < λ2 · · · }
and we suppose that for an integer q ≥ 1, we have shown that∑

i>q

cλiy
λi =

∑
j≤t

∑
β

bjβy
pβ

j

We claim that if λq is not of the form m(j, pa) for some j ≤ t and some integer
a ≥ 0, then aλq ∈ R. Indeed, from (13), we find

η

∑
i<q

cλiyλi

+ η
(
cλqy

λq
)

+ η

∑
i>q

cλiyλi

 = η(yt+1) ∈M.

Together with the property η(yi) = 0 for all i ∈ [1, t], we find

η
(
cλqy

λq
)
∈M + M̃deg(yλq )

Now a similar argument as in the proof of Theorem 2.14 (with the help of
Proposition 2.19), we see that if λq is not of the form of m(j, pa) for some
j ∈ [1, t] and some integer a ≥ 0, we must have cλq ∈ R. Now up to replace
yt+1 by yt+1 − cλqyλq ∈ R[G], we may remove the term cλqy

λq in the sum∑
i

cλiy
λi .
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After repeating finitely many times of this argument, we find finally that∑
i

cλiy
λi =

∑
j≥t

∑
α

atjαy
pα .

In particular, the family {y1, · · · , yt+1} is properly chosen. This finishes then
the proof.

Corollary 2.24. — Under the assumption of Theorem 2.23, there exists a
sequence of commutative group schemes over S:

(14) 0→ G→ GN
a,S → GN−n

a,S → 0.

which is exact for the fppf-topology.

Proof. — For each i ∈ Ī, let

Fi = πdiYi −
∑
j<i

∑
α

aijαY
pα

j ∈ R[Y1, · · · , YN ].

This is a p-polynomial. Consider now the following morphism of S-schemes
given by the N − n = ](Ī) polynomials Fi (∀Ī):

f : GN
a,S → GN−n

a,S .

Since the polynomials Fi (i ∈ Ī) are all p-polynomial, the morphism f is a
morphism of S-group schemes. Moreover, we have ker(f) ' G. It remains to
show that f is a flat morphism. Indeed, we only need to verify this assertion
over thie special fibers fs : GN

a,s → GN−n
a,s . After reduction by modulo π, we

get
Fi = −

∑
j<i

∑
α

aijα · Y pα

j ∈ k[Y1, · · · , YN ]

Moreover, we have ai,i−1,pr(i) = 1, this implies then fs is an epimorphism. As
is required.

Corollary 2.25. — Suppose Char(K) = p > 0, and G/S is an affine flat
commutative group scheme of finite type such that GK ' AnK . Let τ ∈
{fpqc, fppf} be one of these two Grothendieck topologies, and we denote by
Hi
τ the corresponding τ -cohomology. Then we have Hi

τ (S,G) = 0 for i ≥ 2.
If further more the residue field k of R is algebraically closed, then we have
moreover H1

τ (S,G) = 0.

Proof. — By Lazard’s theorem (Theorem 1.1), GK admits a composition series

0 = GK,0 ⊂ · · · , GK,n−1 ⊂ GK,n = GK

whose successive quotients are isomorphic to Ga,K . Let Gi be the schematic
closure of GK,i in G. As shown in the proof of Lemma 2.9 (1), the fppf-quotient
Hi = Gi/Gi−1 is representable by a flat affine S-group scheme of finite type
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with generic fiber ' Ga,K . Now, in order to prove the corollary for G/S, we
only need to prove the corollary for each Hi for i ∈ [1, n]. Hence, up to replace
G/S by Hi/S, we are reduced to the case where GK = Ga,K . Hence our
unipotent group scheme G/S satisfies the assumption of Corollary 2.24. Now
the first part of this corollary follows directly from the short exact sequence
(14) and the fact that Hi

τ (S,Ga,S) = 0 for any i > 0. To get the second
statement, it remains to show that the morphism

f(S) : GN
a,S(S)→ GN−n

a,S (S)

is surjective when the residue field k of R is algebraically closed. Indeed, for
any (a1, · · · , aN−n) ∈ GN−n

a,S (S), since k is algebraically closed, we can find
b = (b1, · · · , bN ) ∈ RN such that

Fi(b1, · · · , bN ) ≡ ai mod π.

Moreover, if we replace, for i ∈ I, each bi by bi + πei for some integer ei
sufficiently large, and then modify accordingly the value of bi (i ∈ Ī) by some
bi + πfi for some suitable fi, we may find b̃i such that

Fi(b̃1, · · · , b̃N ) = ai

This gives the corollary.

3. Geometry of unipotent groups

3.1. The main result. — In § 3, R is a discrete valuation of residue char-
acteristic p > 0.

Definition 3.1. — An affine S-scheme X/S is called p-polynomial if there
exist some integer N ≥ 1, and I ⊂ [1, N ] with 1 ∈ I such that X is the
subscheme of ANS given by the equations:

πdiyi =
∑
j<i

∑
α

aijαy
pα

j , ∀i ∈ Ī := [1, N ]− I,(15)

where
– aijα ∈ R such that ai,i−1,r(i) = 1 where r(i) := max(α : ai,i−1,α 6= 0);
– di > 0 is an integer such that πdi |p.

Remark 3.2. — With the notations as before.
1. Let n = ](I), then the generic fiber XK of X is isomorphic to AnK .
2. Suppose Char(K) = p > 0, and let G/S be an affine unipotent groups

flat over S such that GK ' Gn
a,K . Then according to Theorem 2.23, the

scheme G/S is p-polynomial.
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Theorem 3.3. — Let X/S be a smooth p-polynomial S-scheme with connected
fibers of dimension n. Then there exists a sequence of finite extensions of
discrete valuation rings:

R = R0 ⊂ · · · ⊂ Ri ⊂ Ri+1 ⊂ · · · ⊂ Rn = R′,

such that
– For each i, the extension Ri ⊂ Ri+1 is defined by an equation of the form
xp = a for some element a ∈ Ri whose reduction ā in the residue field is
not a p-th power.

– XS′ := X ×S S′ ' AnS′ as S
′-scheme with S′ = Spec(R′).

In particular, if the residue field of R is perfect, we have X ' AnS.

Corollary 3.4. — Suppose that K is of characteristic p > 0. Let G/S be a
smooth group scheme G/S with connected fibers such that GK ' Gn

a,K . Then
there exists an extension R ⊂ R′ of discrete valuation rings as indicated in
Theorem 3.3 such that GS′ ' Gn

a,S′ with S
′ = Spec(R′). In particular, if R has

perfect residue field, then G ' Gn
a,S.

From these last two results, we can show the corresponding global analogue
(namely, over a locally regular integral scheme of dimension ≤ 1 of character-
istic p), we refer to [20] 3.5 and 3.6 for the precise statements. The rest of this
§ is then devoted to the proof of Theorem 3.3 and its corollary.

3.2. Some preliminaries of the proof. — In this §, we suppose that the
residue field of the discrete valuation ring R is perfect. In particular, for any
element a ∈ R, one can find an element a′ ∈ R such that a′pn − a ∈ πR.

Definition 3.5. — Let A be any ring.
1. A polynomial P ∈ A[X1, · · · , Xn] is called a p-polynomial, if it can be

written of the form

P (X1, · · · , Xn) =
∑
i,j

aijX
pj

i ∈ A[X1, · · · , Xn].

2. A morphism of A-algebras f : A[X1, · · · , Xn]→ A[T1, · · · , Tm] is called a
p-polynomial morphism if f(Xi) ∈ A[T1, · · · , Tm] is a p-polynomial for all
i ∈ [1, n]. If moreover f is an isomorphism with f−1 also a p-polynomial
morphism, then f is called a p-polynomial isomorphism.

Note that in general, the composition of two p-polynomial morphisms is
not necessarily still p-polynomial. But because of the following well-known
congruence relation

(X + Y )p
r ≡ Xpr + Y pr (mod p)
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the reduction modulo p of the composition of two p-polynomial morphisms are
again p-polynomial.

Lemma 3.6. — If P ∈ R[X1, · · · , Xn] is a polynomial such that its reduction
modulo π is irreducible (hence non zero) and p-polynomial. Then there exists
an isomorphism of R-algebras f : R[X1, · · · , Xn] → R[T1, · · · , Tn] such that
f is a composition of some p-polynomial isomorphisms, and that f(P )− T1 ∈
πR[T1, · · · , Tn].

Proof. — Remark first that if P (X) = P1(X)+πQ(X) with P1, Q two polyno-
mials, then P and P1 have the same reduction modulo π, and if the conclusion
of the lemma holds for P1, the same happens for P . Hence to prove the lemma
here, we may assume that P is p-polynomial such that all the non zero coef-
ficients of P are invertible. Let pmi be the degree of the P̄ of P with respect
to the variable Ti if Ti appears in the expression of P . Up to renumbering the
variables Xi, we may assume that P can be written as:

P (X) =

r∑
i=1

mi∑
j=0

aijX
pj

i ,

such that (i) aij ∈ R are either 0 or invertible, with ai,mi 6= 0; (ii) m1 ≥
m2 · · · ≥ mr ≥ 0. Note that since the reduction modulo π of P is non zeron,
we have necessarily r ≥ 1. We will prove this lemma by induction on the
integer m :=

∑r
i=1mi ≥ 0.

If m = 0, then we must have m1 = · · · = mr = 0, hence the polynomial P
is of the form

P (X) = a10X1 + a20X2 + · · · ar0Xr

We consider the following p-polynomial isomorphism (note that a10 ∈ R is
invertible):

f : R[X1, · · · , Xn] → R[T1, · · · , Tn],

X1 7→ a−1
10 (T1 −

r∑
j=2

ai0Tj),

Xi 7→ Ti for all i ≥ 2.

Then f(P ) = T1, as required. This finishes the proof when m = 0.
Suppose next m > 0. Since P ∈ k[X1, · · · , Xn] is irreducible, we must have

r ≥ 2. Since R has perfect residue field, one can find bi ∈ R such that

bp
m2

i − a1i

a2m2

∈ πR
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for each i ∈ [m2,m1]. Now define the following p-polynomial isomorphism

f ′ : R[X1, · · · , Xn] → R[T1, · · · , Tn]

Xi 7→ Ti for i = 1 or i ≥ 3,

X2 7→ T2 − bm2T1 − · · · − bm1T
pm1−m2

1

Since (
T2 − bm2T1 − · · · − bm1T

pm1−m2

1

)pm2

≡ T p
m2

2 − bp
m2

m2 T
pm2

1 − · · · − bp
m2

m1 T
pm1

1 (mod p)

≡ a−1
2,m2

(
a2,m2T

pm2

2 − a1,m2T
pm2

1 − · · · − a1,m1T
pm1

1

)
(mod π)

Hence we find

P ′ := f(P ) ≡
m1−1∑
i=0

a′1,iT
pi

1 +

r∑
j=2

m2∑
i=0

aj,iT
pi

j (mod π)

Note that the polynomial P ′ ∈ R[T1, · · · , Tn] has irreducible reduction modulo
π since f ′ is an isomorphism of R-algebras. Moreover, if we look at the degree
m′1 of P ′ with respect to the variable T1, we have either the variable T1 does
not appear, or m′1 ≤ m1 − 1. Since

m′1 +

r∑
i=2

mi ≤ −1 +

r∑
i=1

mi <

r∑
i=1

mi = m

Finally, the reduction modulo π of P ′ is again p-polynomial since f ′ is a p-
polynomial isomorphism. Hence we can apply our induction hypothesis to the
polynomial P ′, and we find an isomorphism of R-algebras f ′′ : R[T1, · · · , Tn]→
R[S1, · · · , Sn], which is a composition of p-polynomial isomorphisms, such that

f ′′(P ′)− S1 ∈ πR[S1, · · · , Sn]

Now, we put f = f ′′ ◦ f ′ : R[X1, · · · , Xn] → R[S1, · · · , Sn]. The morphism f
is then a composition of p-polynomial isomorphisms such that

f(P )− S1 = f ′′(P ′)− S1 ∈ πR[S1, · · · , Sn],

as desired.

Lemma 3.7. — Let

F = πdXn+1 − (P0 + πP1 + · · ·πdPd) ∈ R[X1, · · · , Xn+1]

be a polynomial with each Pi ∈ R[X1, · · · , Xn]. Let Y0 = 0, and

F ′i := πYi − Pi−1 − Yi−1 ∈ R[X1, · · · , Xn, Y1, · · · , Yd]
for i ∈ [1, d]. Then there is an isomorphism

f : R[X1, · · · , Xn+1]/(F )→ R[X1, · · · , Xn, Y1, · · · , Yd]/(F ′1, · · · , F ′d).
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Proof. — This isomorphism can be defined directly as follows: we first define

f̃ : R[X1, · · · , Xn+1] → R[X1, · · · , Xn, Y1, · · · , Yd]
Xi 7→ Xi, for i ∈ [1, n]

Xn+1 7→ Yd + Pd(X1, · · · , Xn).

Then
f̃(F ) = πd(Yd + Pd)− (P0 + πP1 + · · ·+ πdPd)

= πdYd − (P0 + πP1 + · · ·+ πd−1Pd−1)

=
∑d

i=1

(
πi−1(πYi − Pi−1 − Yi−1)

)
=

∑d
i=1 π

i−1F ′i

Hence the morphism f̃ induces a morphism of R-algebras:

f : R[X1, · · · , Xn+1]→ R[X1, · · · , Xn, Y1, · · · , Yd]/(F ′1, · · · , F ′d),

which is an isomorphism.

Lemma 3.8. — Let

F = πXn+1 − P (X1, · · · , Xn)− πQ(X1, · · · , Xn) ∈ R[X1, · · · , Xn+1]

a polynomial, where P = P (X1, · · · , Xn) ∈ R[X1, · · · , Xn] a p-polynomial such
that its reduction modulo π is irreducible. There exists an isomorphism

f : R[X1, · · · , Xn+1]/(F )→ R[Y1, · · · , Yn]

such that
f(Xi) = Ri(Y1, · · · , Yn) + πΦi(Y1, · · · , Yn)

with Ri a p-polynomial.

Proof. — Since P ∈ R[X1, · · · , Xn] is a p-polynomial with irreducible reduc-
tion modulo p and the residue field of R is perfect, there exists an isomorphism

f̃ : R[X1, · · · , Xn]→ R[T1, · · · , Tn]

such that f̃(P )−T1 ∈ πR[T1, · · · , Tn]. Since f̃ is a composition of p-polynomial
isomorphism, its reduction modulo π is a p-polynomial isomorphism. Hence
for each Xi, f̃(Xi) is of the form

f̃(Xi) = R̃i(T1, · · · , Tn) + πΦ̃i(T1, · · · , Tn)

with R̃i some p-polynomials and Φ̃i ∈ R[T1, · · · , Tn]. The isomorphism f̃ can
be extended to another isomorphism

f1 : R[X1, · · · , Xn+1] → R[T1, · · · , Tn, Xn+1]

Xi 7→ f̃(Xi) for i ∈ [1, n];

Xn+1 7→ Xn+1.
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Hence f1(F ) = πXn+1 − T1 − πQ′(T1, · · · , Tn) for some Q′ ∈ R[T1, · · · , Tn].
Let us write the polynomial Q′ under the form of

Q′(T1, · · · , Tn) = Q′1(T2, · · · , Tn) + T1Q
′
2(T1, · · · , Tn)

and consider the following isomorphism:

f2 : R[T1, · · · , Tn, Xn+1] → R[T1, · · · , Tn, S]

Ti 7→ Ti for i ∈ [1, n];

Xn+1 7→ S − T1Q
′
2(T1, · · · , Tn).

Then

f2◦f1(F ) = f2(πXn+1−T1−πQ′(T1, · · · , Tn)) = π(S−Q′1(T2, · · · , Tn))−T1 =: F2.

Hence we obtain an isomorphism, denoted by f ′:

f ′ : R[X1, · · · , Xn+1]/(F )→ R[T1, · · · , Tn, S]/(F2).

Next, we consider the morphism

f3 : R[T1, · · · , Tn, S] → R[Y1, · · · , Yn]

Ti 7→ Yi−1 for i ∈ [2, n];

S 7→ Yn;

T1 7→ πYn − πQ′1(Y1, · · · , Yn−1).

Then

f3(F2) = π(Yn −Q1(Y1, · · · , Yn−1))− (πYn − πQ′1(Y1, · · · , Yn−1)) = 0.

Hence it induces a map

f ′′ : R[T1, · · · , Tn, S]/(F2)→ R[Y1, · · · , Yn].

which is also an isomorphism. Finally, let f = f ′′ ◦ f ′, then this is an
isomorphism of R-algebras. Moreover, for i ∈ [1, n],

f(Xi) = f3 ◦ f2 ◦ f1(Xi)

= f3(f2(R̃i(T1, · · · , Tn) + πΦ̃i(T1, · · · , Tn)))

= f3(R̃i(T1, · · · , Tn) + πΦ̃i(T1, · · · , Tn))
= Ri(Y1, · · · , Yn−1) + πΦi(Y1, · · · , Yn)

with Ri a p-polynomial, and for f(Xn+1), we have

f(Xn+1) = f3 ◦ f2 ◦ f1(Xn+1)
= f3(f2(Xn+1))
= f3(S − T1Q

′
2(T1, · · · , Tn))

= Yn + πΦn+1(Y1, · · · , Yn)

with Φn+1 ∈ R[Y1, · · · , Yn]. This finishes then the proof.
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Remark 3.9. — In this remark, we suppose that K is of characteristic p > 0.
As a result, the composition of two p-polynomial morphisms with coefficients
in K is again p-polynomial.

1. In Lemma 3.6, suppose further more that P is a p-polynomial. Let
f : R[X1, · · · , Xn] → R[T1, · · · , Tn] be the isomorphism in loc. cit., then
f is a p-morphism. In particular, f(P ) is again a p-polynomial.

2. In Lemma 3.7, if we suppose moreover that F is a p-polynomial. Then
the isomorphism f given in loc. cit. is p-polynomial, and the F ′i are all
p-polynomials.

3. In Lemma 3.8, suppose further more that F is a p-polynomial. Then the
isomorphism f in loc. cit. is p-polynomial.

3.3. Proof of the Theorem 3.3 and its corollary. —

3.3.1. We use the same notation as in § 3.1. We suppose first of all that the
residue field of R is perfect. Let Ī = {i1 < i2 < · · · < iN−n} ⊂ [1, N ]. By
using 3.7, we will first reduce to the case where dij = 1, and the non zero
coefficients aijα in (15) are invertible. More precisely, for each j ∈ [1, N − n],
let Pj ∈ R[X1, · · · , Xij−1] be the p-polynomial appeared in the equality (15),
and we note

Fj = πdijXij − Pj(X1, · · · , Xij−1) ∈ R[X1, · · · , Xij , · · · , XN ].

We represent first the polynomial P1 in the form

P1 = P
(0)
1 + πP

(1)
1 + · · ·+ πdi1−1P

di1−1
1 + πdi1P

(di1 )
1

where the P (i)
1 (for i ∈ [0, d1−1]) are all p-polynomials with invertible nonzero

coefficients. Applying Lemma 3.7, we obtain a morphism

f̃1 : R[X1, · · · , XN ] → R[Y1, · · · , Yi1−1, Yi1 , · · · , Yi1+di1
, · · · , YN+di1

]

Xi 7→ Yi for 1 ≤ i < i1;

Xi 7→ Yi+di1 for i1 < i ≤ N ;

Xi1 7→ Yi1+di1
+ P (di1 )(Y1, · · · , Yi1−1).

inducing an isomorphism

f1 : R[X1, XN ]/(F1)→ R[Y1, · · · , YN+d1 ]/(F
(1)
1 , · · · , F (di1 )

1 )

where by definition,

F
(i)
1 = πYi+i1−1 − Yi+i1−2 − P (i−1)

1 (Y1, · · · , Yi1−1) 2 ≤ i ≤ di1 ;

F
(1)
1 = πYi1 − P

(0)
1 (Y1, · · · , Yi1−1).
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By definition, f̃1 is a p-polynomial morphism, hence for i ≥ 2, we have

F ′j : = f̃1(Fj)

= πdijYij+di1−Pj(Y1, · · · , Yi1−1, Yi1+d1−P
(di1−1)
1 (Y1, · · · , Yi1−1), Yi1+1+di1

, · · · , Yij+di1−1)

= πdjYij+di1 − P
′
j(Y1, · · · , Yij+di1−1)− pQ′j(Y1, · · · , Yij+di1−1)

for some p-polynomial P ′j ∈ R[Y1, · · · , Yij+di1−1], and some polynomial Q′j ∈
R[Y1, · · · , Yij+di1−1]. By Definition 3.1, we have πdij |p, hence F ′j can be written
again as

F ′j = πdjYij+di1 − P
′
j − π

dijR′j

with R′j ∈ R[Y1, · · · , Yij+di1−1]. Now, we write

P ′2 = P
(0)
2 + πP

(1)
2 + · · ·+ πdi2P

di2
2

such that P (j)
2 are p-polynomials for j ∈ [0, di2 ], moreover for those j < di2 ,

the nonzero coefficients of P (j)
2 are all invertible. In this way

F ′2 = πdi2Yi2+di1
−

di2−1∑
j=0

πjP
(j)
2

− πdi2 (P (di2 ) +R′2

)
Now, we consider

f̃2 : R[Y1, · · · , YN+di1
] → R[Z1, · · · , ZN+di1+di2

]

Yi 7→ Zi for 1 ≤ i < di1 + i2;

Yi 7→ Zi+di2 for di1 + i2 < i ≤ N ;

Ydi1+i2 7→ Zdi1+i2+di2
+ P

(di2 )
2 (Z1, · · · , Zdi1+i2−1).

which induces an isomorphism

R[Y1, Y2, · · · , YN+di1
]/(F ′2)→ R[Z1,→ ZN+di1+di2

]/(F
(1)
2 , · · · , F (di2 )

2 )

where

F
(di2 )
2 = πZi2+di1+di2

− Zi1+di1+di2−1 − P
(di2−1)
2 − πR′2

F
(j)
2 = πZi2+di1+j − Zi1+di1+(j−1) − P

(j−1)
2 , j ∈ [2, di2 − 1];

F
(1)
2 = πZi2+di1+1 − P

(0)
2

Hence by considering the composition f2 ◦ f1, we get an isomorphism

R[X1, · · · , XN ]

(F1, F2)
−→

R[Z1, · · · , ZN+di1+di2
](

F
(1)
1 , · · · , F (di1 )

1 , F
(1)
2 , · · · , F (di2 )

2

)
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Moreover, since f2 is a p-polynomial morphism, for each j ≥ 3, f2(F ′j) is of the
following form:

πdijZij+di1+di2
− P ′′j − pQ′′j

with P ′′j , Q
′′
j ∈ R[Z1, · · · , Zij+di1+di2−1] such that P ′′j is p-polynomial. Hence,

if we continue this process, we eventually obtain an isomorphism

R[X1, · · · , XN ]/(F1, · · · , FN−n)→ R[T1, · · · , TN+d]/(F
′
1, F

′
2, · · · , F ′N−d+d),

where d = di1 + di2 + · · ·+ diN−n , and for some

Ī = {i′1 < i′2 < · · · < i′N−n+d} ⊂ [1, N + d]

we have

(16) F ′j = πTi′j − P
′
j(T1, · · · , Ti′j−1)− πQ′j(T1, · · · , Ti′j−1).

and the P ′j are p-polynomials whose non zero coefficient are invertible. There-
fore, we are reduced to the case where dij = 1, and the Fj are of the form (16)
such that the nonzero coefficients of the p-polynomial Pj are invertible.

3.3.2. We claim that for the p-polynomial Pj , its reduction Pj modulo π is
irreducible. Indeed, let X0 be the special fiber of the affine S-scheme X, then
its affine ring

k[X0] ' k[X1, · · · , XN ]/(P1, · · · , PN−n).

But by our assumption, X0 is integral and smooth of dimension n over k, hence
all these P j must be irreducible.

3.3.3. Since the reduction modulo π of P1 is irreducible, there exists an
isomorphism

f1 : = R[X1, · · · , Xi1 ]/(F1)→ R[Y1, · · · , Yi1−1]

such that

(17) f1(Xi) = Ri(Y1, · · · , Yi1−1) + πΦi(Y1, · · · , Yi1−1), 1 ≤ i ≤ i1.

where the Ri(Y1, · · · , Yi1−1) are p-polynomials. Next, we extends f1 to be an
isomorphism

f̃1 : R[X1, · · · , Xi1 , Xi1+1, · · · , XN ]/(F1) → R[Y1 · · · , YN−1]

Xi 7→ f1(Xi) 1 ≤ i ≤ i1;

Xi 7→ Xi−1 i > i1.

Moreover for j ≥ 2,

F ′j = f̃1(Fj) = πYij−1 − P1(f1(X1), · · · , f1(Xi1), Yi1 , · · · , Yij−2)

−πQj(f1(X1), · · · , f1(Xi1), Yi1 , · · · , Yij−2)
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Now using the equality (17), there exist a p-polynomial P ′j ∈ R[Y1, · · · , Yij−2],
and a polynomial Qj ∈ R[Y1, · · · , Yij−2] such that

F ′j = πYij−1 − Pj(Y1, · · · , Yij−2)− πQj(Y1, · · · , Yij−2)

hence

R[X1, · · · , XN ]/(F1, · · · , FN−n) ' R[Y1, · · · , YN−1]/(F ′2, · · · , F ′N−n).

Hence the theorem follows by induction on N − n. This finishes the proof of
Theorem 3.3 when R has perfect residue field.

3.3.4. To treat the general case of Theorem 3.3, by [7] (Chapitre 0III 10.3.1),
there exists an extension R ⊂ R̃ of discrete valuation rings such that R̃/R is
integral (but in general, this extension is not finite) and that R̃ has perfect
residue field. Moreover R̃/R is obtained as the direct limit of some inductive
system whose transition maps are extensions of the form indicated in the
statement of Theorem 3.3. Now, according to what we have shown, there exists
an isomorphism of S̃ := Spec(R̃)-schemes X

S̃
→ An

S̃
. Since both schemes are

of finite presentation over S̃, the general case of Theorem 3.3 follows by a limit
argument.

3.3.5. It remains to prove the Corollary 3.4. Indeed, by Remark 3.9, all the
isomorphisms in the proof of Theorem 3.3 in § 3.3.1-§ 3.3.4 are p-polynomial.
As a result, what we obtain finally is an isomorphism of S-groups GN−n

a,S → G.
This gives Corollary 3.4.

3.4. Remarks. — In G/S is of one dimensional, it is possible to prove a
more general statement.

Proposition 3.10. — Let T be a locally noetherian normal integral scheme
with η ∈ T its generic point. Then every smooth group model of Ga,η over T
with connected fibers is a form of Ga,T in the Zariski topology.

The key point in the proof of the proposition is the following lemma, which
treats the local version of the previous proposition. See also [18] (Theorem
2.2) for another proof of the following lemma by using the notion of Néron
blow-ups (or dilatation).

Lemma 3.11. — Let S = Spec(R) with R a discrete valuation ring. Let G
be a smooth model of Ga,K over R with connected fibers. Then G ' Ga,S.

Proof. — Remark first that since G/S is flat of finite presentation with con-
nected fibers, it follows that G/S is separated ([4] Exposé VI Corollaire 5.5).
Further more, G/S is smooth with connected fibers such that GK is affine,
hence G/S is quasi-affine ([11] VII 2.2). Finally, by applying [11] IX 2.2, we
find that G/S is affine. From now on, we will use the notations of § 2.3. Hence
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let R[G] = R[y1, · · · , yN ] be its coordinate ring. Since GK = Ga,K is of one
dimensional, we have Ī = [2, N ]. We only need to show Ī = ∅. Assume that
Ī 6= ∅. Then R[G] is given by the relations

(18) πdiyi = yp
r(i)

i−1 + Pi(y1, · · · , yi−1), i ∈ [2, N ]

where
Pi(y1, · · · , yi−1) =

∑
β<m(i−1,pr(i))

aiβy
β

is in reduced form. Moreover, by the choice {yi}, the S-scheme Spec(R[y1, y2])
has a group scheme structure. Let yi ∈ k[Gk] = R[G]/π be the reduction
modulo π of yi, and we put B = k[y1] ⊂ k[Gk]. Then H := Spec(B) is a
k-group scheme, and the canonical morphism of k-algebras k[y1]→ R[G]/π =
k[Gk] gives an epimorphism of k-group schemes:

G0 → H.

Now, according to (18), y1 satisfies only the the relation

yp
r(2)

1 − P 2(y1) = 0

with P 2(Y1) ∈ k[Y1] a polynomial of degree < pr(2). In particular, k[y1] =

k[Y1]/(Y pr(2)

1 − P 2(Y1)) is not integral. But since G0 is smooth and integral,
the group scheme H, being a quotient of G0, must be integral. This gives us a
contradiction. Hence Ī = ∅. Hence R[G] = R[y1]. Moreover, by the definition
of y1, we have y1 = λx for some λ ∈ K − {0}, hence

µ(y1) = y1 ⊗ 1 + 1⊗ y1.

We find in this way an isomorphism of S-group schemes G ' Ga,S .

Proof of Proposition 3.10. — This is a local question, hence we may assume
T noetherian regular and local. Let ξ ∈ T any point of codimension 1 in T ,
and Tξ = Spec(OT,ξ). Then Lemma 3.11 implies that G×T Tξ ' Ga,Tξ . Hence,
there exists some neighborhood U of ξ, and an isomorphism of U -group schemes
fU : G|U → Ga,U = Spec(OU [Y ]). By considering the same construction for
each points of codimension 1 of Y , we can find a family of open subsets {Uα : α}
of T , such that its union U = ∪αUα contains all the points of codimension 1
of T . Moreover, for each α, there exists an isomorphism of Uα-group schemes

fα : G|Uα → Ga,Uα = Spec(OUα [Y ])

By consider the restriction

fα|Uα∩Uβ ◦
(
fβ|Uβ∩Uα

)−1
: Ga,Uα∩Uβ → Ga,Uα∩Uβ

is then given as the multiplication by an element µαβ ∈ Γ(Uα ∩Uβ,O∗T ) (since
the base scheme is regular). The datum {Uαβ, µαβ} gives us then a 1-cocycle
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of the multiplicative group, and hence an element of H1(U,O∗U ) = Pic(U). On
the other hand, we claim that the canonical map

Pic(T )→ Pic(U)

is surjective. Indeed, the scheme T being regular, and T − U of codimension
≥ 2 in T , any Cartier divisor of U can be extended, by taking the schematic
closure, to a unique Cartier divisor in T . In particular, the map above is
surjective. Now, using the fact that T is local, hence Pic(T ) = 0, so is Pic(U).
In particular, the 1-cocycle {Uα, µαβ} is then actually a 1-coboundary. From
this, there exist µα ∈ Γ(Uα,O∗T ) such that µαµ−1

β = µαβ . Now we define

gα = µ−1
α · fα : G|Uα → Ga,Uα , a 7→ µ−1

α · fα(a)

we have then gα|Uα∩Uβ = gβ|Uα∩Uβ . Hence the isomorphisms gα can be glued
to a morphism of U -group schemes g : G|U → Ga,U . Now we apply the
Corollaire IX 1.4 of [11] to see that this isomorphism can be extended to an
isomorphism of groups schemes G→ Ga,T . This finishes the proof.

To finish this section, we state the following conjectures given in [20], which
are still open, thought some special cases are known (see for example [19] [8]
[9] [13]).

Conjecture 3.12. — Let S be a normal locally noetherian integral scheme
and G a smooth affine unipotent S-group scheme with connected fibers. Then
G is a form of AnS with respect to the fppf topology. If in addition S is of
characteristic p, then same holds with respect to the radical topology.

Conjecture 3.13. — Let R be a discrete valuation ring. Then every unipo-
tent group model of affine space is a p-polynomial R-scheme.

Note that the Conjecture 3.12 is also a special case of the following more
general one

Conjecture 3.14. — Let S as in the Conjecture 3.12 and X/S be a flat affine
S-scheme such that the fiber Xs ' Ans for all s ∈ S. Then X/S is a form of
AnS for the Zariski topology.

4. Some explicit models of G2
a,K

In this section, we will construct some affine S-models of a unipotent group
GK such that GK ' A2

K .
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4.1. Extension of Ga by Ga. — In § 1.2.3, we have seen that how to
describe the extension of Ga by Ga over a field. We will prove a similar result
over S. Recall that S = Spec(R) is the spectrum of a discrete valuation ring.
Moreover, for a ring A of characteristic p > 0, we will denote by A[F ] the non
commutative A-algebra generated by one element F with respect to the usual
relations:

F · a = ap · F, for any a ∈ A.

Theorem 4.1. — Let G be a commutative extension of Ga,S by Ga,S. Then
one can find x, y ∈ R[G] such that R[G] = R[x, y], and such that the comulti-
plication map is given

µ(x) = x⊗ 1 + 1⊗ x, µ(y) = y ⊗ 1 + 1⊗ y +
∑
i

aiΦi(x).

with ai ∈ R. In particular, there exists an isomorphism of groups

R/p[F ]→ Ext1
S(Ga,S ,Ga,S)

where the Ext1
S(−,−) is taken in the category of abelian fppf-sheaves on S.

Proof. — Let G be an extension of Ga,S by Ga,S . Since Ga,S is an affine
scheme, we have H1(G1

a,S ,OGa,S ) = 0. In particular, G ' A2
S as S-schemes.

Hence there exist generators x, y ∈ R[G] such that R[G] = R[x, y], and the
comultiplication on R[G] is given by

(19) µ(x) = x⊗ 1 + 1⊗ x, µ(y) = y ⊗ 1 + 1⊗ y + η(x)

which η(x) ∈ R[x]⊗RR[x]. In the following, we consider the case Char(K) = 0
and the case Char(K) = p > 0 separately.

First suppose that Char(K) = 0. Then GK ' G2
a,K , and hence one can find

generator u, v ∈ K[GK ] such that u = x, and that

µ(u) = u⊗ 1 + 1⊗ 1, µ(v) = v ⊗ 1 + 1⊗ v.

Since y ∈ R[G] ⊂ K[GK ] = K[u, v], there exists some two variable polynomial
such that y = Q(u, v). Because of the formula (19), one must have Q(u, v) =
λu + P (v) with P a polynomial in v, and λ ∈ K. We will show that up to
replace y by some element of the form y−

∑
r arx

r with ar ∈ R, we may assume
that

P (v) =
∑
i

riv
pi ∈ K[v]

such that p · ri ∈ R. The proof of this statement is similar to that of Theo-
rem 2.23. Assume that we have proved that∑

i≥q
bix

i =
∑
i

rix
pi
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such that p · ri ∈ R (to start with, we can take q � 0 so that
∑

i≥q bix
i = 0).

We claim first that if q − 1 is not a power of p, then bq−1 ∈ A. Indeed, let

z =
∑
i≥q

bix
i =

∑
i

rix
pi ,

then we have
µ(z) = z ⊗ 1 + 1⊗ z +

∑
i

priΦi(x)

Hence, we have

η(y) = η

bv +
∑
i<q−1

bix
i + bq−1x

q−1 + z


=

∑
i<q−1

bi
(
(x⊗ 1 + 1⊗ 1)i − xi ⊗ 1− 1⊗ xi

)
+bq−1

(
(x⊗ 1 + 1⊗ x)q−1 − xq−1 ⊗ 1− 1⊗ xq−1

)
+
∑
i

priΦi(x).

Since η(y) ∈ R[G]⊗R[G], we find for the reason of degree that

bq−1 (x⊗ 1 + 1⊗ x)q−1 − xq−1 ⊗ 1− 1⊗ xq−1 ∈ R[G]⊗R[G].

Hence, we must have

(20) bq−1

(
q − 1

j

)
∈ Z, j = 1, 2, · · · , q − 2.

If q − 1 is not a power of p, there exists some j such that
(
q−1
j

)
is prime to p.

From this, we must have bq−1 ∈ R. Up to modify y by y − bq−1x
q−1, we may

assume that bq−1 = 0 in this case. To complete the proof, it remains to show
that if q − 1 = pa+1 is a power of p for some a ≥ 0, then pbq−1 ∈ R. Indeed,
by using again the condition (20), we have in particular bq−1

(
q−1
pa

)
∈ R. Since

this binomial coefficient is congruent to p modulo p2, we get finally pbq−1 ∈ R.
Hence ∑

i≥q−1

bqx
q =

∑
i

r′ix
pri

This finishes the proof when Char(K) = 0.
For the case Char(K) = p. One can find generater u, v ∈ K[GK ] such that

u = x, and that

µ(v) = 1⊗ v + v ⊗ 1 +
∑
i

aiΦi(x), ai ∈ K

We have similarly y = bv + P (u) with P (u) =
∑

i biu
i ∈ K[u] a polynomial.

Up to replace v by bv, we may assume b = 1. By the same induction, we get
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that up to change y by some element of the form y −
∑

i aix
i with ai ∈ R, we

may assume that ∑
i

bix
i =

∑
i

rix
pri .

Hence
µ(y) = µ(v) =

∑
i

aiΦi(x) ∈ R[G]⊗R[G]

Hence ai ∈ R, and the formula of Theorem is proved.
To finish the proof of the theorem, we need to establish a bijection between

the group R/p[F ] and the group Ext1
S(Ga,S ,Ga,S). Now, as in [3] II § 3, 4.6, this

group of extensions can be described by the following (symmetric) Hochschild
cohomology group:

H2
s(Ga,S ,Ga,S) =

{
f(X,Y ) ∈ R[X,Y ] :

f(Y, Z)− f(X + Y,Z) + f(X,Y + Z)− f(X,Y ) = 0
f(X,Y ) = f(Y,X)

}
{ P (X + Y )− P (X)− P (Y ) ∈ R[X,Y ] : P ∈ R[X] }

The previous proof shows that this cohomology group is generated over R by
the classes of the polynomials

Wr(X,Y ) :=
1

p

(
(X + Y )p

r −Xpr − Y pr
)
, r = 1, 2, · · ·

Since more over pWr = P (X + Y )−P (X)−P (Y ) with P = Xpr ∈ R[X], the
R-module H2

s(Ga,S ,Ga,S) is killed by p. Hence, it is naturally a R/p-module,
which is free with a basis given by the family {Wr : r = 1, 2, · · · }. On can also
define an action of Frobenius F on this R/p-module by the following formula:

F ·

(∑
r

arWr

)
:=

(∑
r

arWr

)p
=
∑
r

aprW
p
r , ar ∈ R/p.

Hence H2
s(Ga,S ,Ga,S) becomes an R/p[F ]-module. Since

W p
r ≡Wr+1 mod p

we find F ·Wr = Wr+1. In this way, we get that H2
s(Ga,S ,Ga,S) is an R/p[F ]-

module free of rank 1, with a basis given by {W1}. This completes the proof.

4.2. More explicit models of G2
a in mixed characteristic. — In this

section, let R be a discrete valuation ring of mixed characteristic (0, p).

Definition 4.2. — Let a = (ai : i ∈ Z≥0) and b = (bi : i ∈ Z≥0) be two series
of elements in R, such that at least one of the elements ai, bj (i, j ∈ Z≥0) is
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invertible. Let d ≥ 0 be an integer such that πd+1|p. We define G/S to be the
affine group scheme Spec(R[G]) with

R[G] = R[X,Y, Z]/(πd+1Z −
∑
i≥0

aiX
pi −

∑
i≥0

biY
pi)

where the comultiplication given by (here, we denote by x, y, z the image of
X,Y, Z in R[G])

η(x) = η(y) = 0, η(z) = π−d−1 · p ·

∑
i≥1

aiΦi(x) +
∑
i≥1

biΦi(y)


Such a group scheme will be denoted by Gd,a,b.

Remark 4.3. — These models can also be constructed by using successive
dilatations on G2

a,S . For example, we consider first G = G2
a,S = Spec(R[X,Y ]),

and the closed group subscheme H ⊂ Gk defined by the ideal(
π,
∑
i

aiX
pi +

∑
i

biY
pi

)
⊂ R[X,Y ]

Then G0,a,b is the dilatation of G along H.

Lemma 4.4. — Let {a = (ai), b = (bi)} and {a′ = (a′i), b
′ = (b′i)} be two pairs

of series as in Definition 4.2. If

ai ≡ a′i mod πd+1, and bi ≡ b′i mod πd+1, i = 0, 1, 2, · · ·
Then Gd,a,b ' Gd,a′,b′ .

Proof. — Let ai − a′i = πd+1 · ci and bi − b′i = πd+1 · di. We define the
isomorphism R[Gd,a,b] = R[x, y, z]→ R[Gd,a′,b′ ] = R[x′, y′, z′] by

x 7→ x′, y 7→ y′, z 7→ z′ +
∑
i

cix
′pi +

∑
i

diy
′pi .

Let Rd = R/πd+1, and R2
d[F ] be the additive group of noncommutative

polynomials of F with coefficient in R2
d. Hence, an element of R2

d[F ] can be
written as ∑

i≥0

ri · F i, with ri ∈ R2
d.

Finally, let Πd ⊂ R2
d[F ] be the pre-image of k2[F ]− {0} by the canonical map

R2
d[F ] → k2[F ]. As a result of the previous lemma, for any group Gd,a,b in

Definition 4.2, let

ωa,b :=
∑
i

riF
i ∈ Πd, with ri = (ai, bi) ∈ R2

d
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Then any group schemes Gd,a,b with the same element ω = ωa,b ∈ Πd are
isomorphic. Hence, for any element ω ∈ Πd, we will denote by Gω the
corresponding isomorphic class.

Definition 4.5. — Let AutRd(Rd[X,Y ]) be the group of automorphisms of
the Rd-algebra Rd[X,Y ]. We define Hd ⊂ AutRd(Rd[X,Y ]) be the subgroup
generated by the following two kinds of automorphisms
(i) φD : Rd[X,Y ]→ Rd[X,Y ] such that(

X

Y

)
7→ D ·

(
X

Y

)
=

(
αX + βY

γX + δY

)
, with D =

(
α β
γ δ

)
∈ GL2(Rd).

(ii) ψ : Rd[X,Y ]→ Rd[X,Y ] such that

X 7→ X + π
∑
i

αiX
pi , αi ∈ Rd

Y 7→ Y + π
∑
i

βiY
pi +

∑
i

γiX
pi , βi γi ∈ Rd

We will denote by H′d ⊂ Hd the subgroup of Hd generated by the automor-
phisms φD in (i). In particular, H′d ' GL2(Rd)

Remark 4.6. — If we consider G2
a,Sd

= Spec(Rd[X,Y ]), then the group Hd
considered in the Definition 4.5 is precisely the group of automorphisms of this
group scheme over Sd.

We define an action of R∗d ×Hd on R2
d[F ] by the following formula:

– For λ ∈ R∗d, and D ∈ GL2(Rd), define

(λ, φD) ·

(∑
i

riF
i

)
=
∑
i

λ−1 · (ri ·D′p
i

) · F i;

– For λ ∈ R∗d, and ψ an automorphism of second kind as given in Defini-
tion 4.5, then

(λ, ψ) ·

(∑
i

riF
i

)
=
∑
i

r̃iF
i

where if we write ri = (r′i, r
′′
i ), and r̃i = (r̃′i, r̃

′′
i ), then

r̃′i = λ−1 ·

(
r′i +

∑
s+t=i

r′s(πβt)
ps +

∑
s+t=i

r′′sγ
ps

t

)
;

r̃′′i = λ−1

(
r′′i +

∑
s+t=i

r′′s (πβt)
ps

)
.

One verifies that these formulas give an action of R∗d ×Hd on R2
d[F ], inducing

an action of this group on Πd.
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Proposition 4.7. — For any two elements ω, ω′ ∈ Πd.
1. The groups Gω and Gω′ are isomorphic if and only if there exist (λ, φD)

for some D ∈ GL2(Rd) such that (λ, φD) · ω = ω′.
2. If g · ω = ω′ for some g ∈ R∗d × Hd. Then there is an isomorphism of

group schemes over Sd
Gω ⊗Rd ' Gω′ ⊗Rd.

Proof. — Put ω = ωa,b and ω′ = ωa′,b′ with (a, b) and (a′, b′) two pairs of series
as in the Definition 4.2. Since K is of characteristic zero, the only primitives
elements in R[Gω] (i.e., the elements u ∈ R[Gω] such that η(u) = 0) are those
contained in Rx + Ry ∈ R[Gω]. Hence any isomorphism φ : Gω → Gω′ must
be given by a substitution of the following form:

x 7→ αx+ βy, y 7→ γx+ δy, z = λz + P (x, y),

with

D =

(
α β
γ δ

)
∈ GL2(R), λ ∈ R∗, P ∈ R[x, y].

In order that this map can gives an isomorphism between R[Gω] and R[Gω′ ],
we must have the following equality

(21)
πd+1 · (λz + P (x, y))−

∑
i

(
ai(αx+ βy)p

i
+ bi(γx+ δy)p

i
)

= λ′ ·
(
πd+1z −

∑
i

(
a′ix

pi + b′iy
pi
))

.

for some λ ∈ R∗. As a result, we find λ′ = λ and

λa′i ≡ aiαp
i

+ biγ
pi mod πd+1, λb′i = aiβ

pi + biδ
pi mod πd+1.

Hence ω′ = (λ, φD) ·ω, with λ ∈ Rd (resp. D ∈ GL2(Rd)) the image of λ (resp.
D) in Rd (resp. in GL2(Rd)). Conversely, if ω′ = (λ, φD) · ω for some matrix

D =

(
α β
γ δ

)
∈ GL2(R) and λ ∈ R.

We define then an isomorphism R[Gω]→ R[Gω′ ] given by

(22) x 7→ αx+ βy, y 7→ γx+ δy, z 7→ z + P (x, y)

with P (X,Y ) ∈ K[X,Y ] the polynomial defined by the equality (21)

P (X,Y ) = π−d−1·

(∑
i

(
ai(αX + βY )p

i
+ bi(γX + δY )p

i
)
−
∑
i

(a′iX
pi + b′iY

pi)

)
.

Since (λ, φD) · ω = ω′, and πd+1|p, we find P ∈ R[X,Y ]. Hence the morphism
(22) is well-defined, and gives indeed an isomorphism between R[Gω] and
R[Gω′ ]. This finishes the proof of (1). To prove (2), suppose that g · ω = ω′
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with g ∈ R∗d×Hd, we need to construct an isomorphism of Hopf-algebras over
Rd:

Rd[Gω]→ Rd[Gω′ ].

By the proof of (1), we only need to consider the case of g = (1, ψ) with ψ the
isomorphism given in the second case of Definition 4.5. We put

f(X,Y ) = X + π
∑
i

α̃iX
pi , g(X,Y ) = Y + π

∑
i

β̃iY
pi +

∑
i

γ̃iX
pi

with α̃i, β̃i, γ̃i be any lifting of αi, βi, γi, and define

P (X,Y ) := π−d−1·

(∑
i

(
ai(f(X,Y ))p

i
+ bi(g(X,Y ))p

i
)
−
∑
i

(a′iX
pi + b′iY

pi)

)
.

Since pd+1|p and since (1, ψ) · ω = ω′, the polynomial P (X,Y ) has coefficients
in R. Finally, we put P̃ (X,Y ) the reduction of P ∈ R[X,Y ] modulo πd+1, and
we define the morphism Rd[Gω]→ Rd[Gω′ ] by

x 7→ f(x, y), y 7→ g(x, y) z 7→ z + P̃ (x, y).

One verifies that this gives an isomorphism of groups schemes over Sd between
Gω ⊗Rd and Gω′ ⊗Rd. This finishes then the proof.

Corollary 4.8. — Let ω ∈ Πd. There exists infinitely many isomorphism
classes over S of the family of S-groups {Gd,a,b} which over Sd are isomorphic
to Gω ⊗Rd.

As an application of these computations, suppose the residue field k of R is
perfect and p = πeu with u ∈ R∗. Let G be a smooth commutative connected
two dimensional unipotent over k. Then there exist coordinates of G such that
G = Speck[U, V ] such that the comultiplication is given by

µ(U) = U ⊗ 1 + 1⊗ U, µ(V ) = V ⊗ 1 + 1⊗ V +
∑
i

āiΦi(U)

For each i such that āi 6= 0, let ai ∈ R be a lifting of āi. Let b = (1, 0, · · · ).
Then Ge−1,a,b is a lifting of G over S. Hence, there is infinitely many non
isomorphic unipotent groups Gω such that Gω ⊗ Re−1 ' Ge−1,a,b ⊗ Re−1.
Moreover, inside these non isomorphic groups, there is exactly one Gω0 which
admits a composition series with quotients isomorphic to Ga,S .
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