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Abstract

We consider the scattering theory for the Schrödinger equation with−� − |x|α as a reference
Hamiltonian, for 0< α � 2, in any space dimension. We prove that, when this Hamiltonian is
turbed by a potential, the usual short range/long range condition is weakened: the limiting de
the potential depends on the value ofα, and is related to the growth of classical trajectories in
unperturbed case. The existence of wave operators and their asymptotic completeness are es
thanks to Mourre estimates relying on new conjugate operators. We construct the asymptotic
ity and describe its spectrum. Some results are generalized to the case where−|x|α is replaced by a
general second order polynomial.
 2004 Elsevier SAS. All rights reserved.

Résumé

Nous considérons la théorie de la diffusion pour l’équation de Schrödinger ayant−� − |x|α
pour hamiltonien de référence, avec 0< α � 2, en toute dimension d’espace. Nous démontrons
lorsque cet hamiltonien est perturbé par un potentiel, la notion habituelle de courte portée
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portée est affaiblie : la décroissance limite de la perturbation dépend de la valeur deα, et est liée à
la vitesse des trajectoires classiques dans le cas non perturbé. Nous établissons l’existence
teurs d’ondes ainsi que leur complétude asymptotique grâce à des estimations de Mourre
sur de nouveaux opérateurs conjugués. En outre, nous construisons la vitesse asymptotiqu
décrivons son spectre. Enfin, nous généralisons certains résultats au cas où−|x|α est remplacé pa
un polynôme du second degré.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

The aim of this paper is to study the scattering theory for a large class of Hami
ans with repulsive potential. We find optimal short range conditions for the perturb
and prove asymptotic completeness under these conditions. The family of Hamilton
given by:

Hα,0 = −� − |x|α, 0< α � 2; Hα = Hα,0 + Vα(x); x ∈ R
n, n � 1. (1.1)

The main new feature with respect to the usual free Schrödinger operatorH0,0 = −� is
the acceleration due to the potential−|x|α . The caseα = 2 is a borderline case: ifα > 2
classical trajectories reach infinite speed and(Hα,0,C

∞
0 (Rn)) is not essentially self-adjoin

(see [12]).
The consequence of the acceleration is that the usual position variable increase

thant along the evolution. Roughly speaking, the usual short range condition is:∣∣V0(x)
∣∣� 〈x〉−1−ε, (1.2)

for someε > 0, where〈x〉 = (1+|x|2)1/2. One expects it to be weakened in the case ofHα .
For the Stark Hamiltonian, associated to a constant electric fieldE ∈ R

n (see [8]),−�+
E ·x, it is well known that the short range condition (1.2) becomes|Vs(x)| � 〈E ·x〉−1/2−ε .
We refer to the papers by J.E. Avron and I.W. Herbst [2,18] for weaker conditions. Th
is that the drift caused byE (which may also model gravity, see, e.g., [33]) accelerates
particles in the direction of the electric field. This phenomenon has been observed
larger class of Hamiltonians by M. Ben-Artzi [3,4]: generalizing the Stark Hamilto
(α = 1), let

Ĥα,0 = −� − sgn(x1)|x1|α, 0< α � 2; Ĥα = Ĥα,0 + V̂α(x),

with x = (x1, x
′). In [4], asymptotic completeness is proved under the condition:

∣∣V̂α

∣∣� M(x′) ·
{ 〈x1〉α−ε for x1 � 0,

−1+α/2−ε (1.3)
〈x1〉 for x1 � 0,
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with ε > 0 andM(x′) → 0 as|x′| → ∞. In the one-dimensional case, we obtain sim
results for 0< α < 2, and a weaker condition forα = 2. The proofs in [3,4] rely on som
specific properties of one-dimensional Hamiltonians, and it seems they cannot be a
to (1.1) whenn � 2. Our approach is completely different, since it is based on Mo
estimates.

Notice that forα ∈]0,2], the HamiltonianHα,0 shares an interesting difficulty with th
Stark Hamiltonian: its symbol,|ξ |2 − |x|α , is not signed, and can take arbitrarily lar
negative values.

The caseα = 2 is in some sense very instructive. A nonlinear scattering theory is alr
available in this case. In [7], the second author studied nonlinear perturbations ofH2,0 and
showed that all the usual nonlinearities are short range. This is closely related to t
that the classical trajectories can be computed explicitly:

x(t) = 1

2
(x0 + ξ0)e2t + 1

2
(x0 − ξ0)e−2t .

Thus x(t) grows exponentially fast (in general). For 0< α < 2, a formal computa
tion shows that the classical trajectoryx(t) can go to infinity liket1/(1−α/2); denoting
Uα(x) = −|x|α , the equations of motion imply:

0= ẍ(t) + ∇Uα

(
x(t)
)= ẍ(t) − α

∣∣x(t)
∣∣α−2

x(t).

Seeking a particular solution of the formx(t) = tκy, for a constanty ∈ R
n, yieldsκ − 2=

(α − 1)κ , henceκ = 2/(2 − α). We will prove that in general,x(t) does go to infinity
like t1/(1−α/2). This shows that the acceleration caused by−|x|α increases progressive
asα ranges]0,2]. For a smallα > 0, the particle moves hardly faster than in the free c
|x(t)| = O(t). As α increases, the particle goes to infinity faster and faster, and reach
maximal exponential growth forα = 2. Forα > 2, it is known that particles can reach
infinite speed, which is the reason why(Hα,0,C

∞
0 (R)) is not essentially self-adjoint. Th

suggests to define as a new position variable,

pα(x) =
{

ln〈x〉 for α = 2,

〈x〉1−α/2 for 0< α < 2.
(1.4)

We assume that the multiplication potentialVα(x) is real-valued, and writesVα(x) =
V 1

α (x) + V 2
α (x), with:

V 1
α is a measurable real-valued function, compactly supported, and�-compact, (1.5)

andV 2
α ∈ L∞(Rn;R) satisfies theshort range condition:∣∣V 2

α (x)
∣∣� pα(x)−1−ε, a.e.x ∈ R

n, (1.6)

for someε > 0.
The operatorHα is essentially self-adjoint, with domain the domain of the harmo

oscillator, and we denote againHα its self-adjoint extension. In Section 2, we prove t



512 J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579

ee
e main

totic

rators,
er
on-
to

aging
ere-

the
n 3.3.

ntial
ase.
Hα has no singular continuous spectrum andσ(Hα) = R. Under general assumptions (s
Theorem 2.8), we also show that its point spectrum is empty. We can now state th
result of this paper:

Theorem 1.1(Asymptotic completeness). Let 0 < α � 2, andHα,0, Hα defined by(1.1).
Assume thatVα = V 1

α + V 2
α satisfies(1.5)and (1.6). Then the following limits exist:

s- lim
t→∞ eitHα e−itHα,0, (1.7)

s- lim
t→∞ eitHα,0 e−itHα 1c(Hα), (1.8)

where1c(Hα) is the projection on the continuous spectrum ofHα . If we denote(1.7) by
Ω+, then(1.8) is equal to(Ω+)∗, and we have:(

Ω+)∗Ω+ = 1 and Ω+(Ω+)∗ = 1c(Hα). (1.9)

In the caseα = 2, Korotyaev [25] has shown, with a different approach, the asymp
completeness under the hypothesis|V 2

α (x)| � 〈x〉−ε, with ε > 0.
To prove this result, we establish Mourre estimates, relying on new conjugate ope

adapted to the repulsive potential−|x|α (as a matter of fact, we work with the smooth
repulsive potential−〈x〉α ; see below). To give an idea of the difficulty at this stage, c
sider the one-dimensional case. Forα = 2, the natural idea for a conjugate operator is
consider the generator of dilations(xD + Dx)/2:

i
[
H2,0, (xD + Dx)/2

]= −2� + 2x2.

This is the harmonic oscillator, which is of course positive. This seems an encour
point. Nevertheless, it is notH2,0-bounded; we must find another conjugate operator. Th
fore, we look for a pseudo-differential operatorA2 with symbola2(x, ξ), and try to solve:{

ξ2 − x2, a2(x, ξ)
}= 4, on the energy level

{
(x, ξ); ξ2 − x2 = E

}
.

A solution to this equation is given by:a2(x, ξ) = ln(ξ + x)− ln(ξ − x). Now consider the
case 0< α < 2. Forx > 0, we try to solve:{

ξ2 − xα, aα(x, ξ)
}= 2− α, on

{
(x, ξ) ∈ R

∗+ × R; ξ2 − xα = E
}
.

Pluggingaα(x, ξ) = ξx1−α into this equation, we get:{
ξ2 − xα, aα(x, ξ)

}= 2− α + 2E(1− α)x−α, for ξ2 − xα = E.

The term inx−α should not matter for the Mourre estimate, since it is compact on
energy level. This formal discussion is the foundation for the constructions of Sectio

To apply Mourre’s method, truncations in energy are needed, of the formχ(−�−|x|α).
However,Hα,0 is not elliptic, so it is not clear that this defines a good pseudo-differe
operator. These difficulties are solved in Section 3, where we consider the general c
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Theorem 1.1 shows how the short range condition (1.6) takes the acceleration cau
the potential into account. Let us note that the condition (1.6) is not necessarily the w
one, but the decay|V (x)| � pα(x)−1 at infinity is expected to be the borderline case
tween long range and short range scattering, because the position variable increase
like t along the evolution (compare with Theorem 1.2). For the case of the Stark H
tonian, it is well-known that the caseε = 0 in (1.3) is the limiting case, which involve
long range effects (see [27]).

We obtain more precise informations by constructing the asymptotic velocity
e.g., [10]). We noteC∞(Rn) the set of continuous functions which go to 0 at∞. Let
Bm := (Bm

1 , . . . ,Bm
n ) be a sequence of commuting self-adjoint operators on a Hi

spaceH. Suppose that for everyg ∈ C∞(Rn), there exists

s- lim
m→∞g(Bm). (1.10)

Then by [10, Proposition B.2.1], there exists a unique vectorB = (B1, . . . ,Bn) of commut-
ing self-adjoint operators such that (1.10) equalsg(B). B is densely defined if, for som
g ∈ C∞(Rn) such thatg(0) = 1,

s- lim
R→∞
(
s- lim

m→∞
(
g(R−1Bm)

))= 1.

We denoteB := s-C∞- limm→∞ Bm.

Theorem 1.2(Asymptotic velocity). Letσα be given by:

σα =
{

2− α if 0< α < 2,

2 if α = 2.

There exists a bounded self-adjoint operatorP +
α , which commutes withHα , such that

(i) P +
α = s-C∞- limt→∞ eitHα pα(x)

t
e−itHα .

(ii) The operatorP +
α satisfiesP +

α = σα1c(Hα).
(iii) For anyJ ∈ C∞(R), we have:

J
(
P +

α

)
1R\{0}

(
P +

α

)= s- lim
t→∞ eitHαJ (Vα)e−itHα 1R\{0}

(
P +

α

)
,

whereVα := [iHα,pα(x)] is the local velocity.

Let us note that the limits we stated in Theorems 1.1 and 1.2 are fort → +∞; analogous
results obviously hold fort → −∞.

Notice that computing the asymptotic velocity is all the more interesting that the
dynamics, e−itHα,0, is not known in the case 0< α < 2. On the other hand, it is very we
understood in the caseα = 2, since a generalized Mehler’s formula is available (see
and Section 2.2 below). Forα = 2, we also consider more general Hamiltonians:
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H0 = −� −
n−∑
k=1

ω2
kx

2
k +

n−+n+∑
k=n−+1

ω2
kx

2
k +

n−+n++nE∑
k=n−+n++1

Ekxk;

H = H0 + V (x),

(1.11)

with ωj > 0 andEj 	= 0. We prove the existence of wave operators in this more ge
case, under weaker conditions than (1.6) (see Section 6.1). The proof is based on an
formula for the dynamics e−itH0 (Mehler’s formula, see Section 2.2).

Asymptotic completeness is shown ifn− + n+ = n, under a condition similar to (1.6
in Section 6.2. In that case, we also construct asymptotic velocities in each space dir
The asymptotic velocity, given by Theorem 1.2, also exists and is equal toP +


 , where
ω
 = max1�j�n− ωj , andP +


 is the asymptotic velocity in the directionx
.
To our knowledge, there is very little motivation from a physical point of view to st

the above Hamiltonians: in general, electromagnetic fields have saddle points, like t
tential inH0, but the above model should then be valid onlylocally, in a neighborhood o
the saddle point. In (1.1), the potentials−|x|α are unbounded from below; this does n
seem physically relevant (notice however that the Stark potentialE · x is also unbounded)

On the other hand, we believe that these models are mathematically interesting. T
pendence onα ∈]0,2] is somehow well understood, in particular thanks to the defini
of the position variablepα (1.4) and to the study of the asymptotic velocity. We also in
duce new conjugate operators in order to obtain Mourre estimates (see (3.13) and
Here again, the dependence of the analysis uponα seems to be interesting (in particul
the limiting caseα = 2 is better understood than in [4]).

As mentioned above, in our analysis, we replaceHα,0 andHα by:

Hα,0 = −� − 〈x〉α and Hα = Hα,0 + Vα(x). (1.12)

This does not affect the results, since for large|x|, |〈x〉α − |x|α| is estimated by〈x〉α−2,
which is a short range perturbation for 0< α < 2 (no smoothness is required for the p
turbative potentials). We therefore prove Theorems 1.1 and 1.2 withHα,0 (respectively,Hα)
replaced byHα,0 (respectively,Hα).

The paper is organized as follows.

• In Section 2 we show some elementary properties of the Hamiltonians. In parti
we recall Mehler’s formula forα = 2, and prove the absence of eigenvalues forHα in
many cases.

• Section 3 is devoted to the Mourre estimate. In Section 3.2, we treat some rathe
nical features. For example,χ(ξ2 − 〈x〉α) is not a good symbol, and we need so
preparations before being able to use the pseudo-differential calculus (see P
tion 3.5). We give the conjugate operatorAα , which is a pseudo-differential operato
in Section 3.3. Section 3.4 is devoted to the regularity results and the Mourre es
is established in Section 3.5.

• In Section 4 we prove asymptotic completeness. The Mourre estimate yields a m
velocity estimate forAα . We obtain a minimal velocity estimate for the observa
pα(x) using a lemma due to C. Gérard and F. Nier (see [15]).
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• In Section 5, we construct the asymptotic velocity and describe its spectrum.
• In Section 6, we generalize our results in the case of the Hamiltonians defined in (

The main results of this paper were announced in [5].

2. Elementary properties

2.1. Domain and spectrum

We begin with some properties on the spectrum of the operatorHα . For 0< α � 2,
introduceNα = −� + 〈x〉α . It is self-adjoint, with domain

D(Nα) = {u ∈ H 2(Rn); 〈x〉αu ∈ L2(Rn)
}
.

It can be viewed as the “confining” counterpart ofHα,0 (the repulsive potential−〈x〉α is
replaced by the confining one+〈x〉α). Since it is not easy to know the domains ofHα,0, we
work on a core for these operators,D(N2), the domain of the harmonic oscillator. We rec
an extension of Nelson’s theorem due to C. Gérard and I. Łaba [14, Lemma 1.2.5]:

Theorem 2.1(Nelson’s theorem). LetH be a Hilbert space,N � 1 a self-adjoint operator
onH, H a symmetric operator such thatD(N) ⊂ D(H), and

‖Hu‖ � ‖Nu‖, u ∈ D(N), (2.1)∣∣(Hu,Nu) − (Nu,Hu)
∣∣� ‖N1/2u‖2, u ∈ D(N). (2.2)

ThenH is essentially self-adjoint onD(N), and we denoteH its extension. Ifu ∈ D(H),
then(1+ iεN)−1u converges tou in the graph topology ofD(H) asε → 0.

From this theorem, we deduce the following:

Lemma 2.2.For anyα ∈]0,2], the operatorHα,0 is essentially self-adjoint onD(N2).

Proof. Foru ∈ D(N2), we have:

‖Hα,0u‖ �
∥∥〈x〉αu

∥∥+ ‖−�u‖ � ‖N2u‖,
which proves (2.1). Now, let us prove (2.2). A straightforward computation shows th

[Hα,0,N2] = [〈x〉2 + 〈x〉α,�
]
.

Hence, it suffices to show that‖[〈x〉α,�]‖ � ‖N1/2
2 u‖ for 0< α � 2. But we have:[〈x〉α,�

]= −2iα〈x〉α−2xD − nα〈x〉α−2 − α(α − 2)〈x〉α−4x2,

which is clearly bounded byN1/2 for 0< α � 2. �
2
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Before going further, let us notice the following characterization ofHα-compactness:

Lemma 2.3.LetVα(x) = V 1
α (x)+V 2

α (x), whereV 1
α is a compactly supported measurab

function, andV 2
α ∈ L∞(Rn) with V 2

α (x) → 0 as |x| → ∞. Then,Vα is Hα,0-compact if
and only ifV 1

α is �-compact.

Proof. Let χ1, χ2 ∈ C∞
0 (Rn) be such thatχ2 = 1 near the support ofχ1. We have:

χ1(x)(Hα,0 + i)−1 = (� − i)−1(� − i)χ1(Hα,0 + i)−1

= (� − i)−1χ1(� − i)(Hα,0 + i)−1 + (� − i)−1[�,χ1](Hα,0 + i)−1

= −(� − i)−1χ1 − (� − i)−1χ1〈x〉α(Hα,0+ i)−1

+ (� − i)−1[�,χ1](� − i)−1(� − i)χ2(Hα,0 + i)−1

= (� − i)−1O(1) + (� − i)−1[�,χ1](� − i)−1

× χ2
(−1− 〈x〉α(Hα,0 + i)−1)

+ (� − i)−1[�,χ1](� − i)−1[�,χ2](Hα,0 + i)−1

= (� − i)−1O(1), (2.3)

since[�,χ1](� − i)−1 and[�,χ1](� − i)−1[�,χ2] are bounded. On the other hand,
have:

χ1(x)(� − i)−1 = (Hα,0 + i)−1(Hα,0 + i)χ1(� − i)−1

= (Hα,0 + i)−1χ1(x)(Hα,0 + i)(� − i)−1

− (Hα,0 + i)−1[�,χ1](� − i)−1

= (Hα,0 + i)−1O(1). (2.4)

SinceV 2
α (x) → 0 asx → ∞, we get:

1|x|>RVα(x)(Hα,0 + i)−1 = 1|x|>RV 2
α (x)(Hα,0 + i)−1 → 0 asR → ∞,

and1|x|>RVα(x)(� − i)−1 → 0 for the norm topology asR → +∞. So, from (2.3) and
(2.4),

Vα is Hα,0-compact⇔ 1|x|<RVα is Hα,0-compact⇔
V 1

α is Hα,0-compact⇔ V 1
α is �-compact. �

Then Lemma 2.2 and the Kato–Rellich theorem [30, Theorem X.12] imply:

Lemma 2.4.Let0< α � 2. For Vα = V 1
α + V 2

α satisfying(1.5)and(1.6), the operatorHα

is self-adjoint onD(Hα,0), and essentially self-adjoint onD(N2).
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Notice thatH2,0 + 1 = −� − x2 is conjugated to the generator of dilations. This
obvious from a glance at the symbols:ξ2 − x2 can be written as(ξ + x) · (ξ − x) = y · η,
with suitable new variables corresponding to a rotation of angleπ/4 in the phase space. T
make this argument precise, we set, foru ∈ S ′(Rn):

Uu(x) = 1

(
√

2π)n/2
e−ix2/2

∫
ei

√
2x·ye−iy2/2u(y)dy.

The operatorU is an isometry onL2(Rn). We have:

xUu = U

(
y − Dy√

2
u

)
and DxUu(x) = U

(
Dy + y√

2
u

)
. (2.5)

Using these relations, it is easy to see that

N2U = UN2 and H2,0U = UH̃2,0, (2.6)

where

H̃2,0 = Dxx + xDx − 1. (2.7)

Then, from [28, Proposition 6.2] on the spectrum ofDx + xD and the Weyl’s essentia
spectrum theorem [31, Theorem XIII.14], we obtain:

Proposition 2.5.The spectrum ofH2,0 is purely absolutely continuous, andσ(H2) = R if
V2 is anH2,0-compact real-valued potential.

For 0< α < 2, we have the following proposition:

Proposition 2.6.LetVα be aHα,0-compact potential with0< α < 2. Then

σ(Hα) = R. (2.8)

Proof. It is enough to show thatσ(Hα,0) = R. In that case, we haveσess(Hα,0) = R and
then, by the Weyl’s theorem [31, Theorem XIII.14],σess(Hα) = R. SinceHα is self-adjoint,
we get the proposition.

Let ϕ ∈ C∞
0 ( ]0,+∞[; [0,1]) so thatϕ = 1 near 1. ForE ∈ R, we set:

u(x1) = eix1+α/2
1 /(1+α/2)eiEx

1−α/2
1 /(2−α),

uε,δ(x) = u(x1)
√

εϕ(εx1)δ
(n−1)/2ϕ

(
δ|x′|),

wherex = (x1, x
′). We first note that‖uε,δ‖L2(Rn) does not depend onε andδ. We have:

�uε,δ = ∂2
x1

(u)
√

εϕ(εx1)δ
(n−1)/2ϕ

(
δ|x′|)+ 2∂x1(u)∂x1

(√
εϕ(εx1)

)
δ(n−1)/2ϕ

(
δ|x′|)

+ u∂2
x

(√
εϕ(εx1)

)
δ(n−1)/2ϕ

(
δ|x′|)+ u

√
εϕ(εx1)∂

2′
(
δ(n−1)/2ϕ

(
δ|x′|)).
1 x
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The second term is equal toO(x
α/2
1 )ε3/2|ϕ′|(εx1)δ

(n−1)/2ϕ(δ|x′|) which isO(ε1−α/2) in
L2-norm. The third and fourth terms areO(ε2) andO(δ2) respectively inL2 norm. Then

Hα,0uε,δ = √
εϕ(εx1)δ

(n−1)/2ϕ
(
δ|x′|)Hα,0(u) + o(1),

asε, δ → 0. Since

〈x〉α − 〈x1〉α = O(1)〈x1〉α−2〈x′〉2,

we get:

√
εϕ(εx1)δ

(n−1)/2ϕ
(
δ|x′|)(〈x〉α − 〈x1〉α

)
u = O

(
ε2−αδ−2).

If ε2−αδ−2 → 0, we have

Hα,0uε,δ = √
εϕ(εx1)δ

(n−1)/2ϕ
(
δ|x′|)(−∂2

x1
− 〈x1〉α

)
u(x1) + o(1).

But we have:

∂2
x1

u(x1) = (−xα
1 − E − E2x−α

1 /4+ iαx
α/2−1
1 /2− Eαx

−α/2−1
1 /4

)
u(x1),

and then, there is aµ > 0 so that

(Hα,0 − E)uε,δ = √
εϕ(εx1)δ

(n−1)/2ϕ
(
δ|x′|)O(x−µ

1

)+ o(1) = O(εµ) + o(1) = o(1).

By the Weyl’s criterion [29, Theorem VII.12],E is in σ(Hα,0). �
2.2. Generalized Mehler’s formula

In this section, we restrict our attention to the caseα = 2 and drop the index 2. W
consider a more general Hamiltonian onL2(Rn),

H0 = −� −
n−∑
k=1

ω2
kx

2
k +

n−+n+∑
k=n−+1

ω2
kx

2
k +

n−+n++nE∑
k=n−+n++1

Ekxk, (2.9)

with n− +n+ +nE � n, ωk > 0 andEk 	= 0 if nE 	= 0. By convention,
∑b

j=a = 0 if b < a.
In this case,H0 is essentially self-adjoint onC∞

0 (Rn) from Faris–Lavine theorem
[30, Theorem X.38]. The kernel of e−itH0 is known explicitly, through a generalize
Mehler’s formula (see, e.g., [21]):

e−itH0f =
n∏

k=1

(
1

2iπgk(2t)

)1/2∫
n

eiS(t,x,y)f (y)dy, (2.10)
R
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where

S(t, x, y) =
n∑

k=1

1

gk(2t)

(
x2
k + y2

k

2
hk(2t) − xkyk

)
−

n−+n++nE∑
k=n−+n++1

(
Ek

2
(xk + yk)t + E2

k

12
t3
)

,

and the functionsgk andhk , related to the classical trajectories, are given by:

gk(t) =


sinh(ωkt)
ωk

, for 1� k � n−,
sin(ωkt)

ωk
, for n− + 1� k � n− + n+,

t, for k > n− + n+,

hk(t) =
{cosh(ωkt), for 1� k � n−,

cos(ωkt), for n− + 1� k � n− + n+,

1, for k > n− + n+.

(2.11)

Recall that ifn+ � 1, then e−itH0 has some singularities (see, e.g., [24]). This affe
the above formula with phase factors we did not write (which can be incorporated
definition of(igk(2t))1/2), but not the computations we shall make in Section 6.1.

The group generated byH0 is given by Mehler’s formula (2.10), and can be facto
in an agreeable way, in the same fashion as eit� (see for instance [26,22,16]). Recallin
(2.10) and (2.11), we have:

e−itH0 = MtDtFMte
−i t3

12|E|2, (2.12)

whereE = (En−+n++1, . . . ,En−+n++nE
),

Mt = Mt (x) = exp

(
i

n∑
k=1

x2
k

hk(2t)

2gk(2t)
− i

t

2

n−+n++nE∑
k=n−+n++1

Ekxk

)
,

(Dt ϕ)(x) =
n∏

k=1

(
1

igk(2t)

)1/2

ϕ

(
x1

g1(2t)
, . . . ,

xn

gn(2t)

)
,

and

Fϕ(ξ) = ϕ̂(ξ) = 1

(2π)n/2

∫
Rn

e−ix·ξ ϕ(x)dx, (2.13)

denotes the Fourier transform.

2.3. Absence of eigenvalues

We prove the absence of embedded eigenvalues under the unique continuatio
erty. This result is very similar to [31, Theorem XIII.58]. We recall the notion of uni
continuation property.



520 J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579

set

n in
imon

at
ty

at

ial
Definition 2.7. A HamiltonianH has theunique continuation propertyif the following
holds: Suppose thatHu = 0 for someu ∈ L2, and thatu vanishes outside a compact sub
of R

n; thenu is identically zero.

Theorem 2.8.Let Vα = V 1
α + V 2

α be a real-valued potential satisfying(1.5) and (1.6).
Assume that−� + (Vα(x) − 〈x〉α)1|x|<R has the unique continuation property for allR

large enough and

〈x〉1−α/2 ln〈x〉∣∣V 2
α (x)
∣∣→ 0, as|x| → ∞. (2.14)

ThenHα has no eigenvalue.

Remark 2.9. The unique continuation property for Schrödinger operators is know
many situations but we recall only two cases. The works of M. Schechter and B. S
[32] for n = 1, 2 and D. Jerison and C.E. Kenig [23] imply:

• If V 2
α ∈ Lp(Rn) with p > 1 for n = 1, 2, andp � n/2 for n � 3, then the unique

continuation property holds for−� + (Vα(x) − 〈x〉α)1|x|<R .

We recall [31, Theorem XIII.57]:

• Assume there is a closed setS of measure zero so thatRn \ S is connected, and so th
V 2

α is bounded on any compact subset ofR
n \S, then the unique continuation proper

holds for−� + (Vα(x) − 〈x〉α)1|x|<R .

Proof of Theorem 2.8. We follow the proof of [31, Theorem XIII.58]. Suppose th
u ∈ D(Hα) is an eigenfunction forHα with eigenvalueE. As in [31], we define a function
w from [0,∞[ to L2(Sn−1) by:

w(r,ω) = r(n−1)/2u(rω).

We have:

+∞∫
0

∥∥w(r)
∥∥2

L2(Sn−1,dω)
dr = ‖u‖2

L2(Rn)
< +∞. (2.15)

Sinceu ∈ D(Hα,0), we have〈x〉−α�u ∈ L2(Rn) and we get, using the pseudo-different
calculus, that(∂xj

〈x〉−α∂xk
u)1�j,k�n and∇〈x〉−α/2u are inL2(Rn). We have:

+∞∫ ((
dr 〈r〉−α/2w,dr 〈r〉−α/2w

)− r−2〈r〉−α(w,Bw)
)
dr = ∥∥∇〈x〉−α/2u

∥∥2,

0
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whereB is the Laplace–Beltrami operator onL2(Sn−1) such that−B � 0, and

drf (r) = r(n−1)/2∂r

(
r−(n−1)/2f (r)

)
.

Here(· , ·) is the scalar product onL2(Sn−1). Using this formula, we get:

+∞∫
0

〈r〉−α‖w′‖2 dr < +∞;
+∞∫
0

r−2〈r〉−α(w,−Bw)dr < +∞, (2.16)

and the quantitiesw′ and(w,Bw) are defined almost everywhere on]0,+∞[ .
Now we define, forr large enough,

F(r) = r−α‖w′‖2 + r−2−α(w,Bw) + (r−α〈r〉α + Er−α
)‖w‖2.

From (2.15) and (2.16),F(r) is integrable. On the other hand, we have:(
r ln(r)F (r)

)′ = 2r1−α ln(r)(w′,w′′) + r−α
(
(1− α) ln(r) + 1

)‖w′‖2

+ 2r−1−α ln(r)(w′,Bw) − r−2−α
(
(1+ α) ln(r) − 1

)
(w,Bw)

+ r−α〈r〉α((1− α) ln(r) + α ln(r)r2〈r〉−2 + 1
)‖w‖2

+ Er−α
(
(1− α) ln(r) + 1

)‖w‖2 + 2r ln(r)
(
r−α〈r〉α + Er−α

)
(w′,w).

Sinceu is an eigenfunction ofHα , we have:

w′′ = −r−2Bw + 1

4
(n − 1)(n − 3)r−2w − 〈r〉αw + Vαw − Ew. (2.17)

Then (
r ln(r)F (r)

)′ = ln(r)
(
(1− α)r−α‖w′‖2 + ‖w‖2)+ r−α‖w′‖2 + ‖w‖2

− r−2−α
(
(1+ α) ln(r) − 1

)
(w,Bw)

+ 1

2
(n − 1)(n − 3)r−1−α ln(r)(w′,w)

+ Er−α
(
(1− α) ln(r) + 1

)‖w‖2 +O
(
r−1 ln(r)

)‖w‖2

+ 2r1−α ln(r)(w′,Vαw).

Using−B � 0 and

r−1−α ln(r)(w′,w) = o(1)r−α‖w′‖2 + o(1)‖w‖2,

r1−α ln(r)(w′,Vαw) = o(1)r−α/2‖w′‖‖w‖ = o(1)r−α‖w′‖2 + o(1)‖w‖2,
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.

we get:

(
r ln(r)F (r)

)′ � ln(r)
(
(1− α)r−α‖w′‖2 + ‖w‖2)+ r−α

2
‖w′‖2 + 1

2
‖w‖2, (2.18)

for r large enough. Here o(1) denotes a function which tends to 0 asr tends to+∞. This
computation is formal, but we can give, as in [31], a rigorous proof of the integral ve
of (2.18).

If 0 < α < 1, we get thatr ln(r)F (r) is monotone increasing forr � R1 large enough
Integrate (2.18) betweenR1 and r : F(r) � R1 lnR1

r ln r
F (R1). Since F is integrable but

(r ln r)−1 is not, we haveF(r) � 0 for r > R1.
Now, we assume that 1� α � 2. For 1� a < b, we have:

b lnbF(b) − a lnaF(a) �
b∫

a

(
ln(r)
(
(1− α)r−α‖w′‖2 + ‖w‖2)

+ r−α

2
‖w′‖2 + 1

2
‖w‖2
)

dr. (2.19)

Integration by parts yields:

b∫
a

r−α ln r(w′′,w)dr = r−α ln r(w′,w)|ba −
b∫

a

r−α ln r‖w′‖2 dr

−
b∫

a

(1− α ln r)r−1−α(w′,w)dr.

The eigenfunction relation (2.17) yields:

b∫
a

r−α ln r(w′′,w)dr = −
b∫

a

r−2−α ln r(w,Bw)dr +
b∫

a

r−α ln r(w,V w)dr

+
b∫

a

r−α ln r

(
1

4
(n − 1)(n − 3)r−2 − 〈r〉α − E

)
‖w‖2 dr

= −
b∫

a

(
ln r + o(1)

)‖w‖2 dr −
b∫

a

r−2−α ln r(w,Bw)dr.

We infer:
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b∫
a

r−α ln r‖w′‖2 dr =
b∫

a

ln r‖w‖2 dr +
b∫

a

r−2−α ln r(w,Bw)dr

+ [r−α ln r(w′,w)
]b
a
+

b∫
a

o(1)
(
r−α‖w′‖2 + ‖w‖2)dr,

and (2.19) becomes,

b lnbF(b) − a lnaF(a) �
b∫

a

(
(2− α) ln r‖w‖2 + r−α‖w′‖2/3+ ‖w‖2/3

)
dr

+ (1− α)
[
r−α ln r(w′,w)

]b
a

+ (1− α)

b∫
a

r−2−α ln r(w,Bw)dr

�
b∫

a

(
(2− α) ln r‖w‖2 + r−α‖w′‖2/3+ ‖w‖2/3

)
dr

+ (1− α)
[
r−α ln r(w′,w)

]b
a
, (2.20)

since(1− α)B � 0. Let F̃ be defined by:

F̃ (r) = F(r) + (α − 1)r−α(w′,w), (2.21)

which is integrable from (2.15) and (2.16). Inequality (2.20) implies thatr ln rF̃ (r) is
monotone increasing, and reasoning as before,F̃ (r) � 0 for r > R1.

We now prove thatw(r) = 0 for r > R2 large enough. Form ∈ N, let wm = rmw. It
satisfies:

w′′
m = 2mr−1w′

m − r−2Bwm

−
(

E + 〈r〉α − V + m(m + 1)r−2 − 1

4
(n − 1)(n − 3)r−2

)
wm. (2.22)

We also define:

G(r) = r2‖w′
m‖2 + m(m + 1)‖wm‖2 + (wm,Bwm)

+ (r2〈r〉α + Er2 − r
)‖wm‖2, (2.23)
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and we have:

G′(r) = (4m + 2)r‖w′
m‖2 + 2

((
r2V + 1

4
(n − 1)(n − 3) − r

)
wm,w′

m

)
+ (2r〈r〉α + αr3〈r〉α−2 + 2Er − 1

)‖wm‖2.

Using (2.14) and the Cauchy–Schwarz inequality, we get:

G′(r) � (4m + 1)r‖w′
m‖2 + r1+α‖wm‖2,

for r > R2 > R1 independent ofm. ThenG(r) is monotone increasing on]R2,+∞[ .
Suppose thatw(r0) 	= 0 for somer0 > R2. Since we have:

G(r) = r2m
(
r2‖w′ + mr−1w‖2 + m(m + 1)‖w‖2

+ (w,Bw) + (r2〈r〉α + Er2 − r
)‖w‖2),

we getG(r0) > 0 for m � 1 large enough, and now fixed. So,G(r) > 0 for all r > r0. On
the other hand, ifr > r1 > r0, with r1 large enough, we havem(2m + 1) − r < 0. Since
‖w‖2 is integrable on[r1,+∞[ , the function‖w‖2 is not monotone increasing; there exi
r > r1 such that (‖w‖2)′(r) = 2(w′,w)(r) � 0.

Then

G(r) = r2m
(
r2‖w′‖2 + 2mr(w′,w) + m(2m + 1)‖w‖2

+ (w,Bw) + (r2〈r〉α + Er2 − r
)‖w‖2)

� r2m+2+α
(
r−α‖w′‖2 + r−2−α(w,Bw)

+ (r−α〈r〉α + Er−α
)‖w‖2)+ 2mr−1−α(w′,w).

Therefore, we get:

0< G(r) � r2m+2+αF (r) � 0 if 0 < α < 1,

0< G(r) � r2m+2+αF̃ (r) � 0 if 1 � α � 2,

which is impossible, sow(r) = 0 for r > R2. Theorem 2.8 follows from unique continu
tion. �
3. Mourre estimates

In the following, we use the Weyl calculus of L. Hörmander, for which we refe
[20, Section XVIII]. More precisely, we work with the simple metrics which areσ -temp-
erate:
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g0 = |dx|2 + |dξ |2,

g1 = |dx|2
1+ x2 + ξ2

+ |dξ |2
1+ x2 + ξ2

,

g
β

1 = |dx|2
(1+ x2 + ξ2)β

+ |dξ |2
(1+ x2 + ξ2)β

,

g2 = |dx|2
1+ x2

+ |dξ |2
1+ ξ2

,

for β > 0. We refer to [20] for the definition of the space of symbolS(m,g) and we note
Ψ (m,g) the set of pseudo-differential operators whose symbol is in a spaceS(m,g). We
setΨ (g) =⋃m Ψ (m,g).

The crucial point of the Mourre theory is the construction of the conjugate ope
This is a self-adjoint operatorAα such that i[Hα,Aα] is positive on the energy level, an
Hα-bounded. In our case, the generator of dilations(xD + Dx)/2 is not satisfactory fo
Hα,0 since,

i
[
Hα,0, (xD + Dx)/2

]= −2� + αx2〈x〉α−2,

which is positive, but notHα,0-bounded forα > 0. So we must find another conjuga
operator. We look forAα as a pseudo-differential operator of symbolaα(x, ξ). Consider
the case of dimension one, and start withα = 2. Formally, we want to solve:{

ξ2 − x2, a2(x, ξ)
}≡ 2ξ∂xa2 + 2x∂ξa2 = 1, on

{
(x, ξ); ξ2 − x2 = E

}
. (3.1)

We saw in the introduction that a solution to this equation is given by:

a2(x, ξ) = 1

4

(
ln(ξ + x) − ln(ξ − x)

)
. (3.2)

Now consider the case 0< α < 2. Replacing〈x〉 by x > 0, we try to solve:{
ξ2 − xα, aα(x, ξ)

}≡ 2ξ∂xaα + αxα−1∂ξaα = 2− α,

on
{
(x, ξ); ξ2 − xα = E

}
. (3.3)

As we saw in the introduction,aα(x, ξ) = ξx1−α should do the job, up to an error whic
is compact on the energy level (because it decays likex−α). In this section, we make thi
heuristic approach rigorous. The main results (Mourre estimates) are proved in Secti
Here, we can find again the short range condition: on the energy level, we have form

〈ξ 〉 ≈ 〈x〉α/2 and then
∣∣aα(x, ξ)

∣∣≈ { ln〈x〉 if α = 2,

〈x〉1−α/2 if 0 < α < 2.

By (3.1) and (3.3), we obtain that the position variable increases exactly liket along the
evolution. Then, in Section 4.2, we will replaceaα(x, ξ) by pα(x) and we will require tha
the potential decays aspα(x)−1−ε .
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3.1. General framework

We recall some results that we will use to prove regularity results on the groups
erated byHα . A full presentation of such issues can be found in the book of O. Am
A. Boutet de Monvel and V. Georgescu [1]. We start with the definition ofC1(A).

Definition 3.1.Let A andH be self-adjoint operators on a Hilbert spaceH. We say thatH
is of classCr(A) for r > 0, if there isz ∈ C \ σ(H) such that

R � t → eitA(H − z)−1e−itA,

is Cr for the strong topology ofL(H).

We have the following useful characterization of the regularityC1(A).

Theorem 3.2 [1, Theorem 6.2.10]. Let A and H be self-adjoint operators on a Hilbe
spaceH. ThenH is of classC1(A) if and only if the following conditions are satisfied:

(1) There existsc < ∞ such that for allu ∈ D(A) ∩ D(H),∣∣(Au,Hu) − (Hu,Au)
∣∣� c
(‖Hu‖2 + ‖u‖2).

(2) For somez ∈ C\σ(H), the set{u ∈ D(A); (H − z)−1u ∈ D(A) and(H − z̄)−1u ∈
D(A)} is a core forA.

If H is of classC1(A), then the following holds:

(1) The space(H − z)−1D(A) is independent ofz ∈ C\σ(H), and contained inD(A). It
is a core forH , and a dense subspace ofD(A) ∩ D(H) for the intersection topolog
(i.e., the topology associated to the norm‖Hu‖ + ‖Au‖ + ‖u‖).

(2) The spaceD(A) ∩ D(H) is a core forH , and the form[A,H ] has a unique extensio
to a continuous sesquilinear form onD(H) (equipped with the graph topology). If this
extension is denoted by[A,H ], the following identity holds onH (in the form sense):[

A, (H − z)−1]= −(H − z)−1[A,H ](H − z)−1,

for z ∈ C\σ(H).

We also have the following theorem from [1, Theorem 6.3.4]:

Theorem 3.3.Let A andH be self-adjoint operators in a Hilbert spaceH. Assume tha
the unitary one-parameter group{exp(iAτ)}τ∈R leaves the domainD(H) of H invariant.
ThenH is of classC1(A) if and only if[H,A] is bounded fromD(H) to D(H)∗.

A criterion for the above assumption to be satisfied is given by the following resul
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Lemma 3.4[13, Lemma 2]. LetA andH be self-adjoint operators in a Hilbert spaceH.
Let H ∈ C1(A) and suppose that the commutator[iH,A] can be extended to a bound
operator fromD(H) to H. TheneitA preservesD(H).

3.2. A technical result

It is not clear that the energy cut-offsχ(Hα,0), χ ∈ C∞
0 (R), are pseudo-differentia

operators, sinceHα,0 is not elliptic, andχ(ξ2 − 〈x〉α) is not a good symbol. The ne
proposition will allow us to use pseudo-differential calculus. Such techniques have
used by M. Dimassi and V. Petkov [11].

Proposition 3.5.Let 0 < α � 2, 1/2 < β � 1, z ∈ C \ R andψ ∈ C∞
0 (R) such thatψ = 1

near0. Then

(Hα,0 − z)−1 = (Hα,0 − z)−1 Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
+O(1)Op(r),

with r(x, ξ) ∈ S((ξ2 + 〈x〉α)−β, g0).

Proof. Forγ � 0, letgα,γ

3 be theσ -temperate metric:

g
α,γ

3 = |dx|2 + |dξ |2
(ξ2 + 〈x〉α)γ

.

Let B = Op(b), with b = (ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β ∈ S((ξ2 + 〈x〉α)1−β, g
α,1
3 ). It satisfies

∂δ
x,ξ b ∈ S

((
ξ2 + 〈x〉α)1−β−min(1,|δ|/2)

, g
α,1
3

)
, ∀δ ∈ N

2n. (3.4)

We have:

(Hα,0 − z)−1(1− ψ(B)
)= (Hα,0 − z)−1BB−1(1− ψ(B)

)
. (3.5)

Theorem 18.5.4 of [20] on the composition of pseudo-differential operators inΨ (g
α,1
3 ),

and (3.4) imply that

(Hα,0 − z)−1B = (Hα,0 − z)−1(Hα,0 Op
((

ξ2 + 〈x〉α)−β)+ Op(r)
)
,

wherer ∈ S((ξ2 + 〈x〉α)−β, g
α,1
3 ). So we have:

(Hα,0 − z)−1B = O(1)Op(r), (3.6)

for some otherr ∈ S((ξ2 + 〈x〉α)−β, g
α,1

).
3
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Let ϕ(y) = (1 − ψ(y))/y, andϕ̃ be an almost analytic extension ofϕ (see [19,9] and
[10, Appendix C.2]). This is aC∞(C) function which coincides withϕ on R, whose sup-
port is contained in a region like| Im z| < C〈Rez〉, and which satisfies:∣∣∂z̄ϕ̃(z)

∣∣� Ck〈z〉−2−k| Im z|k, ∀k ∈ N.

Using the Helffer–Sjöstrand formula (see [17] or [9]), we can write:

Op(r)B−1(1− ψ(B)
)= 1

π

∫
∂z̄ϕ̃(z)Op(r)(B − z)−1L(dz). (3.7)

For Imz 	= 0 and 1/2< β � 1, we have(b(x, ξ) − z)−1 ∈ S(1, g
α,2β−1
3 ) and

∂δ
x,ξ

(
b(x, ξ) − z

)−1 ∈ S
((

ξ2 + 〈x〉α)−(β−1/2)min(2,|δ|)
, g

α,2β−1
3

)
, ∀δ ∈ N

2n. (3.8)

Using [20, Theorem 18.5.5] on the composition of pseudo-differential operato
Ψ (g

α,1
3 ), andΨ (g

α,2β−1
3 ), (3.4) and (3.8), we have, for Imz 	= 0,

(B − z)Op
((

b(x, ξ) − z
)−1)= 1+ Op

(
d(z)
)
,

whered(z) ∈ S((ξ2 + 〈x〉α)1−3β, g
α,2β−1
3 ), and each semi-norm ofd(z) in this space is

bounded by some power of 1+ | Im z|−1. On the other hand, we have:

Op
((

ξ2 + 〈x〉α + iλ
)1−3β)Op

((
ξ2 + 〈x〉α + iλ

)3β−1)= 1+O
(
λ−1),

and then, forλ large enough,

Op
(
d(z)
)= Op

(
d(z)
)
Op
((

ξ2 + 〈x〉α + iλ)3β−1)O(1)Op
((

ξ2 + 〈x〉α + iλ
)3β−1)−1

= Op
(
d̃(z)
)
O(1)Op

((
ξ2 + 〈x〉α + iλ

)1−3β)
,

with d̃(z) ∈ S(1, g
α,2β−1
3 ) and each semi-norm is bounded by some power of 1+| Im z|−1.

The continuity inL2(Rn) of pseudo-differential operators yields:

(B − z)Op
((

b(x, ξ) − z
)−1)= 1+O

(
1+ | Im z|−M

)
Op
((

ξ2 + 〈x〉α + iλ
)1−3β)

,

for someM > 0. We infer:

(B − z)−1 = Op
((

b(x, ξ) − z
)−1)

+O
(
1+ | Im z|−M−1)Op

((
ξ2 + 〈x〉α + iλ

)1−3β)
. (3.9)

Then, using the pseudo-differential calculus, (3.7) becomes:
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ugate
Op(r)B−1(1− ψ(B)
)= 1

π

∫
∂z̄ϕ̃(z)Op(r)Op

((
b(x, ξ) − z

)−1)
L(dz)

+O(1)Op
((

ξ2 + 〈x〉α + iλ
)1−3β)

= O(1)Op(r), (3.10)

for some otherr ∈ S((ξ2 + 〈x〉α)−β, g
α,2β−1
3 ). From (3.5), (3.6) and (3.10), we have:

(Hα,0 − z)−1 = (Hα,0 − z)−1ψ(B) +O(1)Op(r). (3.11)

Using the Helffer–Sjöstrand formula:

ψ(B) = 1

π

∫
∂z̄ψ̃(z)(B − z)−1L(dz),

Op
(
ψ
(
b(x, ξ)

))= 1

π

∫
∂z̄ψ̃(z)Op

((
b(x, ξ) − z

)−1)
L(dz),

and (3.16), we obtain:

ψ(B) = Op
(
ψ
(
b(x, ξ)

))+O(1)Op(r), (3.12)

with r ∈ S((ξ2 + 〈x〉α)−β, g
α,2β−1
3 ). The proposition follows from (3.11) and (3.12).�

3.3. Conjugate operator

Following the discussion of the beginning of Section 3, we choose for the conj
operator ifα = 2,

A2 = Op
(
a2(x, ξ)

)
, with a2 = (ln〈ξ + x〉 − ln〈ξ − x〉). (3.13)

One can see thata2(x, ξ) ∈ S(〈ln〈x〉〉, g0). Indeed, we have, for|ξ | < 2|x|,

ln〈ξ + x〉 − ln〈ξ − x〉 � ln〈3x〉 � 〈ln〈x〉〉 + C, (3.14)

with C > 0. On the other hand, we get for|ξ | � 2|x|,

ln〈ξ + x〉 − ln〈ξ − x〉 = 1

2
ln

(
1+ (ξ + x)2

1+ (ξ − x)2

)
� 1

2
ln

(
1+ 9ξ2/4

1+ ξ2/4

)
� C, (3.15)

with C > 0. For computational reasons, it is better to have a another writing forA2.

Lemma 3.6.We have:

A2 = U
(
ln
〈√

2x
〉− ln

〈√
2D
〉)
U∗.
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8.5.4

e

we
Proof. Using the exact composition of pseudo-differential operators (Theorem 1
of [20]), we have:

Op
(
ln〈ξ + x〉)= Op

(
(ξ + x)2 + 1

)
Op
(
ln〈ξ + x〉((ξ + x)2 + 1

)−1)
,

Op
(
(ξ + x)2 + z)−1)= ((D + x)2 + z

)−1
,

for Im z 	= 0. Letγ ⊂ C be a contour enclosed[0,+∞[ in the region where ln(z + 1)(z +
1)−1 is holomorphic and coinciding with Rez = | Im z| for z large enough. Using th
Cauchy formula and (2.5), we get:

Op
(
ln〈ξ + x〉)= 1

2iπ

(
(D + x)2 + 1

)∫
γ

ln(z + 1)(z + 1)−1 Op
((

(ξ + x)2 − z
)−1)dz

= 1

2iπ

(
(D + x)2 + 1

)∫
γ

ln(z + 1)(z + 1)−1((D + x)2 − z
)−1 dz

= U
1

2iπ

(
2x2 + 1

)∫
γ

ln(z + 1)(z + 1)−1(2x2 − z
)−1 dzU∗

= U ln〈√2x〉U∗, (3.16)

and the lemma follows. �
In the case 0< α < 2, we choose for the conjugate operatorAα = Op(aα(x, ξ)), where

aα(x, ξ) = x · ξ 〈x〉−αψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

)
∈ S
(〈x〉1−α/2, g

α/2
1

)∩ S
(〈ξ 〉〈x〉1−α, g2

)
, (3.17)

with ψ ∈ C∞
0 ([−1/2,1/2]), andψ = 1 near 0. Notice that on suppaα , |ξ | is like 〈x〉α/2.

3.4. Regularity results

The aim of this section is to prove some regularity results forHα . First, we give a
common core for the operatorsHα andAα . Using the results of the previous section,
get:

Lemma 3.7.Let 0< α � 2. The operatorAα is essentially self-adjoint onD(N2).

Proof. As in the proof of Lemma 2.2, we use Theorem 2.1. We distinguish the casesα = 2
and 0< α < 2. First, we suppose that 0< α < 2; for u ∈ D(N), we have:

‖Aαu‖ �
∥∥〈x〉1−α/2u

∥∥� ‖N2u‖,
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and the composition rules for an operator inΨ (g1) by an operator inΨ (g
α/2
1 ) yield

[Aα,N2] ∈ Ψ
(〈x, ξ 〉1−α/2〈x〉1−α/2, g

α/2
1

)
,

which implies (2.2), from [20, Theorem 18.6.3]. The lemma follows for 0< α < 2. When
α = 2,

‖A2u‖ �
∥∥〈ln〈x〉〉u∥∥� ‖N2u‖,

which proves (2.1). Moreover, sincea2(x, ξ) ∈ S(〈ln〈x〉〉, g0) andN2 ∈ Ψ (〈x, ξ 〉2, g1), we
get[N2,A2] ∈ Ψ (〈ln〈x〉〉〈x, ξ 〉, g0) and then

∣∣([N2,A2]u,u
)∣∣� ∥∥N1/2

2 u
∥∥2,

which yields (2.2) and the lemma.�
3.4.1. Regularity forH2,0

Lemma 3.8.For z ∈ C\R, (H2,0 − z)−1 mapsD(N2) into itself.

Proof. We use the notations of Section 2.2. Foru ∈ D(N2), we have:

∥∥x2e−itH2,0u
∥∥= ∥∥x2MtDtFMt u

∥∥= ∥∥x2DtFMt u
∥∥

= ∥∥(sinh 2t)2x2FMt u
∥∥= ∥∥−(sinh 2t)2�Mt u

∥∥
= ∥∥Mt

(−(sinh 2t)2� + (cosh 2t)2x2 − tanh2t (xD + Dx)
)
u
∥∥

� e4|t |‖N2u‖.

We also have:∥∥−�e−itH2,0u
∥∥= ∥∥(H2,0 + x2)e−itH2,0u

∥∥� ‖H2,0u‖ + e4|t |‖N2u‖ � e4|t |‖N2u‖.

So, for Imz > 4, we get:

∥∥N2(H2,0 − z)−1u
∥∥=
∥∥∥∥iN2

+∞∫
0

eitz e−itH2,0udt

∥∥∥∥�
+∞∫
0

e−t Im z e4t dt‖N2u‖ � ‖N2u‖,

which shows that(H2,0 − z)−1 mapsD(N2) into itself for Imz > 4. Then the lemma
follows from [1, Lemma 6.2.1]. �
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,

.3

e

up-
Lemma 3.9.H2,0 is in C1(A2) and[H2,0,A2] is bounded onL2(Rn).

Proof. From Theorem 3.2, it is enough to estimate[H2,0,A2]. Recall that from (2.7)
H̃2,0 = Dxx + xDx − 1. Using (2.6), Lemma 3.6 and̃H2,0 + 1 = −F(H̃2,0 + 1)F∗, we
have:

[H2,0,A2] = U
[
H̃2,0, ln

〈√
2x
〉− ln

〈√
2D
〉]
U∗

= U
[
H̃2,0, ln

〈√
2x
〉]
U∗ + UF

[
H̃2,0, ln

〈√
2x
〉]
F∗U∗

= −iU
4x2

〈√2x〉2
U∗ − iUF 4x2

〈√2x〉2
F∗U∗

= −iU

(
4x2

〈√2x〉2
+ 4D2

〈√2D〉2

)
U∗, (3.18)

which is bounded onL2(Rn). �
For the asymptotic completeness, we need more regularity. We begin with:

Lemma 3.10.H2,0 is in C2(A2) and[[H2,0,A2],A2] is bounded onL2(Rn).

Proof. Since we know thatH2,0 is in C1(A2), it is enough to prove that[[H2,0,A2],A2]
is bounded. From (3.18), we can write:

[[H2,0,A2],A2
]= −iU

[
4x2

〈√2x〉2
+ 4D2

〈√2D〉2
, ln
〈√

2x
〉− ln

〈√
2D
〉]

U∗.

The symbols

f (x, ξ) = 2x2

〈x〉2
+ 2ξ2

〈ξ 〉2
,

g(x, ξ) = ln〈x〉 − ln〈ξ 〉,
satisfyf ∈ S(1, g2) andg ∈ S(ln〈x〉 + ln〈ξ 〉, g2). Then, from Theorems 18.5.4 and 18.6
of [20], we have[Op(f ),Op(g)] = O(1) which completes the proof.�
3.4.2. Regularity forHα,0 for 0< α < 2

Lemma 3.11.The operator[Hα,0,Aα] is in Ψ (1, g2), and its symbol is supported insid
the support ofaα(x, ξ), moduloS(〈x, ξ 〉−∞, g2).

Proof. Since aα(x, ξ) ∈ S(〈x〉1−α〈ξ 〉, g2) and ξ2 − 〈x〉α ∈ S(〈ξ 〉2 + 〈x〉α, g2), we get
[Aα,Hα,0] ∈ Ψ (1+〈x〉−α〈ξ 〉2, g2), and each term in the development of its symbol is s
ported inside the support ofaα(x, ξ). Since〈ξ 〉 is like 〈x〉α/2 on the support ofaα(x, ξ),
we get the lemma. �
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e

ort of

r on
r-
Lemma 3.12.Hα,0 is in C1(Aα), and[Hα,0,Aα] is bounded onL2(Rn).

Proof. As for Lemma 3.11, we have:

[Aα,Nα] ∈ Ψ (1, g2), (3.19)

and its symbol is supported inside the support ofaα(x, ξ), modulo a term in
S(〈x, ξ 〉−∞, g2). Then [Aα,Nα] is bounded onL2(Rn). On the other hand, from th
pseudo-differential calculus, one can show that(Nα + i)−1 mapsD(N2) into itself. Then,
from Theorem 3.2,Nα is C1(Aα).

Since[Aα,Nα] is bounded, we get from the proof of [13, Lemma 2], that eitAα preserves
D(Nα) and that

NαeitAα = eitAαNα + i

t∫
0

ei(t−s)Aα [Nα,Aα]eisAα ds, (3.20)

on D(Nα). From (3.19), we infer that[[Aα,Nα],Nα] ∈ Ψ (〈x〉−1〈ξ 〉 + 〈x〉α−1〈ξ 〉−1, g2)

and that each term in the development of its symbol is supported inside the supp
aα(x, ξ). Then[[Aα,Nα],Nα] ∈ Ψ (〈x〉α/2−1, g2) ⊂ Ψ (1, g2) because 0< α < 2. By in-
duction, we obtain that[

. . .
[[[Aα,Nα],Nα

]
,Nα

]
, . . .Nα

] ∈ Ψ (1, g2). (3.21)

Using (3.20) and (3.21), we obtain that eitAα preservesD(Nk
α) for all k ∈ N and that∥∥Nk

αeitAαu
∥∥�
∥∥Nk

αu
∥∥+ ‖u‖, (3.22)

for all u ∈ D(Nk
α). Sinceα 	= 0, there isk ∈ N such that eitAα maps continuouslyD(Nk

α)

into D(N2
α). Then

t �→ ei(t−s)AαHα,0eisAαu,

is well-defined andC1 for u ∈ D(Nk
α). It follows that

Hα,0 eitAα = eitAαHα,0 + i

t∫
0

ei(t−s)Aα [Hα,0,Aα]eisAα ds, (3.23)

on D(Nk
α). Using Lemma 3.11,[Hα,0,Aα] can be extended as a bounded operato

L2(Rn). On the other handHα,0 satisfies Nelson’s theorem 2.1 withNk
α as reference ope

ator. Then (3.23) can be extended onD(Hα,0) and eitAα preservesD(Hα,0).
Since[Hα,0,Aα] is bounded onL2(Rn), Theorem 3.3 shows thatHα,0 is inC1(Aα). �
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prov-
Lemma 3.13.Hα,0 is in C2(Aα) and[[Hα,0,Aα],Aα] is bounded onL2(Rn).

Proof. As in Lemma 3.10, it is enough to estimate[[Hα,0,Aα],Aα]. Since[Hα,0,Aα] ∈
Ψ (1, g2) andAα ∈ Ψ (〈x〉1−α〈ξ 〉, g2), we get[[Hα,0,Aα],Aα] ∈ Ψ (〈x〉−α, g2) which im-
plies the lemma. �
3.4.3. Regularity forHα

Proposition 3.14.Assume thatVα satisfies the assumptions of Theorem1.1. ThenHα is of
classC1+δ(Aα) for someδ > 0. Moreover[Hα,Aα] is bounded fromD(Hα) to L2(Rn).

Proof. We use an interpolation argument as in [14, Proposition 3.7.5]. We begin by
ing that Hα is in C1(Aα) if V 2

α satisfies (1.6) withε � 0. SinceHα,0 is C1(Aα) and
[Hα,Aα] is bounded fromD(Hα) to L2(Rn), eitAα preservesD(Hα,0) = D(Hα), from
Lemma 3.4. Then, from Theorem 3.3, it is enough to show that[Hα,Aα] is bounded from
D(Hα) to L2(Rn).

Since we know from Lemma 3.9 and Lemma 3.12 that[Hα,0,Aα] is bounded from
D(Hα) to L2(Rn), it is enough to show that

[Vα,Aα](Hα,0 + i)−1 is compact (respectively, continuous)

onL2(Rn) if ε > 0 (respectively,ε = 0), (3.24)

whereε is the constant in (1.6). We can write:

[Vα,Aα](Hα,0 + i)−1 = V 1
α Aα(Hα,0 + i)−1 − AαV 1

α (Hα,0 + i)−1

+ [V 2
α ,Aα](Hα,0 + i)−1. (3.25)

Let χ ∈ C∞
0 (Rn) be equal to 1 near the support ofV 1

α . SinceAα ∈ Ψ (〈pα(x)〉, g0), Aαχ

andχAα are bounded. So

AαV 1
α (Hα,0 + i)−1 = AαχV 1

α (Hα,0 + i)−1 = O(1)V 1
α (Hα,0 + i)−1, (3.26)

which is compact becauseV 1
α is Hα,0-compact. SinceχAα is bounded, we can write:

χAα(Hα,0 + i)−1 = (Hα,0 + i)−1χAα + (Hα,0 + i)−1[Hα,0, χAα](Hα,0 + i)−1

= (Hα,0 + i)−1O(1) + (Hα,0 + i)−1[Hα,0, χ]Aα(Hα,0 + i)−1

+ (Hα,0 + i)−1χ[Hα,0,Aα](Hα,0 + i)−1. (3.27)

We have:

Op
(
c(x, ξ)

) := [Hα,0, χ]Aα ∈ Ψ
(〈ξ 〉〈x〉−∞, g0

)
.

Then Proposition 3.5 and the pseudo-differential calculus imply:

[Hα,0, χ]Aα(Hα,0 + i)−1 =
(

Op

(
c(x, ξ)ψ

(
ξ2 − 〈x〉α

2 α

))
+ R

)
O(1),
ξ + 〈x〉
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w
h to
with R ∈ Ψ (〈x〉−∞, g0). Since we also havec(x, ξ)ψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)) ∈
S(〈x〉−∞, g0), we get:

[Hα,0, χ]Aα(Hα,0 + i)−1 = O(1). (3.28)

As [Hα,0,Aα](Hα,0 − z)−1 is bounded, (3.27) becomes:

χAα(Hα,0 + i)−1 = (Hα,0 + i)−1O(1),

and then

V 1
α Aα(Hα,0 + i)−1 = V 1

α (Hα,0 + i)−1O(1), (3.29)

which is compact. SinceAα ∈ Ψ (〈pα(x)〉, g0) andV 2
α satisfies (1.6), we have:[

V 2
α ,Aα

]
(Hα,0 + i)−1 = (V 2

α Aα − AαV 2
α

)
(Hα,0 + i)−1

= O(1)
〈
pα(x)

〉−ε
(Hα,0 + i)−1, (3.30)

which is compact (respectively, bounded) ifε > 0 (respectively,ε = 0) from Lemma 2.3.
So we have (3.24),Hα is of classC1(Aα) and[Hα,Aα] is bounded fromD(Hα) toL2(Rn).

To haveHα in C1+δ(Aα), it remains to show that

T
(
V 2

α

) := [(Hα + i)−1,Aα

]= (Hα + i)−1[Hα,Aα](Hα + i)−1,

is of classCδ(Aα). We use an interpolation argument as in [14]. Forρ > 0, we set:

Sρ
α = {W ∈ L∞(Rn;R); ∣∣W(x)

∣∣� 〈pα(x)
〉−ρ a.e.x ∈ R

n
}
.

ThenS
ρ
α is a Banach space, equipped with the norm‖W‖ρ,α = ‖〈pα(x)〉ρW(x)‖L∞(Rn).

We already have proved thatT (·) mapsS1
α into C0(Aα). From (3.30), we get:∥∥T (W) − T (W̃ )
∥∥�
∥∥W − W̃

∥∥
1,α

,

and thenT is continuous. We now show thatT (V 2
α ) is of classC1(Aα) for V 2

α ∈ S2
α . Using

Hα ∈ C1(Aα), [Hα,Aα](Hα + i)−1 = O(1) and Lemma 6.2.9 of [1], it is enough to sho
that [[Hα,Aα],Aα](Hα + i)−1 is bounded. From Lemmas 3.10 and 3.13, it is enoug
show that[[Vα,Aα],Aα](Hα + i)−1 is bounded. As for (3.26) and (3.29), we have:[[V 1

α ,Aα],Aα

]
(Hα + i)−1 = (V 1

α A2
α − 2AαV 1

α Aα + A2
αV 1

α

)
(Hα + i)−1

= V 1
α (Hα + i)−1O(1) − 2O(1)V 1

α (Hα + i)−1O(1)

+O(1)V 1
α (Hα + i)−1,

which is bounded. On the other hand,



536 J.-F. Bony et al. / J. Math. Pures Appl. 84 (2005) 509–579

en
[[
V 2

α ,Aα

]
,Aα

]
(Hα + i)−1 = (V 2

α A2
α − 2AαV 2

α Aα + A2
αV 2

α

)
(Hα + i)−1,

is bounded sinceV 2
α ∈ S2

α andAα ∈ Ψ (〈pα(x)〉, g0). ThenT (V 2
α ) ∈ C1(Aα) for V 2

α ∈ S2
α .

Moreover, we know that for 0< ε′ < 1, Cε′
(Aα) is a real interpolation space betwe

C0(Aα) andC1(Aα). Using the notation of [1], [1, Eq. (5.2.22)] implies:

Cε′
(Aα) = (C0(Aα),C1(Aα)

)
1−ε′,∞.

On the other hand, mimicking the proof of Lemma A.3 of [14] withχR = χ(pα(x)/R),
we prove that forρ ∈]1,2[,

Sρ
α ⊂ (S1

α, S2
α

)
ρ−1,∞.

By interpolation (see, e.g., [1, Theorem 2.6.1]), there isδ > 0 such thatHα is of class
C1+δ(Aα) for Vα ∈ S1+ε

α with ε > 0. �
3.5. Mourre estimates

First, we prove a Mourre estimate forH2,0.

Lemma 3.15.Letη > 0 andχ ∈ C∞
0 (R). There existsK compact onL2(Rn) such that

χ(H2,0)[iH2,0,A2]χ(H2,0) � (2− η)χ2(H2,0) + χ(H2,0)Kχ(H2,0). (3.31)

Proof. Using (3.18), we have:

χ(H2,0)[iH2,0,A]χ(H2,0) = 2χ(H2,0)U

(
2x2

〈√2x〉2
+ 2D2

〈√2D〉2

)
U∗χ(H2,0). (3.32)

Forx2 + ξ2 > C with C � 1, the symbol

f (x, ξ) = 2x2

〈√2x〉2
+ 2D2

〈√2D〉2
∈ S(1, g2)

satisfiesf � 1− η/2. Then Gårding inequality (Theorem 18.6.7 of [20]) yields

Op(f ) � (1− η/2) − C̃ Op
(
χ(x, ξ)

)− R,

with C̃ > 0, χ ∈ C∞
0 (R2n) andR ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). Then

χ(H2,0)[iH2,0,A]χ(H2,0) � (2− η)χ(H2,0)
2 + χ(H2,0)Kχ(H2,0),

whereK is compact. �
We have also a Mourre estimate forHα,0 with 0< α < 2.
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Lemma 3.16.Letη > 0. If the support ofψ in (3.17)is close enough to0 andχ ∈ C∞
0 (R),

there exists a compact operatorK onL2(Rn) such that

χ(Hα,0)[iHα,0,Aα]χ(Hα,0) � (2− α − η)χ2(Hα,0) + χ(Hα,0)Kχ(Hα,0). (3.33)

Proof. Sinceaα(x, ξ) ∈ S(〈x〉1−α〈ξ 〉, g2), ξ2 − 〈x〉α ∈ S(ξ2 + 〈x〉α, g2) and 〈ξ 〉 is like
〈x〉α/2 on the support ofaα , we have:

[iHα,0,Aα] = Op(b1) + Op(b2) + K1,

where

b1(x, ξ) = (2ξ2〈x〉−α − 2α(x.ξ)2〈x〉−α−2 + αx2〈x〉−2)ψ(ξ2 − 〈x〉α
ξ2 + 〈x〉α

)
∈ S(1, g2),

b2(x, ξ) ∈ S(1, g2) with support inside the support ofψ ′((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)) and
K1 ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). If the support ofψ is close enough to 0, we have:

b1(x, ξ) � (2− α − η)ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

)
,

for (x, ξ) large enough, and the Gårding inequality implies:

Op(b1) � (2− α − η)Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
+ K2,

with K2 ∈ Ψ (〈x〉−1〈ξ 〉−1, g2). Therefore

χ(Hα,0)[iHα,0,Aα]χ(Hα,0) � (2− α − η)χ(Hα,0)Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
χ(Hα,0)

+ χ(Hα,0)
(
Op(b2) + K1 + K2

)
χ(Hα,0). (3.34)

Let χ̃ ∈ C∞
0 (R) be equal to 1 near the support ofχ . Using Proposition (3.5), we get:

Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
χ(Hα,0)

= Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
(Hα,0 + i)−1(Hα,0 + i)χ̃(Hα,0)χ(Hα,0)

= χ(Hα,0) −O(1)Op(r)(Hα,0 + i)χ̃(Hα,0)χ(Hα,0).

Then we have:

χ(Hα,0)Op

(
ψ

(
ξ2 − 〈x〉α

2 α

))
χ(Hα,0) = χ2(Hα,0) + χ(Hα,0)K3χ(Hα,0),
ξ + 〈x〉
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whereK3 is compact. Let̃ψ ∈ C∞
0 ([−1/2,1/2]) such that̃ψ = 1 near 0 andψ = 1 on the

support ofψ̃ . Using Proposition 3.5 with̃ψ , we get:

Op(b2)(Hα,0 + i)−1 = Op

(
b2(x, ξ)ψ̃

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
O(1) + Op(s)O(1)

= 0+ Op(s)O(1),

with s(x, ξ) ∈ S(〈x〉−1〈ξ 〉−1, g0). Here we have used the fact thatb2 = 0 on the support o
ψ̃((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)). Then

χ(Hα,0)Op(b2)χ(Hα,0) = χ(Hα,0)K4χ(Hα,0),

with K4 compact. Then (3.34) becomes:

χ(Hα,0)[iHα,0,Aα]χ(Hα,0) � (2− α − η)χ2(Hα,0)

+ χ(Hα,0)
(
K1 + K2 + (2− α − η)K3 + K4

)
χ(Hα,0),

which implies the lemma. �
Finally, we obtain a Mourre estimate forHα for 0< α � 2.

Proposition 3.17.Let η > 0 and0 < α � 2. If the support ofψ in (3.17) is close enough
to 0 andχ ∈ C∞

0 (R), there exists a compact operatorK onL2(Rn) such that

χ(Hα)[iHα,Aα]χ(Hα) � (σα − η)χ2(Hα) + χ(Hα)Kχ(Hα). (3.35)

Proof. Let χ̃ ∈ C∞
0 (R) with χ̃ = 1 near the support ofχ . χ̃(Hα) − χ̃ (Hα,0) is compact

becauseVα is Hα,0-compact. Since[Hα,Aα] is Hα-bounded from Proposition 3.14,

χ(Hα)[iHα,Aα]χ(Hα) = χ(Hα)χ̃(Hα,0)
([iHα,0,Aα] + i[Vα,Aα])χ̃ (Hα,0)χ(Hα)

+ χ(Hα)Kχ(Hα),

with K compact. From (3.24), Lemmas 3.15 and 3.16, we have:

χ(Hα)[iHα,Aα]χ(Hα) � (σα − η)χ(Hα)χ̃2(Hα,0)χ(Hα) + χ(Hα)Kχ(Hα),

with anotherK compact. Therefore,

χ(Hα)[iHα,Aα]χ(Hα) � (σα − η)χ2(Hα) + χ(Hα)Kχ(Hα),

which implies the lemma. �
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4. Asymptotic completeness

4.1. Limiting absorption principle

From Proposition 3.14,Hα is of classC1+δ(Aα), and [Hα,Aα] mapsD(Hα) into
L2(Rn). Using Proposition 3.17, Theorems 1.1 and 4.13 of [6] yield:

Theorem 4.1 (Limiting absorption principle). Let 0 < α � 2. The singular continuou
spectrum ofHα is empty, and its point spectrum is locally finite. ForΛ ⊂ R\σpp(H) and
ν > 1/2, we have, for someη > 0,

sup
z∈Λ+i[−η,η]

∥∥〈Aα〉−ν(Hα − z)−1〈Aα〉−ν
∥∥< ∞. (4.1)

As a corollary, we have:

Proposition 4.2.Let 0 < α � 2 andη > 0. Assume that the support ofψ in (3.17)is close
enough to0. For λ ∈ R \ σpp(Hα), there is a real open intervalΛ containingλ such that

1Λ(Hα)[iHα,Aα]1Λ(Hα) � (σα − η)1Λ(Hα). (4.2)

Proof. Since the spectrum ofHα is absolutely continuous nearλ, we have:

s- lim
δ→0

1[λ−δ,λ+δ](Hα) = 0.

Using Proposition 3.17, we infer thatK1[λ−δ,λ+δ](H2,0) goes to 0 in norm whenδ → 0,
sinceK is compact. So we can findΛ such that

1Λ(Hα)[iHα,Aα]1Λ(Hα) � (σα − 2η)1Λ(Hα).

Sinceη > 0 is arbitrary, this yields the proposition.�
4.2. Minimal velocity estimate

The following proposition is a simplified version of Proposition A.1 of [15], due to id
of I.M. Sigal and A. Soffer.

Proposition 4.3 [15]. Let H andA be two self-adjoint operators on a separable Hilb
spaceH. We suppose that

(i) H is in C1+δ(A) for someδ > 0.
(ii) There exists an intervalΛ such that: 1Λ(H)[H, iA]1Λ(H) � c1Λ(H), with c > 0.
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ca-

ce
Then for anyg ∈ C∞
0 ( ]−∞, c[ ) and anyf ∈ C∞

0 (Λ), we have:

+∞∫
1

∥∥∥∥g(A

t

)
e−itH f (H)u

∥∥∥∥2 dt

t
� ‖u‖2, (4.3)

for u ∈H, and

s- lim
t→+∞g

(
A

t

)
e−itH f (H) = 0. (4.4)

From Propositions 3.14, 4.2 and 4.3, we get:

Proposition 4.4.For anyg ∈ C∞
0 ( ]−∞, σα[ ) and anyf ∈ C∞

0 (R), we have:

+∞∫
1

∥∥∥∥g(Aα

t

)
e−itHαf (Hα)u

∥∥∥∥2 dt

t
� ‖u‖2, (4.5)

for u ∈ L2(Rn), and

s- lim
t→+∞g

(
Aα

t

)
e−itHαf (Hα) = 0. (4.6)

We want to replaceAα by pα(x) in Proposition 4.4. For that, we use a slight modifi
tion of Lemma A.3 of C. Gérard and F. Nier [15].

Lemma 4.5[15]. LetA andB be two self-adjoint operators on a separable Hilbert spa
H such that, for eachµ > 0, we have:

D(B) ⊂ D(A) and 1� B, (4.7)

A � (1+ µ)B + Cµ, (4.8)

with Cµ � 0, and

[A,B]B−1 ∈ L(H). (4.9)

Then for eachλ ∈ R, let ϕ ∈ C∞(R) with supp(ϕ) ⊂]−∞, λ[ , ϕ = 1 near −∞ and
ψ ∈ C∞(R) with supp(ψ) ⊂]λ,+∞[ , ψ = 1 near+∞. We have:∥∥ϕ(B/t)ψ(A/t)

∥∥= O(t−1) ast → +∞. (4.10)
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he-
Proof. We follow the proof of [15, Lemma A.3]. Letϕ1 ∈ C∞(R) with supp(ϕ1) ⊂
]−∞, λ[ andϕ1 = 1 near the support ofϕ. We have by (4.8),

ϕ1(B/t)Aϕ1(B/t) � (1+ µ)ϕ1(B/t)Bϕ1(B/t) +O(1) � (1+ µ)λt +O(1).

So, if µ is small enough andt large enough, we get:

ψ

(
ϕ1(B/t)Aϕ1(B/t)

t

)
= 0,

and it remains to show that

φ(B/t)

(
ψ(A/t) − ψ

(
ϕ1(B/t)Aϕ1(B/t)

t

))
= O
(
t−1). (4.11)

The proof of (4.11) is the same as in [15].�
To apply the above result, we distinguish the casesα = 2 and 0< α < 2.

Lemma 4.6. The pairs(A,B) = (A2, 〈ln〈x〉〉) and (A,B) = (−A2, 〈ln〈x〉〉) satisfy the
assumptions of Lemma4.5, provided that the support ofψ in (3.13) is small enough
according toµ.

Proof. We prove the lemma only for(A,B) = (A2, 〈ln〈x〉〉); the proof is the same i
the other case. SinceA ∈ Ψ (〈ln〈x〉〉, g0), A is well-defined and symmetric onD(B) =
{u ∈ L2(Rn); 〈ln〈x〉〉u ∈ L2(Rn)}. So the assumption (4.7) of Lemma 4.5 is true from T
orem 2.1. MoreoverB ∈ Ψ (〈ln〈x〉〉, g1) implies [A,B]B−1 ∈ Ψ (〈ln〈x〉〉〈x〉−1, g0), from
[20, Theorem 18.5.5]. Then the assumption (4.9) is also true.

Let f , g ∈ C∞
0 ([0,1]; [0,1]) be equal to 1 near 0. Forδ, M > 0, we can write:

A = Op(s1) + Op(s2) + Op(s3), (4.12)

with

s1 =
(

ln〈ξ + x〉f
( 〈ξ + x〉

〈x〉δ
)

− ln〈ξ − x〉f
( 〈ξ − x〉

〈x〉δ
))

g
(〈x〉/M),

s2 =
(

ln〈ξ + x〉f
( 〈ξ + x〉

〈x〉δ
)

− ln〈ξ − x〉f
( 〈ξ − x〉

〈x〉δ
))

(1− g)
(〈x〉/M),

s3 =
(

ln〈ξ + x〉(1− f )

( 〈ξ + x〉
〈x〉δ

)
− ln〈ξ − x〉(1− f )

( 〈ξ − x〉
〈x〉δ

))
.

Then ∣∣(Op(s1)u,u
)∣∣� C‖u‖2, (4.13)
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.3
becauses1 ∈ S(〈x〉−∞, g0). On the other hand, since

s2 ∈ S
(〈

ln〈x〉〉, g0
)

and
〈
ln〈x〉〉−1/2 ∈ S

(〈
ln〈x〉〉−1/2

,
|dx|2
〈x〉2

+ |dξ |2
〈x〉2

)
,

we get: 〈
ln〈x〉〉−1/2 Op(s2)

〈
ln〈x〉〉−1/2 = Op

(〈
ln〈x〉〉−1

s2(x, ξ)
)+ R, (4.14)

with R ∈ Ψ (〈x〉−1, g0). Since suppf ⊂ [0,1], we get:∣∣〈ln〈x〉〉−1
s2(x, ξ)

∣∣� 2δ.

We also have: ∣∣∂α
x ∂

β
ξ

〈
ln〈x〉〉−1

s2(x, ξ)
∣∣� Cα,β,δ ln(M)−1,

whereCα,β,δ depends onδ. Fix δ small enough, and then,M large enough. Theorem 18.6
of [20] yields: ∥∥Op

(〈
ln〈x〉〉−1

s2(x, ξ)
)∥∥< η/2.

Then (4.14) implies(〈
ln〈x〉〉−1/2 Op(s2)

〈
ln〈x〉〉−1/2

u,u
)
� η/2‖u‖2 + (Ru,u),

and sinceR ∈ Ψ (〈x〉−1, g0),(
Op(s2)u,u

)
� η/2(Bu,u) + C‖u‖2. (4.15)

So it remains to studys3(x, ξ). Using (3.14) and (3.15), we get:

s3(x, ξ) � ln〈ξ + x〉 − ln〈ξ − x〉 + ln〈ξ − x〉f
( 〈ξ − x〉

〈x〉δ
)

� (1+ δ)
〈
ln〈x〉〉+ C. (4.16)

We also have:

s3(x, ξ) ∈ S

(〈
ln〈x〉〉, |dx|2

〈x〉2δ
+ |dξ |2

〈x〉2δ

)
.

If we assumeδ < η/2, Gårding inequality implies:(
Op(s3)u,u

)
� (1+ η/2)(Bu,u) + C‖u‖2 + (Ru,u),
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om
with R ∈ Ψ (〈ln〈x〉〉〈x〉−2δ, g0). So,(
Op(s3)u,u

)
� (1+ η/2)(Bu,u) + C‖u‖2. (4.17)

Combining with (4.13), (4.15) and (4.17), we get:

(Au,u) � (1+ η)(Bu,u) + C‖u‖2,

which is (4.8). �
Lemma 4.7.Let0< α < 2. The pairs of operators(A,B) = (Aα, 〈x〉1−α/2) and(A,B) =
(−Aα, 〈x〉1−α/2) satisfy the assumptions of Lemma4.5, provided that the support ofψ in
(3.17)is small enough according toµ.

Proof. We prove the lemma only for(A,B) = (Aα, 〈x〉1−α/2); the proof is the same i
the other case. SinceA ∈ Ψ (〈x〉1−α/2, g

α/2
1 ), A is well-defined and symmetric onD(B) =

{u ∈ L2(Rn); 〈x〉1−α/2u ∈ L2(Rn)}. So the hypothesis (4.7) of Lemma 4.5 is true fr
Theorem 2.1. Moreover,B ∈ Ψ (〈x〉1−α/2, g1) implies [A,B]B−1 ∈ Ψ (〈x〉−α, g

α/2
1 ) from

Theorem 18.5.5 of [20]. Then the assumption (4.9) is also true.
On the support ofaα(x, ξ), with (x, ξ) large enough, we have|ξ | = 〈x〉α/2(1 + o(1)),

where o(1) stands for an arbitrary small function as suppψ → {0}. Then,

aα(x, ξ) � (1+ η/2)〈x〉1−α/2 + C,

with C > 0. The Gårding inequality inΨ (g
α/2
1 ) implies that

(Au,u) � (1+ η/2)(Bu,u) + C‖u‖2 + (Op(r)u,u
)
, (4.18)

with r ∈ S(〈x〉1−3α/2, g
α/2
1 ). We have:∣∣(Op(r)u,u

)∣∣= ∣∣(〈x〉−1/2+α/4 Op(r)〈x〉−1/2+5α/4〈x〉−α〈x〉1/2−α/4u, 〈x〉1/2−α/4u
)∣∣

�
∥∥〈x〉−α〈x〉1/2−α/4u

∥∥∥∥〈x〉1/2−α/4u
∥∥

�
(
η/4
∥∥〈x〉1/2−α/4u

∥∥+ C‖u‖)∥∥〈x〉1/2−α/4u
∥∥

� η/2
∥∥〈x〉1/2−α/4u

∥∥2 + C‖u‖2.

So, (4.18) becomes

(Au,u) � (1+ η)(Bu,u) + C‖u‖2, (4.19)

which proves (4.8) and the lemma.�
From Proposition 4.4, Lemmas 4.5, 4.6 and 4.7, we obtain:
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Proposition 4.8 (Minimal velocity estimate). For any χ ∈ C∞
0 (R) with suppχ ∩

σpp(Hα) = ∅, 0< θ < σα , andu ∈ L2(Rn) we have:

∞∫
1

∥∥∥∥1[0,θ]
(

pα(x)

t

)
eitHαχ(Hα)u

∥∥∥∥2 dt

t
� ‖u‖2,

s- lim
t→+∞ 1[0,θ]

(
pα(x)

t

)
e−itHα 1c(Hα) = 0.

4.3. Proof of Theorem 1.1

As mentioned in the introduction, we prove Theorem 1.1, withHα,0 (respectively,Hα)
replaced byHα,0 (respectively,Hα), since this substitution will turn out to yield a sho
range perturbation. We prove (1.8); it will be clear from the proof that (1.7) follows
same way. By a density argument and using thatσpp(Hα,0) = ∅, andσpp(Hα) has no
accumulating point, it is enough to show the existence of

s- lim
t→+∞ eitHα,0e−itHαχ2(Hα),

with suppχ ∩ σpp(Hα) = ∅. We have:

eitHα,0e−itHαχ2(Hα) = χ(Hα,0)e
itHα,0e−itHαχ(Hα)

+ eitHα,0
(
χ(Hα,0) − χ(Hα)

)
e−itHαχ(Hα). (4.20)

As the spectrum ofHα is absolutely continuous on supp(χ), e−itHαχ(Hα) → 0 weakly.
Sinceχ(Hα,0) − χ(Hα) is compact, the second term in (4.20) converges strongly to 0

Let g1 ∈ C∞
0 ( ]−∞, σα[ ) such thatg1 = 1 near 0. From Proposition 4.8, we deduce t

s- lim
t→+∞χ(Hα,0)e

itHα,0g1

(
pα(x)

t

)
e−itHαχ(Hα) = 0. (4.21)

Now, let us consider:

G(t) = χ(Hα,0)e
itHα,0(1− g1)

(
pα(x)

t

)
e−itHαχ(Hα)u.

The functionG(t) is differentiable and

G′(t) = χ(Hα,0)e
itHα,0

[
g1

(
pα(x)

t

)
, iHα,0

]
e−itHαχ(Hα)u

+ χ(Hα,0)e
itHα,0

pα(x)

t2
g′

1

(
pα(x)

t

)
e−itHαχ(Hα)u

+ χ(Hα,0)e
itHα,0(1− g1)

(
pα(x)

)
Vα(x)e−itHαχ(Hα)u. (4.22)
t
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The first term of (4.22) is equal to

I (t) = 1

t
χ(Hα,0)e

itHα,0

(
Op(f )g′

1

(
pα(x)

t

)
− i

|∇xpα(x)|2
t

g′′
1

(
pα(x)

t

))
e−itHαχ(Hα)u,

with

f (x, ξ) = −2∇xpα(x)ξ ∈ S
(〈x〉−α/2〈ξ 〉, g2

)
.

Using Proposition 3.5 and the fact that|∇xpα(x)| is bounded, we get:

I (t) = 1

t
χ(Hα,0)e

itHα,0 Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
Op(f )g′

1

(
pα(x)

t

)
e−itHαχ(Hα)u

+O
(
t−1)∥∥∥∥Op(r)Op(f )g′

1

(
pα(x)

t

)∥∥∥∥+O
(
t−2),

with r ∈ S(〈ξ 〉−2, g0). Using the pseudo-differential calculus and the fact that〈x〉 is
like t1/(1−α/2) (respectively, et ) if 0 < α < 2 (respectively,α = 2) on the support o
g′

1(pα(x)/t), we get:∥∥∥∥Op(r)Op(f )g′
1

(
pα(x)

t

)∥∥∥∥=
{
O(t

− α/2
1−α/2 ) for 0 < α < 2,

O(e−αt/2) for α = 2.

On the other hand, the pseudo-differential calculus inΨ (g1) implies:

Op

(
ψ

(
ξ2 − 〈x〉α
ξ2 + 〈x〉α

))
Op(f ) = Op(m),

with m(x, ξ) ∈ S(1, g2). Let g2 ∈ C∞
0 ( ]−∞, σα[ ) such thatg2 = 0 near 0 andg2 = 1 near

the support ofg′
1. Using the pseudo-differential calculus inΨ (|dx|2〈x〉−α +|dξ |2), we get:

Op(m)g′
1

(
pα(x)

t

)
= Op

(
m(x, ξ)g′

1

(
pα(x)

t

))
g2

(
pα(x)

t

)
+O(1)〈x〉−α/2g2

(
pα(x)

t

)
= g2

(
pα(x)

t

)
O(1)g2

(
pα(x)

t

)
+O
(
t−δ
)
,

with δ > 0. Then

I (t) = 1

t
χ(Hα,0)eitHα,0g2

(
pα(x)

t

)
O(1)g2

(
pα(x)

t

)
e−itHαχ(Hα)u +O

(
t−1−δ

)
.

Proposition 4.8 and a duality argument imply thatI (t) is integrable.
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(1.4),
e

) We
m
t

ct the
e local
ity is
gation

ions of
The second term in (4.22) can be written:

χ(Hα,0)e
itHα,0

pα(x)

t2
g′

1

(
pα(x)

t

)
e−itHαχ(Hα)u

= 1

t
χ(Hα,0)e

itHα,0g2

(
pα(x)

t

)
O(1)g2

(
pα(x)

t

)
e−itHαχ(Hα)u. (4.23)

Like for I (t), we get that (4.23) is integrable.
Finally, using assumptions (1.5) and (1.6), we get, fort � 1,∣∣∣∣(1− g1)

(
pα(x)

t

)
Vα(x)

∣∣∣∣= ∣∣∣∣(1− g1)

(
pα(x)

t

)
V 2

α (x)

∣∣∣∣= O(t−1−ε),

which is integrable. This implies that the third term in (4.22), and thenG′(t), is integrable.
SoG(t) has a limit whent → +∞ and the theorem follows from (4.20) and (4.21).

5. Asymptotic velocity

In this section, we construct the asymptotic velocity and describe its spectrum. In
we defined the position variable so that it increases liket along the evolution. We defin
the local velocity as

Vα := [iHα,pα(x)
]
.

(We use typewriter style letters to avoid any confusion with previous notations.
denoteN = N2 the harmonic oscillator. The observableVα is defined as a quadratic for
on D(N). By a direct calculation and an application of Theorem 2.1, we obtain thaVα

is (well defined as an operator and) essentially self-adjoint with domainD(N); we note
againVα the self-adjoint extension. Thanks to Theorem 1.1, it is sufficient to constru
asymptotic velocity and to describe its spectrum in the free case. Nevertheless, th
velocity does not commute with the free evolution, in particular the asymptotic veloc
different from the local velocity even in the free case. First, we establish some propa
estimates in the free case and the general case will follow. For an observableΘ(t), we
denoteDΘ(t) its Heisenberg derivative with respect toHα,0, i.e.,

DΘ(t) := d

dt
Θ(t) + [iHα,0,Θ(t)

]
.

The main result we prove in this section is Theorem 1.2. It can be proved for all 0< α � 2
in the same way. Like for the asymptotic completeness, we give some generalizat
this result in the caseα = 2, see Section 6.3.
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ation.

elf-
5.1. Local velocity

This section is devoted to the study of the local velocity and the local acceler
A direct calculation yields 2∇pα(x) = σα〈x〉−1−α/2x, and:

Vα = σα

2

(
x

〈x〉1+α/2
D + hc

)
, (5.1)

wherehc stands for the adjoint of the first term. We set:

vα(x, ξ) = σα

x · ξ
〈x〉1+α/2

. (5.2)

Lemma 5.1.The operator(Vα,D(N)) is well defined as an operator, and essentially s
adjoint. We haveVα ∈ Ψ (〈ξ 〉〈x〉−α/2, g2), and the symbol ofVα is vα .

Proof. We clearly have:‖Vαu‖ � ‖Nu‖, for u ∈ D(N). We also have:

{
ξ2 + x2,vα(x, ξ)

}= σα

(
2ξ2

〈x〉1+α/2
− (2+ α)

(x · ξ)2

〈x〉3+α/2
− 2

x2

〈x〉1+α/2

)
,

and the lemma follows from Theorem 2.1.�
Define the acceleration:

Aα := [iHα,0,Vα];

aα(x, ξ) := σα

(
2ξ2

〈x〉1+α/2
− (2+ α)

(x · ξ)2

〈x〉3+α/2
+ α

x2

〈x〉3−α/2

)
. (5.3)

The operatorAα is a pseudo-differential operator, with principal symbol

aα(x, ξ) ∈ S
(〈ξ 〉2〈x〉−1+α/2, g2

)
.

We will often use the decompositionaα(x, ξ) = a1
α(x, ξ) + a2

α(x, ξ), with a2
α(x, ξ) =

σαα x2

〈x〉3−α/2 ∈ S(〈x〉−1+α/2, g2), anda1
α(x, ξ) ∈ S(〈ξ 〉2〈x〉−1−α/2, g2).

Lemma 5.2.The operatorsVα(i + Hα,0)
−1 andAα(i + Hα,0)

−1, defined onD(N), can be
extended to bounded operators.

Proof. We prove a slightly more general result. Letc ∈ S(〈ξ 〉m〈x〉−k, g2), with αm/2 −
k � 0, 0� m � 2. We prove:

The operator Op(c)(i + Hα,0)
−1, defined onD(N),

can be extended to a bounded operator.
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-
The lemma then follows using the decompositionaα = a1
α + a2

α . Recall from Proposi
tion 3.5 that for all 1� β > 1/2,

(i + Hα,0)
−1 = Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
(i + Hα,0)

−1 + Rβ, (5.4)

with N
β
α Rβ bounded, andψ ∈ C∞

0 (R),ψ = 1 in a neighborhood of zero. Since Op(c)N−1
α

is bounded, it is sufficient to prove:

Op(c)Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
is bounded. (5.5)

This is a pseudo-differential operator, with principal symbol∣∣∣∣c(x, ξ)ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)∣∣∣∣� 〈x〉αm/2−kψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
� 1,

where we have used〈ξ 〉 � 〈x〉α/2 on suppψ((ξ2 − 〈x〉α)/((ξ2 + 〈x〉α)β)). This yields
(5.5), and the lemma.�
Lemma 5.3.Letf,χ ∈ C∞

0 (R). Then, ast → ∞:

(i)

[
χ(Hα),f

(
pα(x)

t

)]
= O
(
t−1).

(ii) If f is constant in a neighborhood of0, then there existsε > 0 such that[
f

(
pα(x)

t

)
,Vα

]
=
{
O(t−(2+α)/(2−α)) if 0< α < 2,

O(e−εt ) if α = 2.

(iii) If f is constant in a neighborhood of0, then there existsε > 0 such that

χ(Hα,0)

[
f

(
pα(x)

t

)
,Aα

]
χ(Hα,0) =

{
O(t−4/(2−α)) if 0< α < 2,

O(e−εt ) if α = 2.

Proof. (i) Using Helffer–Sjöstrand formula, it is sufficient to show:

(z − Hα)−1 1

2t

(
Vαf ′
(

pα(x)

t

)
+ hc

)
(z − Hα)−1 = O

(
t−1), ∀z ∈ C \ R.

The above relation follows from Lemma 5.2, and the fact thatD(Hα) = D(Hα,0).
(ii) We have:[

iVα, f

(
pα(x)

t

)]
= σ 2

α

2t
f ′
(

pα(x)

t

)
x2

〈x〉2+α
=
{
O(t−(2+α)/(2−α)) if 0 < α < 2,

O(e−εt ) if α = 2,

for someε > 0.
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et

f

(iii) First notice that[
if

(
pα(x)

t

)
,Aα

]
= 1

t
f ′
(

pα(x)

t

)
Op(c),

with c ∈ S(〈ξ 〉〈x〉−1−α, g2). We now use Proposition 3.5:

χ(Hα,0) = Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
χ(Hα,0) + Rβ, ∀ 1� β > 1/2,

with N
β
α Rβ bounded, andψ ∈ C∞

0 (R),ψ = 1 in a small neighborhood of zero. L
0< α < 2. We have:

Op(c)N−β
α ∈ S

(〈x〉−1−α−αβ/2, g0
)
,

and thus

1

t
f ′
(

pα(x)

t

)
Op(c)Rβ = O

(
t−(4+αβ+α)/(2−α)

)
.

Furthermore

Op(c)Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
∈ S
(〈x〉−1−α/2, g2

)
and thus

1

t
f ′
(

pα(x)

t

)
Op(c)Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
= O
(
t−4/(2−α)

)
.

For α = 2 all these terms are inO(e−εt ) for someε > 0. This completes the proo
of (iii). �

We now setgγ,η = |dx|2/〈x〉2γ + |dξ |2/〈ξ 〉2η.

Lemma 5.4.LetJ ∈ C∞
b (R), J = 0 on [−ε, ε] for someε > 0, anda ∈ S(〈ξ 〉ηm,gγ,η) for

some realm. Then for allδ with ε > δ > 0, there existsJ̃ ∈ C∞
b (R), J̃ = 0 on [−δ, δ], with

J̃ J = J , such that:

Op(a)J

(
pα(x)

t

)
= J̃

(
pα(x)

t

)
Op(a)J

(
pα(x)

t

)
+
{
O(t−∞) if 0< α < 2,

O(e−∞t ) if α = 2.

Proof. Let ε > δ′ > δ, J̃ ∈ C∞
b (R), with suppJ̃ ⊂ R \ [−δ, δ], andJ̃ = 1 onR \ [−δ′, δ′].

Let Ĵ := 1− J̃ . We have to estimate:

R(t, x) := Ĵ

(
pα(x)

)(
Op(a)J

(
pα(·))

Φ

)
(x).
t t
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.

By definition,

R(t, x) =
∫ ∫

ei(x−y)·ξ a
(

x + y

2
, ξ

)
Ĵ

(
pα(x)

t

)
J

(
pα(y)

t

)
Φ(y)dy dξ.

Introduce the operatortLξ = (x − y) · ∂ξ /(i|x − y|2). We have for anyk ∈ N:

R(t, x) =
∫ ∫

ei(x−y)·ξLk
ξ a

(
x + y

2
, ξ

)
Ĵ

(
pα(x)

t

)
J

(
pα(y)

t

)
Φ(y)dy dξ.

We treat the case 0< α < 2, the other case is analogous. Notice that

y ∈ suppJ (pα(·)/t) ⇒ |y| � ε2/(2−α)t2/(2−α) − 1
x ∈ suppĴ (pα(·)/t) ⇒ |x| � δ′ 2/(2−α)t2/(2−α)

}
⇒ |x − y| � (ε2/(2−α) − δ′ 2/(2−α)

)
t2/(2−α) − 1.

We infer:

∣∣R(t, x)
∣∣� ∣∣∣∣Ĵ(pα(x)

t

)∣∣∣∣ ∫ ∫ |x − y|−k〈ξ 〉ηm−k
∣∣Φ(y)

∣∣dy dξ

�
∣∣∣∣Ĵ(pα(x)

t

)∣∣∣∣t−k/(2−α)‖Φ‖L2,

for anyk, andt sufficiently large. Thus,∥∥∥∥Ĵ(pα(x)

t

)(
Op(a)J

(
pα(·)

t

)
Φ

)
(x)

∥∥∥∥� t−k/(2(2−α))‖Φ‖L2,

for anyk, andt sufficiently large. �
Lemma 5.5.Letχ ∈ C∞

0 (R;R+), J ∈ C∞
b (R;R+), withJ = 0 in a neighborhood of zero

Then we have for someε > 0:

(i) DenoteΘ(t) = σαχ(Hα,0)J
2(pα(x)/t)χ(Hα,0).

Then:

−Θ(t) +O
(
t−ε
)
� χ(Hα,0)J

(
pα(x)

t

)
VαJ

(
pα(x)

t

)
χ(Hα,0) � Θ(t) +O

(
t−ε
)
.

(ii) χ(Hα,0)J

(
pα(x)

t

)
AαJ

(
pα(x)

t

)
χ(Hα,0) � O

(
t−1−ε

)
.

(iii) χ(Hα,0)J

(
pα(x)

t

)
Aα(σα − Vα)J

(
pα(x)

t

)
χ(Hα,0) � O

(
t−1−ε

)
.
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n

Proof. We start with an inequality which we will use in the following. Letε > 0 such
thatJ = 0 on [−ε′, ε′], for someε′ > ε. For 1� j � d , let cj ∈ S(〈ξ 〉mj 〈x〉−kj , g2), with
0 � mj � 3, and letl := minj {kj − αmj/2} � 0. We suppose that forψ ∈ C∞

0 (R), ψ = 1
in a small neighborhood of 0, we have:

c(x, ξ) =
d∑

j=1

cj (x, ξ) � −C〈x〉−q(β), on suppψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
, (5.6)

with q(β) > 0. For 1� β > 3/4, letγ := min{1, q(β),αβ + l}. We prove that:

χ(Hα,0)J

(
pα(x)

t

)
Op(c)J

(
pα(x)

t

)
χ(Hα,0)

�
{
O(t−2γ /(2−α)), if 0 < α < 2,

O(e−εγ t ), if α = 2.
(5.7)

Before proving (5.7), we show that it implies the lemma. First, on suppψ((ξ2 − 〈x〉α)/

(ξ2 + 〈x〉α)β), we have: ∣∣ξ2 − 〈x〉α∣∣� 〈x〉αβ. (5.8)

We start with proving (i). We have on suppψ((ξ2 − 〈ξ 〉α)/(ξ2 + 〈x〉α)β):

∣∣vα(x, ξ)
∣∣� σα

|x|(〈x〉α/2 + C〈x〉αβ/2)

〈x〉1+α/2
� σα + C〈x〉(β−1)α/2. (5.9)

We haveq(β) = (1 − β)α/2 > 0 and αβ + l = αβ > 0, for all 1 > β > 3/4. This
yields (i). In order to prove (ii), we decomposeaα = a1

α + a2
α . We then use that o

suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β):

aα(x, ξ) � 2σαξ2 〈x〉2 − x2

〈x〉3+α/2
+ ασαx2 〈x〉α − ξ2

〈x〉3+α/2
� −C〈x〉αβ−1−α/2. (5.10)

Now observe that 2/(2− α) > 1, and:(
1+ α

(
1

2
− β

))
2

2− α
> 1 and

(
αβ + 1− α

2

)
2

2− α
> 1, for

3

4
< β < 1.

This yields (ii). Let us prove (iii). We have:

Aα(σα − Vα) = Op
(
aα(σα − vα)

)+ Op(r1 + r2),

with

r1 ∈ S
(〈x〉−2, g2

)
, r2 ∈ S

(〈ξ 〉2〈x〉−2−α, g2
)
.
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In particular we have, on suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β):

rj � −C〈x〉−2 (j = 1,2).

We apply (5.7) tor1 + r2, and findl = 2= q(β). Therefore 2γ /(2− α) > 1.
Let us consider Op(aα(σα − vα)). We have:

aα = 1

pα(x)

2+ α

σα

(
σ 2

α − v2
α

)+ r3; r3 = 2σα

ξ2 − 〈x〉α
〈x〉1+α/2

− ασα

1

〈x〉3−α/2
= r1

3 + r2
3,

r1
3 ∈ S
(〈ξ 〉2〈x〉−1−α/2, g2

)
, r2

3 ∈ S
(〈x〉−1+α/2, g2

)
.

We find on suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β):

r3 � −C〈x〉−1−α/2+αβ .

Using that|vα| � 1 on suppψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β), we find:

e3 := r3(σα − vα) � −C〈x〉−1−α/2+αβ on suppψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
.

We decomposee3 = e1
3 + e2

3 + e3
3 + e4

3 with

e1
3 ∈ S
(〈ξ 〉2〈x〉−1−α/2, g2

); e2
3 ∈ S
(〈x〉−1+α/2, g2

)
,

e3
3 ∈ S
(〈ξ 〉3〈x〉−1−α, g2

); e4
3 ∈ S
(〈ξ 〉〈x〉−1, g2

)
.

We apply (5.7), and findl = 1− α/2, q(β) = 1+ α/2− αβ. In particular, 2γ /(2− α) > 1
if β < 1. It remains to consider:

bα := 2+ α

σα

1

pα

(σα − vα)2(σα + vα).

We use (5.9) and find:

bα � −C〈x〉−1+αβ/2 on suppψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
.

Notice thatbα =∑j b
j
α , with b

j
α ∈ S(〈x〉−1+α/2〈ξ 〉mj 〈x〉−αmj /2, g2), 0 � mj � 3. We

have l = 1 − α/2 andq(β) = 1 − αβ/2. In particular, 2γ /(2− α) > 1 if β < 1. This
yields (iii).

It remains to show (5.7). Recall from Proposition 3.5 that

χ(Hα,0) = χ(Hα,0)Op

(
ψ

(
ξ2 − 〈x〉α
2 α β

))
+ Rβ,
(ξ + 〈x〉 )
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with N
β
α Rβ bounded. Let

g4 = |dx|2
〈x〉2(αβ+1−α)

+ |dξ |2
〈x〉2α(β−1/2)

.

Notice thatψ((ξ2 − 〈x〉α)/(ξ2 + 〈x〉α)β) ∈ S(1, g4) ∩ S(1, gαβ+1−α,2β−1). We have:

χ(Hα,0)J

(
pα(x)

t

)
Op(c)J

(
pα(x)

t

)
χ(Hα,0)

= χ(Hα,0)Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
J

(
pα(x)

t

)
Op(c)

× J

(
pα(x)

t

)
Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
χ(Hα,0)

+ RβJ

(
pα(x)

t

)
Op(c)J

(
pα(x)

t

)
Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
χ(Hα,0)

+ RβJ

(
pα(x)

t

)
Op(c)J

(
pα(x)

t

)
Rβ

=: F1 + F2 + F3.

Let us start with estimatingF2. Using Lemma 5.4, we find̃J ∈ C∞
b (R), J̃ J = J , J̃ = 0 on

[−ε, ε], such that:

F2 = RβNβ
α J̃

(
pα(x)

t

)
N−β

α J

(
pα(x)

t

)
Op(c)J

(
pα(x)

t

)

× Op

(
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

))
χ(Hα,0)

+O
(
t−∞)

= RβNβ
α J̃

(
pα(x)

t

)
Op

(
c(x, ξ)

(ξ2 + 〈x〉α)β
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
J 2
(

pα(x)

t

))
× J̃

(
pα(x)

t

)
χ(Hα,0)

+ RβNβ
α J̃

(
pα(x)

t

)
Op
(
et

2

)
J̃

(
pα(x)

t

)
χ(Hα,0) +O

(
t−∞).

We estimate:
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rs in
∣∣f2(x, ξ)
∣∣= ∣∣∣∣ c(x, ξ)

(ξ2 + 〈x〉α)β
ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
J 2
(

pα(x)

t

)∣∣∣∣
�

d∑
j=1

〈x〉−αβ〈ξ 〉mj 〈x〉−kj ψ

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)

�
d∑

j=1

〈x〉−αβ〈x〉αmj /2−kj � 〈x〉−αβ−l , uniformly in t .

Thus,

F2 =
{
O(t−2(αβ+l)/(2−α)) if 0 < α < 2,

O(e−ε(αβ+l)t ) if α = 2.

The estimate forF3 is analogous; we have to estimate:

∣∣f3(x, ξ)
∣∣� d∑

j=1

1

(ξ2 + 〈x〉α)2β
〈ξ 〉mj 〈x〉−kj � 〈x〉−2βα−l , if 1 � β > 3/4.

Using the same arguments as in the estimates forF2, F3, we find:

F1 = χ(Hα,0)J̃

(
pα(x)

t

)
Op

(
c(x, ξ)ψ2

(
ξ2 − 〈x〉α

(ξ2 + 〈x〉α)β

)
J 2
(

pα(x)

t

))
× J̃

(
pα(x)

t

)
χ(Hα,0)

+ χ(Hα,0)J̃

(
pα(x)

t

)
Op
(
et

1

)
J̃

(
pα(x)

t

)
χ(Hα,0) +O

(
t−∞).

Using [20, Theorem 18.5.5] on the composition of pseudo-differential operato
Ψ (gαβ+1−α,2β−1) andΨ (g2), as well as the fact that〈ξ 〉 � 〈x〉α/2 on suppψ , we find:

et
1 ∈ S
(〈x〉α/2−αβ−1,1/2(g2 + g4)

)⊂ S
(〈x〉−1,1/2(g2 + g4)

)
,

becauseβ > 1/2. Using (5.6) and the Gårding inequality inΨ (g4) we get:

F1 � χ(Hα,0)J̃

(
pα(x)

t

)
Op
(
êt

1

)
J̃

(
pα(x)

t

)
χ(Hα,0) +O

(
t−2/(2−α)

)
,

with êt
1 ∈ S(〈x〉−min{q(β),2αβ+1−3α/2}, g4) ⊂ S(〈x〉−min{q(β),1}, g4) (β > 3/4), uniformly

in t � 1. Therefore:

F1 �
{
O
(
t−2min{q(β),1}/(2−α)) if 0 < α < 2,

O
(
e−min{q(β),1}εt) if α = 2.

The estimates forF1, F2 andF3 yield (5.7). �
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se

ocity
5.2. Propagation estimates

Lemma 5.6.LetH be a self-adjoint operator on a Hilbert spaceH, and letDH be the as-
sociated Heisenberg derivative. LetΘ(t) be a uniformly bounded observable. We suppo:

DH Θ(t) � f (t) ∈ L1(R+,dt). (5.11)

Then the limit

lim
t→∞
(
Θ(t)e−itH Φ|e−itH Φ

)
exists for allΦ ∈ H.

Proof. We setΦt = e−itH Φ. By (5.11), we have:

d

dt

((
Θ(t)Φt |Φt

)− F(t)
)
� 0, with F(t) =

t∫
1

(
f (s)Φ|Φ)ds.

Thus(Θ(t)Φt |Φt) − F(t) is increasing and bounded. Therefore, the limit

lim
t→∞
((

Θ(t)Φt |Φt

)− F(t)
)

exists. Since limt→∞ F(t) = ∫∞
1 (f (s)Φ|Φ)ds exists, this gives the lemma.�

Proposition 4.8 yields a minimal velocity estimate. There is also a maximal vel
estimate:

Proposition 5.7(Maximal velocity estimate). Letχ ∈ C∞
0 (R), σα < θ2 < θ3 < ∞. Then

(i)

∞∫
1

∥∥∥∥1[θ2,θ3]
(

pα(x)

t

)
e−itHα,0χ(Hα,0)Φ

∥∥∥∥2 dt

t
� ‖Φ‖2.

(ii) LetF ∈ C∞(R), with F ′ ∈ C∞
0 (R) andsuppF ⊂]θ2,∞[ . Then

s- lim
t→∞F

(
pα(x)

t

)
e−itHα,0 = 0.

Proof. (i) Let f ∈ C∞
0 (R), with f = 1 on[θ2, θ3], and suppf ⊂]σα,∞[ . Let

F(s) :=
s∫

−∞
f 2(s)ds; Θ(t) := χ(Hα,0)F

(
pα(x)

t

)
χ(Hα,0).

We compute:
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1].

.13)
−DΘ(t) = χ(Hα,0)f
2
(

pα(x)

t

)
pα(x)

t2
χ(Hα,0)

− 1

t
χ(Hα,0)f

(
pα(x)

t

)
Vαf

(
pα(x)

t

)
χ(Hα,0)

� µ

t
χ(Hα,0)f

2
(

pα(x)

t

)
χ(Hα,0) +O

(
t−1−ε

)
,

for someµ,ε > 0. We have used Lemma 5.5. This proves (i), using [10, Lemma B.4.
(ii) Let the functionF satisfy the conditions in (ii). Clearly we can assume thatF � 0,

andF(s) = 1 for s � R0. Let f̃ ∈ C∞
0 (R) be such thatf̃ = 1 on suppF ′, and suppf̃ ⊂

]θ2,∞[ . Then,

DΘ(t) = 1

t
χ(Hα,0)f̃

(
pα(x)

t

)
B(t)f̃

(
pα(x)

t

)
χ(Hα,0) +O

(
t−1−ε

)
, (5.12)

with B(t) uniformly bounded int . To see that (5.12) is true, we introducẽχ ∈ C∞
0 (R)

with χ̃χ = χ . Using Lemma 5.3 to estimate the commutator[χ̃ (Hα,0), f̃ (
pα(x)

t
)], and

arguments similar to the arguments used in the proof of Lemma 5.5, we check thatB(t) is
uniformly bounded int � 1. From (i), there exists

s- lim
t→∞ eitHα,0Θ(t)e−itHα,0. (5.13)

If, in addition,F is compactly supported, then by (i) we have:

∞∫
1

(
Θ(t)e−itHα,0Φ|e−itHα,0Φ

)dt

t
� ‖Φ‖2.

Thus if F satisfies the conditions in (ii), and is compactly supported, then the limit (5
is zero. Now takeF1 ∈ C∞(R), f ∈ C∞

0 (R) such that suppF1 ⊂]θ2,∞[ with F1 = 1 in a
neighborhood of∞, andF ′

1 = f 2. Set

ΘR(t) := χ(Hα,0)F1

(
pα(x)

Rt

)
χ(Hα,0).

From the previous discussion, we know that, forR > 0, the limit s- limt→∞ eitHα,0ΘR(t)

e−itHα,0 exists. Repeating the computations of the proof of (i), and keeping track ofR, we
obtain:

−DΘR(t) = 1

t
χ(Hα,0)f

2
(

pα(x)

Rt

)
pα(x)

Rt
χ(Hα,0)

− 1

t
χ(Hα,0)f

(
pα(x)

Rt

)
Vα

R
f

(
pα(x)

Rt

)
χ(Hα,0)

� 1
(θ2 − σα/R)χ(Hα,0)f

2
(

pα(x)
)

χ(Hα,0) +O
(
(tR)−1−ε

)
.

t Rt
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t

Hence forR � 1, −DΘR(t) � O((tR)−1−ε). Therefore, fort0 � 1, we have:

s- lim
t→∞ eitHα,0ΘR(t)e−itHα,0 = eit0Hα,0ΘR(t0)e

−it0Hα,0 +
∞∫

t0

eisHα,0DΘR(s)e−isHα,0 ds

� eit0Hα,0ΘR(t0)e
−it0Hα,0 +O

(
t−ε
0 R−1−ε

)
.

For a fixedt0, the terms on the right hand side go strongly to 0 asR → ∞, hence:

s- lim
R→∞
(
s- lim

t→∞ eitHα,0ΘR(t)e−itHα,0
)= 0. (5.14)

We remark now that, forR � 1, the functionF1(pα(x)) − F1(pα(x)/R) has a compac
support included in[θ2,∞[ . So,

s- lim
t→∞ eitHα,0

(
Θ1(t) − ΘR(t)

)
e−itHα,0 = 0. (5.15)

LettingR go to infinity in (5.15) and using (5.14), we obtain:

s- lim
t→∞ eitHα,0Θ1(t)e−itHα,0 = 0.

This completes the proof of (ii). �
The next estimate is a weak propagation estimate:

Proposition 5.8.Letχ ∈ C∞
0 (R), 0< θ1 < θ2. Then:

(i)

∞∫
1

∥∥∥∥1[θ1,θ2]
(

pα(x)

t

)(
pα(x)

t
− Vα

)
e−itHα,0χ(Hα,0)Φ

∥∥∥∥2 dt

t
� ‖Φ‖2.

(ii) s- lim
t→∞ 1[θ1,θ2]

(
pα(x)

t

)(
pα(x)

t
− Vα

)
e−itHα,0 = 0.

Proof. Let R ∈ C∞(R), with R′′ � 0, R′ = 0 on[−ε, ε] for someε > 0, andR(x) = x2/2
for |x| � θ1. We takeθ3 > max{θ2, σα}. Let J ∈ C∞

0 (R), with J = 1 on[0, θ3]. We set:

M(t) := 1

2

(
Vα − pα(x)

t

)
R′
(

pα(x)

t

)
+ 1

2
R′
(

pα(x)

t

)(
Vα − pα(x)

t

)
+ R

(
pα(x)

t

)
,

Θ(t) := χ(Hα,0)J

(
pα(x)

)
M(t)J

(
pα(x)

)
χ(Hα,0).
t t
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rom
The observableΘ(t) is bounded uniformly int (see Lemmas 5.4 and 5.5). We have:

DΘ(t) = −χ(Hα,0)J
′
(

pα(x)

t

)
pα(x)

t2
M(t)J

(
pα(x)

t

)
χ(Hα,0)

+ 1

2
χ(Hα,0)

(
J ′
(

pα(x)

t

)
Vα

t
+ hc

)
M(t)J

(
pα(x)

t

)
χ(Hα,0) + hc

+ χ(Hα,0)J

(
pα(x)

t

)
DM(t)J

(
pα(x)

t

)
χ(Hα,0)

=: R1 + R2 + R3.

The first two terms are of the form:

1

t
χ(Hα,0)j̃

(
pα(x)

t

)
B(t)j̃

(
pα(x)

t

)
χ(Hα,0) +O

(
t−1−ε

)
,

with j̃ ∈ C∞
0 (R), suppj̃ ⊂]σα,∞[ (see Lemmas 5.3 and 5.4). They are integrable, f

Proposition 5.7. For the last term, we have:

R3 = 1

2
χ(Hα,0)J

(
pα(x)

t

){
AαR′
(

pα(x)

t

)
+ hc

}
J

(
pα(x)

t

)
χ(Hα,0)

− 1

2
χ(Hα,0)J

(
pα(x)

t

){
Vα

t
R′
(

pα(x)

t

)
+ hc

}
J

(
pα(x)

t

)
χ(Hα,0)

+ 1

2
χ(Hα,0)J

(
pα(x)

t

){(
Vα − pα(x)

t

)
R′′
(

pα(x)

t

)
Vα

t
+ hc

}
× J

(
pα(x)

t

)
χ(Hα,0)

+ χ(Hα,0)J

(
pα(x)

t

)
pα(x)

t2
R′
(

pα(x)

t

)
J

(
pα(x)

t

)
χ(Hα,0)

− 1

2
χ(Hα,0)J

(
pα(x)

t

){(
Vα − pα(x)

t

)
R′′
(

pα(x)

t

)
pα(x)

t2
+ hc

}
× J

(
pα(x)

t

)
χ(Hα,0)

+ 1

2
χ(Hα,0)J

(
pα(x)

t

){
Vα

t
R′
(

pα(x)

t

)
+ hc

}
J

(
pα(x)

t

)
χ(Hα,0)

− χ(Hα,0)J

(
pα(x)

t

)
pα(x)

t2
R′
(

pα(x)

t

)
J

(
pα(x)

t

)
χ(Hα,0) +O

(
t−2)

= 1
χ(Hα,0)J

(
pα(x)

)(
Vα − pα(x)

)
R′′
(

pα(x)
)(

Vα − pα(x)
)

2t t t t t
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.8,
× J

(
pα(x)

t

)
χ(Hα,0)

+ 1

2
χ(Hα,0)J

(
pα(x)

t

){
AαR′
(

pα(x)

t

)
+ hc

}
J

(
pα(x)

t

)
χ(Hα,0) +O

(
t−2).

Consider the second term. LetJ̃ ∈ C∞
0 (R;R

+), with J̃ J = J andR′J̃ = Ĵ 2. We have:

1

2

(
AαĴ 2
(

pα(x)

t

)
+ Ĵ 2
(

pα(x)

t

)
Aα

)
= Ĵ

(
pα(x)

t

)
AαĴ

(
pα(x)

t

)
+
[
Ĵ

(
pα(x)

t

)
,

[
Ĵ

(
pα(x)

t

)
,Aα

]]
.

We estimate the double commutator. From Lemma 5.4, there existsĴ1, with Ĵ1 = 0 in a
neighborhood of zero and̂J1Ĵ = Ĵ , such that:[

Ĵ

(
pα(x)

t

)
,

[
Ĵ

(
pα(x)

t

)
,Aα

]]
= Ĵ1

(
pα(x)

t

)[
Ĵ

(
pα(x)

t

)
,

[
Ĵ

(
pα(x)

t

)
,Aα

]]
Ĵ1

(
pα(x)

t

)
+O
(
t−∞).

Using[Ĵ (pα(x)/t), [Ĵ (pα(x)/t),Aα]] ∈ Ψ (〈x〉−3−α/2, g2) uniformly in t we get:[
Ĵ

(
pα(x)

t

)
,

[
Ĵ

(
pα(x)

t

)
,Aα

]]
=
{
O(t2(−3−α/2)/(2−α)) if 0 < α < 2,

O(e−εt ) if α = 2,

for someε > 0. Putting all together and using Lemmas 5.3, 5.5 we obtain:

R3 � 1

2t
χ(Hα,0)

(
Vα − pα(x)

t

)
1[θ1,θ2]

(
pα(x)

t

)(
Vα − pα(x)

t

)
χ(Hα,0) +O

(
t−1−ε

)
.

This yields the desired estimate, thanks to [10, Lemma B.4.1].
(ii) We can supposeσα ∈ [θ1, θ2]. In the other case, (ii) follows from Propositions 4

5.7, and Lemma 5.2. Let us first observe that

s- lim
t→∞ 1[θ1,θ2]

(
pα(x)

t

)(
Vα − pα(x)

t

)
e−itHα,0

= s- lim
t→∞ 1[θ1,θ2]

(
pα(x)

t

)(
Vα − σα

)
e−itHα,0,

that is:

s- lim
t→∞ 1[θ1,θ2]

(
pα(x)

)(
pα(x) − σα

)
e−itHα,0 = 0. (5.16)
t t
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ma 5.2
d:
Indeed, letε > 0. Then forΦ ∈H, we have:∥∥∥∥1[θ1,θ2]
(

pα

t

)(
pα

t
− σα

)
e−itHα,0Φ

∥∥∥∥
� ε +

∥∥∥∥1[θ1,θ2]\[σα−ε,σα+ε]
(

pα

t

)(
pα

t
− σα

)
e−itHα,0Φ

∥∥∥∥
� 2ε,

for t sufficiently large, using Propositions 4.8 and 5.7. This yields (5.16). LetJ ∈ C∞
0 (R∗),

with J � 0 andJ (x) = 1 in a neighborhood of[θ1, θ2]. Set

Θ(t) := χ(Hα,0)(Vα − σα)J 2
(

pα(x)

t

)
(Vα − σα)χ(Hα,0).

We compute:

−DΘ(t) = χ(Hα,0)AαJ 2
(

pα(x)

t

)
(σα − Vα)χ(Hα,0)

− 1

t
χ(Hα,0)(Vα − σα)

(
J 2)′(pα(x)

t

)(
Vα − pα(x)

t

)
(Vα − σα)χ(Hα,0) + hc.

The second term is integrable along the evolution, by Propositions 4.8, 5.7 and Lem
(the derivative ofJ 2 is zero in a neighborhood ofσα). Using Lemmas 5.3 and 5.5, we fin

χ(Hα,0)AαJ 2
(

pα(x)

t

)
(Vα − σα)χ(Hα,0)

= χ(Hα,0)J

(
pα(x)

t

)
Aα(Vα − σα)J

(
pα(x)

t

)
χ(Hα,0) +O

(
t−1−ε

)
� O
(
t−1−ε

)
,

for someε > 0. SetΦt = e−itHα,0Φ. By Lemma 5.6, the limit limt→∞(Θ(t)Φt |Φt) exists.
Let

Θ̃(t) = χ(Hα,0)

(
Vα − pα(x)

t

)
J 2
(

pα(x)

t

)(
Vα − pα(x)

t

)
χ(Hα,0).

We have:

Θ̃(t) − Θ(t) = χ(Hα,0)

((
σα − pα(x)

t

)
J 2
(

pα(x)

t

)(
Vα − pα(x)

t

)
+ (Vα − σα)J 2

(
pα(x)

)(
σα − pα(x)

))
χ(Hα,0).
t t
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d

Using (5.16), we obtain:

lim
t→∞
(
Θ(t)Φt |Φt

)= lim
t→∞
(
Θ̃(t)Φt |Φt

)
.

But by (i), we have
∫∞

1 (Φt |Θ̃(t)Φt )
dt
t

� ‖Φ‖2. Hence the limit is zero. �
5.3. Asymptotic velocity

We now have all the technical tools to prove Theorem 1.2.

Proposition 5.9.LetJ ∈ C∞(R). Then there exists

s- lim
t→∞ eitHαJ

(
pα(x)

t

)
e−itHα .

Moreover, ifJ (0) = 1, then

s- lim
R→∞

(
s- lim

t→∞ eitHαJ

(
pα(x)

Rt

)
e−itHα

)
= 1.

If we define:

P +
α = s-C∞- lim

t→∞ eitHα
pα(x)

t
e−itHα ,

thenP +
α is a self-adjoint operator, which commutes withHα .

Proof. We prove the proposition in two steps:
First step.We assumeVα ≡ 0: Hα = Hα,0.
By density, we may assume thatJ ∈ C∞

0 (R), and thatJ is constant in a neighborhoo
of 0 and in a neighborhood ofσα . It also suffices to prove the existence of

s- lim
t→∞ eitHα,0J

(
pα(x)

t

)
e−itHα,0χ2(Hα,0)

= s- lim
t→∞χ(Hα,0)e

itHα,0J

(
pα(x)

t

)
e−itHα,0χ(Hα,0),

for anyχ ∈ C∞
0 (R), using Lemma 5.3. LetΘ(t) := χ(Hα,0)J (pα(x)/t)χ(Hα,0). We com-

pute:

DΘ(t) = χ(Hα,0)
1

2

(
J ′
(

pα(x)

t

)
Vα

t
+ hc

)
χ(Hα,0)

− χ(Hα,0)J
′
(

pα(x)
)

pα(x)

2
χ(Hα,0).
t t
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in

c-

to
This is integrable along the evolution by Lemmas 5.2, 5.3 and Propositions 4.8, 5.7.
Second step. General case.
Let P +

α,0 be the asymptotic velocity associated withHα,0. Using Theorem 1.1, we obta
the existence ofP +

α by the formula:

J
(
P +

α

)= Ω+J
(
P +

α,0

)(
Ω+)∗ + J (0)1pp(Hα). (5.17)

The fact thatHα commutes withP +
α follows from Lemma 5.3. �

Proposition 5.10.We have

σ(P +
α ) =

{ {0, σα} if σpp(Hα) 	= ∅,

{σα} if σpp(Hα) = ∅.

Proof. We first observe thatσ(P +
α,0) ⊂ {σα}, by Propositions 4.8 and 5.7. But the spe

trum of P +
α,0 cannot be empty, thusσ(P +

α,0) = {σα}. If σpp(Hα) = ∅, then by (5.17),

σ(P +
α ) = σ(P +

α,0) = {σα}. We suppose in the following that2 σpp(Hα) 	= ∅. By (5.17),
we haveσ(P +

α ) ⊂ {0, σα}. Let J (0) 	= 0, andΦ 	= 0 be an eigenfunction ofHα . Then
J (P +

α )Φ = J (0)Φ 	= 0, thus 0∈ σ(P +
α ). Let now J (σα) 	= 0, J (P +

α,0)Φ 	= 0, and

ψ = Ω+Φ. Since ImΩ+ ⊂ 1c(Hα), we obtain by (5.17):J (P +
α )ψ = Ω+J (P +

α,0)Φ 	= 0,
in particularσα ∈ σ(P +

α ). �
Proposition 5.11.For 0 < α � 2, we have: 1{0}(P +

α ) = 1pp(Hα).

Proof. Take (an approximation of)J = 1{0} in (5.17), and use1{0}(P +
α,0) = 0. �

Proposition 5.12.Letg ∈ C∞(R). Then

s- lim
t→∞ eitHαg(Vα)e−itHα 1R\{0}

(
P +

α

)= g
(
P +

α

)
1R\{0}

(
P +

α

)
.

Proof. We first treat the caseHα = Hα,0. It is enough to assumeg ∈ C∞
0 (R) and to prove

that

s- lim
t→∞ eitHα,0

(
g(Vα) − g

(
pα(x)

t

))
J

(
pα(x)

t

)
χ(Hα,0)e−itHα,0 = 0,

for anyJ ∈ C∞
0 (R∗) andχ ∈ C∞

0 (R). By the Helffer–Sjöstrand formula, it is sufficient
show that for allz ∈ C \ (σ (Vα) ∪ R

+):

s- lim
t→∞(z − Vα)−1

(
Vα − pα(x)

t

)(
z − pα(x)

t

)−1

J

(
pα(x)

t

)
χ(Hα,0)e

−itHα,0 = 0.

2 From Proposition 2.8 and Remark 2.9, this does not seem to be the generic case.
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We have:

(z − Vα)−1
(
Vα − pα(x)

t

)(
z − pα(x)

t

)−1

J

(
pα(x)

t

)
χ(Hα,0)

= (z − Vα)−1
(

z − pα(x)

t

)−1(
Vα − pα(x)

t

)
J

(
pα(x)

t

)
χ(Hα,0)

+ (z − Vα)−1
(

z − pα(x)

t

)−1 [pα,Vα]
t

(
z − pα(x)

t

)−1

J

(
pα(x)

t

)
χ(Hα,0)

=: R1 + R2.

A direct computation shows that the commutator[Vα,pα] is bounded. Thus s- limt→∞ R2 ×
e−itHα,0 = 0. We have s- limt→∞ R1e−itHα,0 = 0 by Proposition 5.8.

For the general case, we notice that

g
(
P +

α

)
1R\{0}

(
P +

α

)= g
(
P +

α

)
1c(Hα) = Ω+g

(
P +

α,0

)(
Ω+)∗

= Ω+s- lim
t→∞ eitHα,0g(Vα)e−itHα,0

(
Ω+)∗

= s- lim
t→∞ eitHαg(Vα)e−itHα 1c(Hα)

= s- lim
t→∞ eitHαg(Vα)e−itHα 1R\{0}

(
P +

α

)
,

which implies the proposition. �
Propositions 5.9–5.12 correspond to the three points in Theorem 1.2.

6. Generalizations in the caseα = 2

In this section, we generalize our results, in the special case where the reference
tonian is exactly the Laplace operator plus a second order polynomial. Resumin
notations of Section 2.2, we may assume, as in (2.9) that

H0 = −� −
n−∑
k=1

ω2
kx

2
k +

n−+n+∑
k=n−+1

ω2
kx

2
k +

n−+n++nE∑
k=n−+n++1

Ekxk =: −� + U(x), (6.1)

on L2(Rn), with n− + n+ + nE � n, ωk > 0 andEk 	= 0. By convention
∑b

j=a = 0 if
b < a. We study the scattering theory for the Hamiltonians(H0,H = H0 + V (x)). This
setting includes the presence of a Stark potential (nE 	= 0). Notice that, ifU(x) is a genera
second order polynomial with real coefficients, the operator

−� + U(x),
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is. As
ors,
m 1.2

f

the
can always be written as (6.1), modulo a constant term, after a change of orthonorma
and origin (which leaves the Laplace operator invariant). With that approach, one
even demandnE � 1. The reason why we do not reduce to that case is that the poin
decay estimates required for the potential (see (6.4) below) are not invariant with r
to such reductions.

In Section 6.1, we prove the existence of wave operators under rather weak assum
on the perturbative potentialV . In the casen− = n+ = 1 for instance, the repulsive effec
due to−x2

1 overwhelm the other effects: confinement due to+x2
2 and drift due to the Star

potential.
In Section 6.2, we give the asymptotic completeness ifH0 has no Stark effect an

no Schrödinger part (this means thatn+ + n− = n). The hypothesis onV are similar to
(1.5)–(1.6).

In Section 6.3, we construct the asymptotic velocity under the previous hypothes
the free HamiltonianH0 is a sum of commuting self-adjoint “one-dimensional” operat
the existence of asymptotic velocities in each space direction is a corollary of Theore
applied to the one-dimensional case. For the HamiltonianH , the asymptotic velocity o
Theorem 1.2 exists also and is equal toP +


 , whereω
 = max1�j�n− ωj , andP +

 is the

asymptotic velocity in the directionx
.

6.1. Existence of wave operators

In this section, we prove the existence of wave operators for perturbations ofH0 by
Cook’s method. We consider the perturbationH = H0 + V , whereV (x) is a real-valued
potential which can be decomposed as

V (x) = V1(x) + V2(x) + W(x), (6.2)

where

Vj ∈ Lpj (Rn;R), for j = 1,2, with


2� pj < ∞ if n � 3,

2< pj < ∞ if n = 4,

n/2� pj < ∞ if n � 5,

(6.3)

andW is a sum of terms inL∞(Rn) satisfying a.e.

∣∣W(x)
∣∣�( n−∏

j=1

〈
ln〈x〉〉−βj

)(
n−+n++nE∏
j=n−+n++1

〈xj 〉−βj /2

)(
n∏

j=n−+n++nE+1

〈xj 〉−βj

)
, (6.4)

with βj � 0 and
∑

βj > 1. Notice that theVj ’s do not contain pointwise information.

Theorem 6.1.(i) Suppose that the quadratic part ofU hasat mostone(simple) positive
eigenvalue(n+ � 1), andat leastone negative eigenvalue(n− � 1). Let V satisfying the
previous assumptions. ThenH = H0 + V admits a unique self-adjoint extension, and
following strong limits exist inL2(Rn),
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s- lim
t→±∞ eitH e−itH0.

(ii) If the quadratic part ofU has at leastone negative eigenvalue(n− � 1) and V

satisfies the previous assumptions withV1 and V2 compactly supported, then the sam
conclusions hold.

(iii) If W satisfies(6.4)andV1 = V2 ≡ 0, then the same conclusions hold.

The self-adjointness property follows from Faris–Lavine theorem ([30], see also
tion 2). Before the proof of this result, a few remarks are in order.

Remark 6.2. This result shows that wave operators exist even for very slowly deca
potentials. Potentials decaying even more slowly could be included (involving ln(ln |x|)
for instance); like for Theorem 1.1, we do not seek so general results, and rather fo
the method. Notice that in the first case, singular potentials, like

V (x) = 1

|x|δ = 1

|x|δ 1|x|�1 + 1

|x|δ 1|x|>1 + 0,

are allowed, provided thatδ < min(2, n/2). This includes the case of Coulomb potenti
in space dimensionn � 3.

Remark 6.3.The dynamics associated toH0 is known explicitly (see (2.10)), and cann
be compared to that of−�.

Remark 6.4. If the quadratic part ofU has more than one positive eigenvalue, res
similar to the first point of the theorem can be proved, provided thatU has at least on
negative eigenvalue. This will be clear from the proof below, as well as the reason
we did not wish to state too general a result.

Resuming the notations of Section 2.2, the dilation operatorDt is crucial. As mentioned
in Section 2.2, a formula similar to (2.12) is available for eit�. The factorMt in that case
is different, but still of modulus one, whileDt corresponds to dilations of size 2t instead
of g(2t). This is closely related to the properties of the classical trajectories. The op
Dt enables us to prove the existence of wave operators with Cook’s method.

It is of course sufficient to study the caset → +∞, the caset → −∞ being similar.
A density argument shows that Theorem 6.1 follows from:

Lemma 6.5. Under the assumptions of Theorem6.1, for any ϕ = ϕ1 ⊗ · · · ⊗ ϕn, with
ϕj ∈ S(R), there exists a uniqueφ ∈ L2(Rn) such that∥∥eitH e−itH0ϕ − φ

∥∥
L2 −→

t→+∞ 0.

Proof. Following Cook’s method, we compute:

d
eitH e−itH0ϕ = i eitH V e−itH0ϕ.
dt
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ality

ht-

);
Taking theL2-norm, ∥∥∥∥ d

dt
eitH e−itH0ϕ

∥∥∥∥
L2

= ∥∥V e−itH0ϕ
∥∥

L2.

Under the assumptions of Theorem 6.1, it is sufficient to prove that the maps

t �→ ∥∥We−itH0ϕ
∥∥

L2 and t �→ ∥∥Vj e−itH0ϕ
∥∥

L2, j = 1,2,

are integrable on[1,+∞[ . Let t � 1. Since the operatorDt is unitary onL2, we have,
from (2.12) and Hölder’s inequality,

∥∥Vj e−itH0ϕ
∥∥

L2 = ‖VjDtFMt ϕ‖L2

= ∥∥DtVj (·g1(2t), . . . , ·gn(2t)
)
FMt ϕ

∥∥
L2

= ∥∥Vj

(·g1(2t), . . . , ·gn(2t)
)
FMt ϕ

∥∥
L2

�
∥∥Vj

(·g1(2t), . . . , ·gn(2t)
)∥∥

L
pj ‖FMt ϕ‖L

qj

�
(

1

gn−+1(2t)

n−∏
k=1

ωk

sinh(2ωkt)

)1/pj

‖Vj‖L
pj ‖Mt ϕ‖

L
q′
j
, (6.5)

where 1/pj + 1/qj = 1/2 and the last estimate stems from Hausdorff–Young inequ
(q ′

j denotes the Hölder conjugate exponent ofqj ).
In the first case of Theorem 6.1, the functiongn−+1 is a sinus if the quadratic part ofU

has one positive eigenvalue(n+ = 1), and is linear otherwise.
The exponential decay of 1/g1(2t) is enough to ensure the integrability of the rig

hand side of (6.5). The worst possible situation with our assumptions isn+ = 1, where
(6.5) yields, sincen− � 1,

∥∥Vj e−itH0ϕ
∥∥

L2 �
(

1

sin(2ωn−+1t)sinh(2ω1t)

)1/pj

‖Vj‖L
pj ‖ϕ‖

L
q′
j
.

From assumption (6.3),pj � 2, and the mapt �→ 1/(sin(2ωn−+1t)sinh(2ω1t))
1/pj is in-

tegrable on[1,+∞[. SinceL
q ′
j ⊂ L1 ∩ L2, the lemma is proved for theVj ’s parts, in the

first case of Theorem 6.1.
In the second case of Theorem 6.1, we assume in addition that theVj ’s are compactly

supported: suppVj ⊂ {|x| � R} =: B. In that case, they areH0-bounded (with bound zero
the assumptions onpj are such thatVj is �-bounded, and the polynomialU is bounded
on the support ofVj . To take advantage of this, we write

H0 = −∂2
1 − ω2

1x
2
1 + H̃0,
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12)

s to

e,
e-
whereH̃0 takes the last(n − 1) variables into account, and use a factorization like (2.
in the first variable only. Mimicking the above computations withx replaced byx1 yields:

∥∥Vj e−itH0ϕ
∥∥

L2 = ∥∥Vj e−itH0ϕ
∥∥

L2(B)
= ∥∥Vj

(·g1(2t), · , . . . , ·)F1M1
t e−itH̃0ϕ

∥∥
L2(Bt )

,

whereF1 stands for the Fourier transform with respect to the first variable, and

M1
t = exp

(
ix2

1
h1(2t)

2g1(2t)

)
.

Notice that these two operators commute with̃H0. We also denotedBt = {x2
1g1(2t)2 +

x2
2 + · · · + x2

n � R2}. From Hölder’s inequality, this last term is estimated by:

∥∥Vj

(·g1(2t), · , . . . , ·)∥∥
L

pj (Bt )

∥∥F1M1
t e−itH̃0ϕ

∥∥
L

qj (Bt )
,

where 1/2 = 1/pj + 1/qj . The first term is equal to(g1(2t))−1/pj ‖Vj‖L
pj ; since we

assumen− � 1, g1 has an exponential growth, and this term is integrable. It suffice
show that the second term is bounded. From our assumption onpj , H 2(Rn) ⊂ Lqj (Rn),
and

∥∥F1M1
t e−itH̃0ϕ

∥∥
L

qj (Bt )
�
∥∥F1M1

t e−itH̃0ϕ
∥∥

L2 + ∥∥�(F1M1
t e−itH̃0ϕ

)∥∥
L2(Bt )

� ‖ϕ‖L2 + ∥∥(∂2
1 − H̃0

)(
F1M1

t e−itH̃0ϕ
)∥∥

L2(Bt )
,

sinceU is bounded onBt , uniformly with respect tot � 1 (Bt ⊂ B for t � 1). Finally, we
have: ∥∥(∂2

1 − H̃0
)(
F1M1

t e−itH̃0ϕ
)∥∥

L2(Rn)
= ∥∥(x2

1 + H̃0
)
ϕ
∥∥

L2(Rn)
.

Therefore, the lemma is proved for theVj ’s parts, in the second case of Theorem 6.1.
For the last component ofV (the functionW ), we make no assumption onn− or n+.

This is where we use the tensor product structure forϕ. The idea is to proceed as abov
except for the components(xn−+n++1, . . . , xn), for which we proceed “as usual”. We d
note:

H
j

0 =


−�xj

− ω2
j x

2
j for 1� j � n−,

−�xj
+ ω2

j x
2
j for n− < j � n− + n+,

−�xj
+ Ejxj for n− + n+ < j � n− + n+ + nE,

−�xj
for n− + n+ + nE < j � n,

(6.6)

and we have e−itH0ϕ = e−itH1
0 ϕ1 ⊗ · · · ⊗ e−itHn

0 ϕn.

Since e−itH j
0 is unitary, we have, forj = n− + 1, . . . , n− + n+:
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have:

m

∥∥We−itH0ϕ
∥∥

L2 �
n−∏
j=1

∥∥〈ln〈xj 〉
〉−βj e−itH j

0 ϕj

∥∥
L2

n−+n++nE∏
j=n−+n++1

∥∥〈xj 〉−βj /2e−itH j
0 ϕj

∥∥
L2

×
n∏

j=n−+n++nE+1

∥∥〈xj 〉−βj e−itH j
0 ϕj

∥∥
L2, (6.7)

and we estimate each term in the product.
For 1� j � n−, we have, from (2.12) in the one-dimensional case,

∥∥〈ln〈xj 〉
〉−βj e−itH j

0 ϕj

∥∥
L2 = ∥∥〈ln〈xj 〉

〉−βjMj
t D

j
t FjMj

t ϕj

∥∥
L2

= ∥∥〈ln〈xjgj (2t)
〉〉−βjFjMj

t ϕj

∥∥
L2,

whereMj
t , Dj

t andF j are given by (2.12) in dimension 1. Denoting̃ϕj = FjMj
t ϕj and

replacinggj (2t) with e2ωj t , we get:

∥∥〈ln〈xjgj (2t)
〉〉−βj ϕ̃j

∥∥2
L2 =

∫
|xj |>e−ωj t

∣∣〈ln〈xjgj (2t)
〉〉−βj ϕ̃

j
t

∣∣2 dxj

+
∫

|xj |�e−ωj t

∣∣〈ln〈xjgj (2t)
〉〉−βj ϕ̃

j
t

∣∣2 dxj

� 1

t2βj

∥∥ϕ̃j
t

∥∥2
L2 +
∫

1|xj |�e−ωj t

∣∣ϕ̃j
t

∣∣2 dxj

� 1

t2βj
‖ϕj‖2

L2 + e−ωj t/2
∥∥ϕ̃j

t

∥∥2
L4,

where we used Cauchy–Schwarz inequality. From Hausdorff–Young inequality, we

∥∥〈ln〈xj 〉
〉−βj e−itH j

0 ϕj

∥∥2
L2 � 1

t2βj
‖ϕj‖2

L2 + e−ωj t/2‖ϕj‖2
L4/3. (6.8)

For the casen− + n+ < j � n− + n+ + nE , we simply recall the approach of [2]. Fro
Avron–Herbst formula (see, e.g., [2,8]),

(
e−itH j

0 ϕj

)
(xj ) = e−i(tEj xj + t3

3 E2
j )(eit�xj ϕj

)(
xj + t2Ej

)
.

Using Avron–Herbst formula, the term we have to estimate reads

∥∥〈xj 〉−βj /2e−itH j
0 ϕj

∥∥
2 = ∥∥〈xj − t2Ej

〉−βj /2eit�xj ϕj

∥∥
2.
L L
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cle:

n

d

By a density argument, we may assumeϕj ∈ Fj (C
∞
0 (R)) (suppFj (ϕj ) ⊂ {|ξ | � R} for

some positiveR). For |xj | < 3Rt , the drift caused by Stark effect accelerates the parti∥∥〈xj − t2Ej 〉−βj /2eit�xj ϕj

∥∥
L2(|xj |<3Rt)

� |t2|−βj /2‖ϕj‖ � t−βj . (6.9)

For |xj | > 3Rt , a nonstationary phase argument and suppFj (ϕj ) ⊂ {|ξ | � R} show that

∥∥eit�xj ϕj

∥∥
L2(|xj |>3Rt)

=
∥∥∥∥ 1√

2π

∫
e−itξ2+ixj ξFj (ϕj )(ξ)dξ

∥∥∥∥
L2(|xj |>3Rt)

= O
(
t−∞). (6.10)

These two estimates yield:∥∥〈xj 〉−βj /2e−itH j
0 ϕj

∥∥
L2 � t−βj . (6.11)

We now study the term withn− + n+ + nE < j � n. By a density argument, we ca
assume thatϕj satisfies:

ϕj (xj ) =
∫ ∫

ei(xj −y)ξχ(ξ)ψ(y)dy dξ,

whereψ ∈ C∞
0 (R) (suppψ ⊂ {|y| < R}), χ ∈ C∞

0 (R, [0,1]) andχ = 0 for |ξ | � c. We
get:

〈xj 〉−βj e−itH j
0 ϕj = 〈xj 〉−βj

∫ ∫
e−itξ2+i(xj −y)ξχ(ξ)ψ(y)dy dξ.

Obviously, we have: ∥∥〈xj 〉−βj e−itH j
0 ϕj

∥∥
L2(|x|>ct)

� t−βj ‖ϕj‖L2. (6.12)

For |x| < ct , recall that on the support ofψ(y)χ(ξ), |ξ | > c. Differentiating the phase, an
noting that

|2tξ + x − y| � |2tξ + x| − R � 2t |ξ | − |x| − R � ct − R,

a nonstationary phase argument shows that, for larget ,∥∥∥∥〈xj 〉−βj

∫ ∫
e−itξ2+i(xj −y)ξχ(ξ)ψ(y)dy dξ

∥∥∥∥
L2(|x|<ct)

= O
(
t−∞). (6.13)

Combining (6.12) and (6.13), we get, forn− + n+ + nE < j � n,∥∥〈xj 〉−βj e−itH j
0 ϕj

∥∥
2 � t−βj . (6.14)
L
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may
of

n the
e

t
taken

in
note:
Gathering (6.7), (6.8) and (6.14) together yields:∥∥We−itH0ϕj

∥∥
L2 � t−

∑
βj .

Since we assumed
∑

βj > 1, the lemma follows. �
If the quadratic part ofU has more than one positive eigenvalue, the problem

become intricate for the estimates related to theVj ’s. For instance, if the quadratic part
U has one positive eigenvalue, whose order isn+ � 2, then (6.5) becomes:

∥∥Vj e−itH0ϕ+
∥∥

L2 �
(

1

|sin(2ωn−+1t)|n+ sinh(2ω1t)

)1/pj

‖Vj‖L
pj ‖ϕ+‖

L
q′
j
.

and ifn+ = 2 andn = 3 (see the Assumption 6.3), one has to adapt the assumption o
powerpj for this map to be integrable near+∞: the valuepj = 2 is not allowed, becaus
for that value, the above map is not even locally integrable.

Reasoning the same way, we notice that if the quadratic part ofU has several distinc
positive eigenvalues, then arithmetic properties of these eigenvalues will have to be
into account. We leave out the discussion at this stage.

6.2. Asymptotic completeness

In this part, we assume thatn− + n+ = n. Then

H0 = −� −
n−∑
k=1

ω2
kx

2
k +

n∑
k=n−+1

ω2
kx

2
k .

Like for Theorem 1.1, we assume thatV is a real-valued function with

V (x) = V1(x) + V2(x), (6.15)

where

V1 is a compactly supported measurable function, and�-compact, (6.16)

andV2 ∈ L∞(Rn;R) satisfies the short range condition:∣∣V2(x)
∣∣� 〈ln〈x−〉〉−1−ε

, a.e.x ∈ R
n, (6.17)

for someε > 0, andx = (x−, x+) ∈ R
n− × R

n+ . Notice that there is propagation only
thex− direction. It is therefore reasonable to impose decay only in that direction. De

H− = −�x− − (ω−x−)2; H+ = −�x+ + (ω+x+)2,
0 0
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,

i-
with ω− = diag(ω1, . . . ,ωn−), ω+ = diag(ωn−+1, . . . ,ωn). Let N± = −�x± + x2±. As in
Section 2.1, we can show that the operators(H±

0 ,D(N±)) and(H,D(N)) are essentially
self-adjoint (N = N2 is the harmonic oscillator onRn). The result of this section is:

Theorem 6.6.Assume thatV satisfies(6.15)–(6.17). Then there exist

s- lim
t→∞ eitH e−itH0, (6.18)

s- lim
t→∞ eitH0e−itH 1c(H). (6.19)

If we denote(6.18)byΩ+, then(6.19)equals(Ω+)∗ and we have:

(Ω+)∗Ω+ = 1, Ω+(Ω+)∗ = 1c(H).

Remark 6.7.From the following discussion, it is clear that the conditionsωj > 0 for all j
(respectively,n− + n+ = n) are crucial for the proof. Ifωj = 0 for onej , then Eqs. (6.21)
(6.22) below fail to be true. For the same reason, we cannot include linear terms likeE · x.

Proof. Since the proof is very similar to the casen− = n andωj = 1 for all j , we will be
very concise. The following points have to be addressed:

(1) Definition of the conjugate operatorA,
(2) The regularityH0 ∈ C2(A),
(3) The Mourre estimate forH0,
(4) The regularityH ∈ C1+δ(A) and the Mourre estimate forH ,
(5) Replacement of the conjugate operatorA by 〈ln〈xn−〉〉,
(6) Proof of the asymptotic completeness.

(1) As in (3.13), we choose for the conjugate operatorA = Op(a(x, ξ)), with

a(x, ξ) = ln〈ξ− + ω−x−〉 − ln〈ξ− − ω−x−〉.

One can show as in Lemma 3.7 that(A,D(N)) is essentially self-adjoint. As in Propos
tion 3.5, we can prove that, forψ ∈ C∞

0 (R) with ψ = 1 near 0,

(H + i)−1 = (H + i)−1 Op

(
ψ

(
ξ2 − (ω−x−)2 + (ω+x+)2

(ξ2 + x2 + 1)β

))
+O(1)Op(r), (6.20)

with r ∈ S(〈x, ξ 〉−β, g0) for 1/2< β � 1. If the support ofψ is small enough, we have:

ξ2− + ξ2+ + x2+ � x2− + 1, (6.21)

on the support ofψ((ξ2 − (ω−x−)2 + (ω+x+)2)/(ξ2 + x2 + 1)).
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-

.8;

l is

and

4.5 are

g the
(2) First, note that[H0,A] and [[H0,A],A] are bounded onL2(Rn), by the same ar
guments as in Lemmas 3.9 and 3.10. Notice thatN = N− + N+ andD(N) = D(N−) ∩
D(N+). Clearly,D(N+) = D(H+

0 ). Since[H+
0 ,H0] = 0, we have:

(z − H0)
−1 :D(N+) → D(N+).

To prove(z − H0)
−1 :D(N−) → D(N−), we can proceed as in the proof of Lemma 3

we use

(z − H0)
−1 =

∞∫
0

e−itH+
0 e−itH−

0 eitz dt,

and[N−,H+
0 ] = 0.

(3) As in Lemma 3.15, one can show that, forχ ∈ C∞
0 (R),

χ(H0)[iH0,A]χ(H0) = χ(H0)

n−∑
j=1

2ωj

(
(Dj + ωjxj )

2

〈Dj + ωjxj 〉2
+ (Dj − ωjxj )

2

〈Dj − ωjxj 〉2

)
χ(H0).

Using Gårding inequality, we get, for anyµ > 0,

χ(H0)[iH0,A]χ(H0) � (2ω̂ − µ)χ2(H0) + χ(H0)Rχ(H0),

where ω̂ = minj∈{1,...,n−} ωj , and R is a pseudo-differential operator whose symbo
decreasing in(x−, ξ−). Using (6.20) and (6.21), this decay becomes a decay in(x, ξ) on
the energy level, and then

χ(H0)[iH0,A]χ(H0) � (2ω̂ − µ)χ2(H0) + χ(H0)Kχ(H0),

with K compact. If the support ofχ is sufficiently small, we therefore obtain:

χ(H0)[iH0,A]χ(H0) � (2ω̂ − µ)χ2(H0).

(4) Using (6.21), one can show thatV A is compact fromD(H0) to L2(Rn), since the
decay ofV2 in x− (6.17) yields decay in all the variables. Thus, the Mourre estimate
the regularityC1+δ(A) for H can be obtained as in Section 3.

(5) We apply the same arguments as in Section 4.2. We have to use that

〈ξ− − x−〉 � 〈x−〉; 〈ξ− + x−〉 � 〈x−〉, (6.22)

on the energy levels, and (6.21). Then we show that the assumptions of Lemma
fulfilled.

(6) The proof of the asymptotic completeness is exactly as in Section 4.3, usin
minimal velocity estimate and the fact thatχ(H)−χ(H0) is compact forχ ∈ C∞

0 (R). �
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l case,

int.

-

6.3. Asymptotic velocity

We assume that the hypothesis of Theorem 6.6 are satisfied. LetHk = L2(R) for
k ∈ {1, . . . , n}. ClearlyH =⊗n

k=1Hk . We write, as in (6.6),

H0 =
n∑

j=1

H
j

0,ωj
, with H

j

0,ωj
= −�xj

± ω2
j x

2
j . (6.23)

Obviously [
H

j

0,ωj
,Hk

0,ωk

]= 0. (6.24)

If we use this separation of variables and apply Theorem 1.2 to the one-dimensiona
we obtain asymptotic velocities in each space direction. LetVj = [H, ln〈xj 〉]. Like for V
we can show that(Vj ,D(N)) is well defined as an operator, and essentially self-adjo
We denote againVj its self-adjoint extension.

Theorem 6.8 (Asymptotic velocities). There exists a vector�P + = (P +
1 , . . . ,P +

n ) of
bounded self-adjoint commuting operatorsP +

j which commute withH , such that

(i) �P + = s-C∞- lim
t→∞ eitH

(
ln〈x1〉

t
, . . . ,

ln〈xn〉
t

)
e−itH .

(ii) The operatorP +
j satisfies

P +
j =
{

2ωj1c(H) for j ∈ {1, . . . , n−},
0 for j ∈ {n− + 1, . . . , n}.

(iii) For anyJ ∈ C∞(R), J (P +
j )1R\{0}(P +

j ) = s- limt→∞ eitH J (vj )e−itH 1R\{0}(P +
j ).

Proof. We denoteHω = H , andH0,ω = H0. We prove Theorem 6.8 in two steps.
First step.We assumeV ≡ 0, that isHω = H0,ω.
(i) We first treat the casen− = n = 1. If ω = (−1), then the claim follows from Theo

rem 1.2. Forω = (−ω2
1), set:

(Dv)(x) = 1

ω
1/4
1

v

(
x√
ω1

)
.

ThenD :L2(R) → L2(R) is unitary, and we have:

H0,ω = ω1D
∗H0,(−1)D. (6.25)

Therefore:
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o

),
s- lim
t→∞ eitH0,ωJ

(
ln〈x〉

t

)
e−itH0,ω = D∗s- lim

t→∞ eitH0,(−1)J

(
ln〈x/

√
ω1〉ω1

t

)
e−itH0,(−1)D

= D∗s- lim
t→∞ eitH0,(−1)J

(
ln〈x〉ω1

t

)
e−itH0,(−1)D, (6.26)

because

J

(
ln〈x/

√
ω1〉ω1

t

)
− J

(
ln〈x〉ω1

t

)
= O
(
t−1).

Thus the result for generalω follows from the result forω = (−1). Let nown− = 0 and
n+ = 1. Then

s- lim
t→∞ eitH0,ωJ

(
ln〈x〉

t

)
e−itH0,ω = J (0), (6.27)

becauseL2(R) possesses a basis of eigenfunctions ofH0,ω. The general case follows from
the one-dimensional cases using (6.23), (6.24). We denote�P +

0 the vector associated t
H0,ω.

(ii) First note that

J (P +
0,j ) = s- lim

t→∞ e
itH j

0,ωj J

(
ln〈xj 〉

t

)
e
−itH j

0,ωj .

The result on the spectrum follows from (6.26), (6.27), and from Theorem 1.2(ii).
(iii) By (ii), P +

0,j depends only onωj , and we note itP +
0,ωj

. We haveP +
0,ωj

= ωjP
+
0,1. If

j ∈ {n− + 1, . . . , n}, both operators are zero. Forj ∈ {1, . . . , n−}, we have:

J
(
P +

0,ωj

)= J
(
ωjP

+
0,1

)= D∗J (ωjP
+
0,1)D= D∗s- lim

t→∞ eitH j
0,1J (ωjVj )e

−itH j
0,1D

= s- lim
t→∞ e

itH j
0,ωj D∗J (ωjVj )De

−itH j
0,ωj

Here we have used thatP +
0,1 = 2, and thusDP +

0,1D
∗ = P +

0,1, as well as (6.25). To prove (iv
it is thus sufficient to show that:(

D∗J (ωjVj )D− J (Vj )
)
χ
(
H

j

0,ωj

)
is compact onL2(R),

respectively,
(
J (ωjVj ) − DJ (Vj )D

∗)χ(Hj

0,1

)
is compact onL2(R),

for anyχ ∈ C∞
0 (R). All operators have to be understood as operators acting onL2(R). Let

Ṽj = DVjD∗. The operator̃Vj is a pseudo-differential operator, with symbolṽj (xj , ξj ) =
xj ξj /〈xj /

√
ωj 〉2. Recall from Proposition 3.5 that

χ
(
H

j

0,1

)= Op

(
ψ

(
ξ2
j − x2

j

ξ2 + 〈xj 〉2

))
χ
(
H

j

0,1

)+ Rj ,
j
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(6.28)
with NjRj bounded (Nj = −�xj
+〈xj 〉2), andψ ∈ C∞

0 (R) with ψ = 1 in a neighborhood
of zero. Clearly,(J (ωjVj ) − J (̃Vj )))Rj is compact, and it remains to show that

(
J (ωjVj ) − J

(̃
Vj

))
Op

(
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

))
is compact.

By the Helffer–Sjöstrand formula, it is sufficient to show that for anyz ∈ C \ (σ (Vj ) ∪
σ (̃Vj )) ,

(
z − Ṽj

)−1(̃
Vj − ωjVj

)
(z − ωjVj )

−1 Op

(
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

))

= (z − Ṽj

)−1(̃
Vj − ωjVj

)
Op

(
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

))
(z − ωjVj )

−1

+ (z − Ṽj

)−1(̃
Vj − ωjVj

)
(z − ωjVj )

−1ωj

×
[
Op

(
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

))
,Vj

]
(z − ωjVj )

−1, (6.28)

is compact. We have:∣∣∣∣(̃vj (xj , ξj ) − ωjvj (xj , ξj )
)
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

)∣∣∣∣= ∣∣∣∣xj ξj

(
1− ωj

〈xj 〉2〈xj /
√

ωj 〉2

)
ψ

(
ξ2
j − x2

j

ξ2
j + x2

j

)∣∣∣∣
�
∣∣∣∣ 1− ωj

〈xj/
√

ωj 〉2
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

)∣∣∣∣,
and each derivative of this symbol satisfies the same estimate. Thus the first term in
is compact, by the pseudo-differential calculus. Next we compute:

[
iVj ,Op

(
ψ

(
ξ2
j − x2

j

ξ2
j + 〈xj 〉2

))]
= Op(c1) + Op(c2),

with

c1 = ψ ′
(

ξ2
j − x2

j

ξ2
j + 〈xj 〉2

){
vj ,

ξ2
j − x2

j

ξ2
j + 〈xj 〉2

}
= ψ ′
(

ξ2
j − x2

j

ξ2
j + 〈xj 〉2

)
c̃1.

We havec̃1 ∈ S(〈x〉−2, g2), c1 ∈ S(〈x〉−1〈ξ 〉−1, g2) and c2 ∈ S(〈x〉−3〈ξ 〉−1, g2). Thus
Op(c1) and Op(c2) are compact by the pseudo-differential calculus.

Second step.General case.
Let J ∈ C∞(Rn). We have:
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-

eneral
y

i-
s- lim
t→∞ eitHωJ

(
ln〈x1〉

t
, . . . ,

ln〈xn〉
t

)
e−itHω = Ω+J

( �P +
0

)
(Ω+)∗ + J (0)1pp(Hω).

The existence of�P + follows from the existence of�P +
0 . SpecializingJ̃ (x1, . . . , xn) = J (xj )

we obtain furthermore:

J
(
P +

j

)= Ω+J
(
P +

0,j

)(
Ω+)∗ + J (0)1pp(Hω).

Then (ii), (iii) follow from this formula and the results onP +
0,j , as in the proof of Theo

rem 1.2. �
One can ask whether the construction of Theorem 1.2 works also in the more g

case, and what is the possible link between the vector�P + andP +. The answer is given b
the following theorem:

Theorem 6.9.Letω
 = max1�j�n− ωj . There exists,

P + = s-C∞- lim
t→∞ eitH ln〈x〉

t
e−itH ,

and we haveP + = P +

 .

Proof. First step.We assumeV ≡ 0, that isH = H0.
We already know thatP +

l = 2ωl . Thus we only have to show that forJ ∈ C∞
0 (R),

s- lim
t→∞ eitH0J

(
ln〈x〉

t

)
e−itH0 = J (2ω
). (6.29)

We can suppose
 = n− and ω1 � ω2 � · · · � ωk < ωk+1 = · · · = ωn− . Let ε > 0. For
j ∈ {1, . . . , k + 1}, we chooseJ̃j ∈ C∞

0 ([2ωj − ε,2ωj + ε]), with J̃j = 1 near 2ωj . For
j ∈ {n− + 1, . . . , n}, we chooseJ̃j ∈ C∞

0 ([−ε, ε]) with J̃j = 1 near 0. Then by Propos
tions 4.8, 5.7 and the separability of the variables, we have:

eitH0J

(
ln〈x〉

t

)
e−itH0 = eitH0J

(
ln〈x〉

t

)
J̃k+1

(
ln〈xk+1, . . . , xn−〉

t

)
×

∏
j∈{1,...,n}

j /∈{k+1,...,n−}

J̃j

(
ln〈xj 〉

t

)
e−itH0 + R(t),

with s- limR(t) = 0. It is clearly sufficient to show

s- lim
t→∞ eitH0

(
J

(
ln〈x〉

t

)
− J

(
ln〈xk+1, . . . , xn〉

t

))
× J̃k+1

(
ln〈xk+1, . . . , xn−〉

t

) ∏
j∈{1,...,n}

J̃j

(
ln〈xj 〉

t

)
e−itH0 = 0. (6.30)
j /∈{k+1,...,n−}
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We have:∣∣∣∣J( ln〈x〉
t

)
− J

(
ln〈xk+1, . . . , xn−〉

t

)∣∣∣∣� ln〈x〉
t

− ln〈xk+1, . . . , xn−〉
t

� 1

t
ln

(
1+

∑
j∈{1,...,n}

j /∈{k+1,...,n−}

x2
j

〈xk+1, . . . , xn−〉2

)
.

(6.31)

For j � k, we have on supp̃Jj

ln〈xj 〉2

t
� 4ωj + 2ε �⇒ x2

j � e(4ωj +2ε)t − 1. (6.32)

We have, on supp̃Jk+1,

ln〈xk+1, . . . , xn−〉2

t
� 4ωj − 2ε �⇒ 〈xk+1, . . . , xn−〉2 � e(4ωn−2ε)t . (6.33)

For j � n− + 1 we have, on supp̃Jj ,

x2
j � e2εt − 1. (6.34)

Gathering (6.31)–(6.34) together, we obtain:∣∣∣∣(J( ln〈x〉
t

)
− J

(
ln〈xk+1, . . . , xn−〉

t

))
J̃k+1

(
ln〈xk+1, . . . , xn−〉

t

)
×

∏
j∈{1,...,n}

j /∈{k+1,...,n−}

J̃j

(
ln〈xj 〉

t

)∣∣∣∣� f (t),

wheref (t) is defined by

f (t) = 1

t
ln

(
1+

k∑
j=1

e(4ωj +2ε)t − 1

e(4ωn−2ε)t
+

n∑
j=n−+1

e2εt − 1

e(4ωn−2ε)t

)
.

If ε is small enough, limt→∞ f (t) = 0. This yields (6.30).
Second step.General case. We have:

s- lim
t→∞ eitH J

(
ln〈x〉

t

)
e−itH = Ω+J

(
P +

0

)(
Ω+)∗ + J (0)1pp(H)

= Ω+J
(
P +

0,


)(
Ω+)∗ + J (0)1pp(H)

= Ω+J (2ω
)
(
Ω+)∗ + J (0)1pp(H)

= J (2ω
)1c(H) + J (0)1pp(H).
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ThusP + exists, and

J (P +) = J (2ω
)1c(H) + J (0)1pp(H). (6.35)

ThenP + = 2ω
1c(H) = P +

 , which proves the theorem.�
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