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Abstract

Following the reentry of the Intermediate eXperimental Vehicle in 2015, a lot of efforts were
carried out at the ONERA for the post-flight analysis and the reconstruction of the heat flux
applied to the vehicle. This flight represents a unique means of validation of the computational
tools employed for the design of such mission. The aim of this paper is to exploit for the first
time these data in the rarefied portion of the vehicle’s reentry. In this context, DSMC simulations
were performed between 115 and 90 km and a CFD computation was made for the 90 km flight
point. In the standard numerical conditions, different degrees of agreement are obtained and a
sensitivity analysis to various numerical and atmospheric parameters provides several ways for
significantly improving the results. In addition, the DSMC and CFD comparison provides a good
agreement for the surface quantities and suggestions to reach a better level of consistency between
both methods and the flight data are finally discussed.

Keywords: Direct Simulation Monte-Carlo, Computational Fluid Dynamics, Rarefied
hypersonic flow, Earth reentry, Experimental and flight data, Intermediate eXperimental Vehicle

1. Introduction

The experimental validation of the computational methods for fluid dynamics is a crucial
step for the development of robust and reliable tools involved in the design of aerospace missions
and vehicles. Carrying on-ground experiments able to recreate the higly energetic conditions
characteristic of Earth atmospheric reentry is still, to this day, a challenging task and even more
when it comes to low density flows [1, 2]. Hence, the performance of in flight experiments is the
most valuable way of collecting all kind of data in these particular conditions.

Among the various reentry objects with which flight data were collected, we can mention the
Japanese Orbital Reentry Experiment (OREX), the American Apollo module or the European
Atmospheric Re-entry Demonstrator (ARD). In most cases, the carried instrumentation was desi-
gned for collecting data in the continuous portion of the reentry and was triggered after the passing
of the entry point generally located at 120 km. This is why even if most data were exploited for
altitudes below 80 km, some authors exploited the data collected during the transitional part of
the reentry (generally above 85 km) for comparison with highly nonequilibrium computational
methods [3].

In February 2015, the Intermediate eXperimental Vehicle (IXV) was launched with a Vega
launcher from French Guyana. After an overall flight of around 35000 km along its nominal tra-
jectory, the vehicle finally successfully landed in the Pacific Ocean [4, 5]. The IXV was designed
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as a reentry demonstrator in charge of performing a series of in-flight experiments. Among those
experiments, the vehicle aimed at investigating the undergone aerothermodynamic (ATD) condi-
tions during an atmospheric reentry thanks to a large set of thermocouples (TC) spread over the
vehicle’s windward. The exploitation of the TC measurements was the object of Van Ghele’s PhD
thesis [6] who developed and adapted an inverse method for the reconstruction of the convective
heat flux applied to the IXV during its mission. Before that, pre-flight Direct Simulation Monte-
Carlo (DSMC) computations of the IXV reentry were performed by Banyai et al. [7], in order to
investigate the aerodynamic behavior of the vehicle between 120 and 85 km.

Our paper presents the post-flight exploitation of the aerothermodynamic data collected during
the transitional portion of the IXV reentry. The reconstructed convective heat flux applied to
the IXV is compared to an extensive series of simulations for altitudes between 115 and 90
km, performed with the DSMC code SPARTA [8]. In addition to the direct comparison of the
heat flux, the sensitivity to several DSMC parameters and models are investigated. Hence, a
detailed study of the uncertainty in the free stream conditions, of the effects of chemistry and
of accommodation coefficients is made. Finally, a simulation of the IXV was performed with a
Computational Fluid Dynamics (CFD) solver and is herein compared to the DSMC results, at an
altitude of 90 km.

This article is organized as follows. First, the IXV mission, the vehicle and its instrumentation
as well as the flight conditions corresponding to the transitional portion of the reentry are des-
cribed. Then, the two computational approaches are presented in section 3. The DSMC results
are discussed in section 4 where the flowfield and surface quantities are discussed separately. In
section 5, a particular attention is given to the comparison of DSMC and CFD methods at 90 km.
Again, the flowfield and the surface quantities are discussed separately in the light of DSMC/CFD
references. In the last section, our conclusions are finally given.

2. IXV mission

The IXV mission was funded by the European Space Agency (ESA) with Thales Alenia Space
Italy (TASI) as the project’s prime contractor. The launch initially scheduled end of 2014 was
finally postponed to 2015. The 11th of February, a VEGA launcher departed French Guyana and
injected the vehicle in an equatorial suborbital trajectory. The IXV joined the Entry Interface
Point (EIP) at 120 km with a 7.44 km/s velocity and followed a guided lifting entry of more than
7000 km as illustrated in Figure 1. For the last phase of the reentry, a 3 stage parachute system
was deployed permitting the successful splashdown of the vehicle in the Pacific Ocean [4].

Figure 1: IXV reentry phases (from [4]).

Furthermore, as outlined by Van Ghele [6], the IXV trajectory is particularly close to some
of the Space Transportation System (STS) mission trajectories. Hence, Figure 2 shows the simi-
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larities in trajectories which justify the analysis of the IXV flight data in the light of the STS
measurements in spite of the great difference in the vehicles size.
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Figure 2: Comparison of IXV [9], STS-2 [10] and STS-17 [11] reentry trajectories : altitude as a function of time
(left) and of upstream Mach number (right).

2.1. IXV geometry
The IXV aeroshape was designed by Dassault Aviation as a lifting body aerodynamically

controlled by two body flaps. The smoothed geometry used for our computations is illustrated in
Figure 3. As explained by Buffenoir et al. [12], the vehicle’s Thermal Protection System (TPS) is

Figure 3: IXV smoothed geometry. Figure 4: IXV TPS components (from [12]).

divided in an ablative and a non-ablative part (see Figure 4). The leeward, the lateral panels and
the base assemblies are made of ablative materials whose conception, validation and integration
steps are detailed in [13]. The remaining part of the TPS is based on a shingle design fulfilling
separately a thermal and a mechanical function. Thus, a thin shell composed of a heat resis-
tant Ceramic Matrix Composite (CMC) made of a Carbon-Silicium-Carbide (C-SiC) material is
capable of maintaining the vehicle’s aerodynamic line while withstanding the mechanical load
resulting from the extreme heat flux. In the meantime, several layers of insulation located under-
neath the skin are in charge of absorbing the heat load to protect the cold structure from high
temperatures. The TPS structure is finally anchored to the cold part thanks to an attachment
system [12]. The windward comprises a total of 30 panels while the nose assembly is made of a
unique monolithic C-SiC part presented in details in [14]. Finally, the hinge is also covered in a
C-SiC layer and the flaps are made of a Keraman C-SiC material described in [9].
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2.2. Flight instrumentation
One of the main objectives of the IXV was to perform a series of in-flight experiments pre-

sented in [15]. The vehicle was instrumented accordingly to those experiments with around 300
sensors. Among them, 37 pressure sensors and 194 thermocouples (TC) comprising 105 type S
platinum thermocouples and 89 type K thermocouples were integrated. In addition, the vehicle
was equipped with 12 displacement sensors, 48 strain gauges and an Infra-Red (IR) camera sys-
tem [15]. Among all the sensors and the investigated phenomena, two coated patches and 30 TC
were used to study the catalytic behavior of the ceramic material. The evaluation of the shock-
wave boundary layer interaction was performed thanks to 21 TC and 4 pressure sensors. The
aerothermodynamic of the flaps was studied via the IR camera system together with TC. All the
TC integrated to the windward were type S thermocouple capable of measuring temperatures
between 273.15 and 1823.15 K with a 0.5% accuracy. The pressure sensing system was designed
to withstand high temperatures and to be sensitive to pressures lower than 10 hPa. It was made
of customized Kulite pressure transducers, pneumatic line and pressure ports [15]. However, since
the pressure sensors were not designed to measure pressures as low as those encountered in the
rarefied regime, their data turned out to be unusable. They were therefore not considered in our
analysis.

For the present study, the measurements of the 10 TC along the centerline as well as 10 TC
on the side of the vehicle were considered (see Figure 5). The inverse method used to reconstruct
the convective heat flux from the temperature measurement is described in details in [6, 16]. In
[16] the results of a sensitivity analysis showed that :

• During the transient phases of the flight (above 85 km and below 60 km - see Figure 2),
the uncertainty of the C-SiC layer thickness is the major source of uncertainty on the
reconstructed heat flux.

• During the steady phase (between 85 and 60 km - see Figure 2), the major sources are the
uncertainty of the emissivity value and of the surface temperatures.

Overall, the Monte-Carlo analyses reported in [16] indicates a maximum uncertainty smaller than
8% on the reconstructed heat flux all over the vehicle and for all the reentry.

Figure 5: Thermocouples considered for the comparison of the numerical results and the flight data.

In addition to the instrumentation, the vehicle was also carrying a navigation system including
an Inertial Measurement Unit (IMU) and a GPS receptor. The telecommunication network and
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the architecture of the in-flight experiment system in charge of recording and transmitting the
data are respectively presented in [5] and [15].

2.3. Flight parameters and atmospheric conditions
The main flight parameters received from Thales Alenia Space Italy (TASI) are given in Table

1. These data show that for the investigated portion of the reentry, a 15◦ flap inclination was

t (s) Alt. (km) U∞ (km/s) AoA (◦) AoS (◦) AoF (◦)

3933 115 7.44 46.96 0.31 15
3968 110 7.45 45.45 -0.98 15
4005 105 7.46 44.51 0.34 15
4045 100 7.46 46.12 0.59 15
4087 95 7.46 46 -0.09 15
4134 90 7.46 46.94 -0.46 15

AoA, AoS and AoF respectively denote the angle of attack, the sideslip angle and

the flaps inclination.

Table 1: Flight parameters given by Thales Alenia Space Italy.

maintained. Moreover, because of the small sideslip angle (< 1◦), sideslip effects were simply
neglected in our study.

In addition to those flight parameters, the exact longitude and latitude coordinates as a
function of time were also provided by TASI. Hence, the knowledge of all those flight parameters
enabled to fully determine the inputs of the US Naval Research Laboratory Mass Spectrometer
and Incoherent Scatter radar Extended (NRLMSISE) model of 2000 (here referred as MSISE-00)
and to take maximum advantage of the model. The corresponding atmospheric data are given in
Table 2.

Alt. (km) n∞ (·/m3) ρ∞ (kg/m3) T∞ (K) XO2 XN2 XO Kn

115 6.97× 1017 3.08× 10−8 306 0.1066 0.7309 0.1625 0.43
110 1.58× 1018 7.17× 10−8 235 0.1266 0.7517 0.1218 0.18
105 4.29× 1018 1.99× 10−7 183 0.149 0.7704 0.0807 0.061
100 1.25× 1019 5.91× 10−7 159 0.1703 0.7847 0.045 0.021
95 3.37× 1019 1.62× 10−6 161 0.1865 0.7949 0.0186 0.0077
90 8.12× 1019 3.92× 10−6 175 0.1966 0.7991 0.0043 0.0033

n∞, ρ∞, T∞, (XO2 ,XN2 ,XO) are the free stream numerical density, mass density, temperature, species fraction

and Kn is the Knudsen number computed with λVHS
∞ and Lref = 4.4 m.

Table 2: Atmospheric conditions computed with the MSISE-00 model.

Even though a complete knowledge of the MSISE-00 model input parameters permits to
alleviate the uncertainty related to them, an overall uncertainty on the density comprised between
10 and 15% is still estimated above 90 km [17, 18]. The last reference even mentions an uncertainty
up to 100% in case of local and spontaneous atmospheric variations.

As it will be shown in section 4.3.5, a perfect knowledge of the atmospheric entry conditions
is essential for a satisfactory reconstruction of the flight data in the rarefied regime since it helps
to avoid significant uncertainties. However, this objective is not reachable at high altitudes with
the standard atmospheric models currently available and is still challenging.
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3. Computational approaches

Numerical simulations were performed with the DSMC code SPARTA for the flight points
given in Table 2. In order to have a better understanding of the differences between the DSMC
results and the measurements, an additional computation was made with the ONERA CFD code
CEDRE for the lowest flight point (90 km). This section introduces the numerical tools and
parameters that were used for these computations.

3.1. The DSMC computations
3.1.1. The main principles of the DSMC method

In the conditions usually encountered at high altitudes where the density is low, the rate of
inter-molecular collisions is not large enough to maintain the state of equilibrium of the gas. Ulti-
mately, this leads to the failure of the classic continuum equations and gas kinetic based numerical
methods must be used instead. Among the many computational approaches for the modeling of
nonequilibrium flows, Bird’s DSMC method [19] emerged as one of the most used methods for the
simulation of hypersonic rarefied flows encountered in atmospheric reentry. Indeed, the DSMC was
designed for the simulation of any dilute gas namely, any gas whose particles effective diameter is
much smaller than their mean spacing. The method is then built on four physical characteristics
of such gas [20] :

1. The collisions are mostly binary and can be considered as instantaneous.
2. The particles move in straight lines over a period of the order of the mean free time (i.e.

the mean time between two collisions).
3. The collision parameters are random.
4. A volume λ× λ× λ contains enough particles so that only a fraction of them needs to be

simulated in order to precisely describe the flow.

Finally, the DSMC is based on an iterative algorithm that drives the flowfield toward steady
state. Generally, even if the implementation can differ from one DSMC code to another with
respect to the procedures order or to the physical models used, the main structure stays the
same. Hence, for each time step, the algorithm realizes the following steps [21, 20]. First, a
set of particles is added to the domain from the inlet. The particles inside the computational
domain are then moved along straight lines according to their velocity vector and the appropriate
boundary conditions are applied. The particles exiting the domain are simply removed while those
interacting with a solid surface are reflected according to the gas-surface interaction model. This
model defines if a surface reaction occurs, how the particle velocity is altered by the collision
and how the energy is transferred from the particle to the surface and vice-versa. Next, in each
computational cell, particles are randomly paired and tested for inter-molecular collisions. When
selected, the particles undergo an elastic collision which only changes the particles velocities or
an inelastic collision which results in an energy transfer with or without a chemical reaction. Such
energy transfer modifies the energy distribution between the translational mode and the internal
modes of energy (usually rotation and vibration) of the collided particles. Finally, when a steady
state is reached, the various quantities of interest are sampled and averaged in each grid cell.

3.1.2. Computational settings
From the DSMC algorithm, one can deduce the basic metrics for a simulation to be physically

consistent. Hence, in order to prevent particles to travel along distances greater than a mean free
path, the time step must be smaller than the minimum mean free time in the domain. In the
same way, in order to avoid particles to interact with other particles further than a mean free
path, the cell size must be smaller than the local mean free path λx,y,z. Finally, in order to obtain
statistically reliable results, the number of numerical particles per cell must be greater than a
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certain number 1 and the sampling procedure must be performed on a sufficient number of time
steps. Accordingly to those criteria, we built our simulations as follows :

• The time step ∆t was chosen as a fraction of the minimum mean free time in the domain.
• The computational grid consists of a homogeneous Cartesian mesh of cell size ∆x,y,z equals
to a fraction of the free stream mean free path λVHS∞ . In addition, a refinement procedure
was used to split the cells where their size was found to be greater than the local mean
free path (i.e. when ∆x,y,z > λx,y,z).

• The number of numerical particles Np was chosen so that each cell contains a minimum of
10 numerical particles in the free stream.

• For each simulation, a similar approach to that proposed by Banyai et al. [7] was used. A
characteristic time τf was defined as the duration needed for one particle traveling at mean
speed to cross the domain. Then, the sampling process was started after ten τf and realized
over ten τf . To ensure the reduction of the statistical noise, the sampling parameters of
the 100 km altitude case were also used for the altitudes above.

Finally, the computational domain was defined as a box large enough for free stream conditions
to be found at the inlet and for supersonic conditions to be reached at the outlet. The surface
mesh used for our computations is illustrated in Figure 6. The convergence and consistency of
the simulations are discussed in section 3.1.3.

Figure 6: IXV Surface Mesh with 82726 elements.

Because of the vehicle’s reentry velocity (around 7.5 km/s) and of the atmospheric density
corresponding to the investigated altitudes, a five species air model was assumed and ionization
effects were neglected. Among the physical models available in SPARTA, the Variable Hard
Sphere (VHS) collision model [19] was used with the No Time Counter (NTC) collision selection
procedure [20]. Both rotational and vibrational internal modes of energy were accounted for :
the former as continuous with a constant relaxation number Zrot = 5, the latter as discrete
with the Millikan-White variable relaxation number Zvib(T ) defined in [19, 20]. Energy transfers
were simulated with the Borgnakke-Larsen (BL) procedure and the default chemistry model
employed was Bird’s Total Collision Energy (TCE) model [19] with Park’s kinetic coefficients.

1. This number varies from one author to another but Banyai [7] recommends to have around 8 numerical
particles in the free stream for a 5 air species gas flow.
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Dissociation and exchange reactions only were considered resulting in a set of 19 possible reactions
(15 dissociation reactions, 2 direct-reverse exchange reactions). Moreover, since the considered TC
are not located on the shingles covered with the catalytic coating, the wall was considered non-
catalytic. Finally, the default gas surface interaction model was assumed fully diffuse with a
constant wall temperature Tw computed at each altitude as an average value of the measurements
on the vehicle’s windside (see Table 3). However, the effect of the accommodation coefficient was
assessed for each altitude and various chemistry models were investigated at 90 km. The influence
of those parameters is discussed in section 4.

3.1.3. Time and space convergence
The simulation parameters that were used for our computations are given in Table 3.

t (s) Alt. (km) λVHS∞ /∆x,y,z τcoll/∆t Np Tw (K)

3933 115 11 10 550× 106 315
3968 110 6 5.7 570× 106 350
4005 105 2.7 5.8 615× 106 430
4045 100 2.3 2.7 660× 106 550
4087 95 1.7 1.8 910× 106 680
4134 90 1 1.1 1400× 106 870

Table 3: DSMC simulation parameters.

The table entries λVHS∞ /∆x,y,z, τcoll/∆t, Np and Tw respectively denote the ratio between the
free stream mean free path and the background mesh cell size, the ratio between the minimum
mean collision time in the symmetry plane and the time step, the number of numerical particles in
the domain and the wall temperature. The adaptive refinement procedure is enabled for all cases
and when triggered can divide each mesh cell by 2 in each direction up to two times accordingly
to a 3 level maximum refinement procedure in SPARTA.

In order to assess the consistency of the numerical parameters, the values of interest were
extracted along a control line as sketched in Figure 7. The results along the control line are
expressed as a function of the distance from the NT3 thermocouple. For altitudes between 115
and 95 km, the number of numerical particles per cell remains greater than 7 and λx,y,z/∆x,y,z

reaches a minimum value of 0.9 for the 95 km case only in the cell adjacent to the surface.
Between 115 and 100 km, the λx,y,z/∆x,y,z ratio is strictly greater than 1 and the number of
numerical particles is far greater than 10 all along the centerline.

For the 90 km altitude, the space and time criteria can be met but is computationally expensive
since it requires a great amount of numerical particles, a very fine mesh and a small time step.
Thus, to ensure that our parameter choice was appropriate, several simulation configurations were
tested with various mesh domains and time step. The three domains are represented in Figure
8. The simulation configurations and maximum heat flux along the center line are provided in
Table 4. The three heat flux along the centerline of the vehicle are given in Figure 9 and several
values of interest along the control line are given in Figure 10. Figure 10a shows the increase
in the numerical particle number per cell (Np/c) because of the new particles created through
the dissociation process and the increase in the numerical density towards the wall. Figure 10b
illustrates the rise in the λx,y,z/∆x,y,z ratio up to a maximal value of around 2 for the run 1 and 2,
and twice as large for run 3 (background mesh twice as fine). In order to understand the nature
of the λx,y,z/∆x,y,z ratio evolution, let us consider the expression of the local mean free path λx,y,z

8



used in this study :

λx,y,z =
1√

2π d2ref,N2
n︸ ︷︷ ︸

(1)

(
T

Tref,N2

)ωN2
−1/2

︸ ︷︷ ︸
(2)

, (1)

where dref,N2
is the diameter of reference, Tref,N2

is the temperature of reference and ωN2 is the
viscosity index of N2. These VHS parameters are given in appendix of [19]. The consideration
of the terms (1) and (2) facilitates the identification of the members respectively responsible for
the decrease and the increase of the mean free path. Indeed, the increase in the temperature T
across the shock is such that the rise in term (2) overcomes the diminution of term (1). Thus, the
λx,y,z/∆x,y,z ratio increases. As we get closer to the vehicle, the exponential rise in the density n
and the progressive diminution of the temperature slope and value results in the fall of the local
mean free path down to a critical value λx,y,z ≤ ∆x,y,z which triggers the adaptive refinement.
Between x = 0 and x = 0.1 m, Figure 10b shows the significant oscillations of λx,y,z/∆x,y,z with
2 and 3 local minima corresponding to the different levels of adaptive refinement. Since the mesh
density increases and the total number of numerical particles Np remains nearly constant, the
refinement areas also correspond to the areas with a strong decrease of Np/c visible in Figure 10a.

According to the small variation of the wall heat flux along the centerline (maximum discre-
pancy smaller than 3%), the configuration 1 was deemed acceptable and was then used for this
study.

Figure 7: Extracted line for the control of the numerical criteria.

Run Max. ref. level λVHS∞ /∆x,y,z τcoll/∆t Np Nc/Vnum (·/m3) qmax (kW/m2)

1 3 1 1.1 1400× 106 0.2× 106 159
2 4 1 1.3 1000× 106 1.9× 106 158
3 3 2 1.3 900× 106 3.9× 106 156

Nc/Vnum is the ratio between the number of cells and the domain volume.

Table 4: Refinement configuration parameters at 90 km

3.2. The CFD computations
3.2.1. Mesh description

For the CFD simulation, an unstructured mesh of 12.6 millions of elements, including prism
and tetrahedron, was built with the ICEM software (see Figure 11) as follows. The volume mesh
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Figure 8: Various computational domains for
the case at 90 km.
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Figure 9: Comparison of the heat flux distribution
along the vehicle windward centerline for three refine-
ment configurations at 90 km.
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Figure 10: Comparison of the number of particles per cell (a) and of λx,y,z/∆x,y,z (b) along the control line for
three refinement configurations at 90 km.

was built from the same surface mesh as the one used for the DSMC simulations (Figure 6). The
objective was to use consistent surface meshes with the two solvers. Then, at the wall, prisms
with a first mesh size of 1 µm and a height factor of 1.2 were built. A total of 50 prism layers
were created all over the body except around the flaps where only 45 layers were extracted in
order to avoid element overlapping. The shock interface envelope was extracted from the Mach
contours of the DSMC solution and prism elements were extracted on both sides. Thus, in the
vehicle direction, 15 layers were created with a minimum height of 0.5 mm and a height ratio of
1.2. In the opposite direction, 27 prisms layers of size between 0.5 and 2.15 mm were built with a
1.2 height ratio, leading to a total height of 50 mm. Since the CFD shock was not predicted at the
same location as that of the DSMC results, several meshes were done until the CFD shock was
actually captured inside the dedicated prism layer. Finally, the remaining of the computational
domain was filled with tetrahedral elements via a Delaunay procedure.

3.2.2. Computational settings
Our CFD simulations were performed with the ONERA code CEDRE [22] which is a multi-

physics platform containing a large variety of solvers. For our study, the unstructured Navier-
Stokes solver CHARME was used. In this work, the Navier-stokes equations were resolved with a
second-order finite-volume discretization in space, with the flux vector splitting AUSM+ scheme
associated to a Van Leer limiter.
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Figure 11: View of the 3D mesh and of the elements cutting the symmetry plane of the CFD computational
domain.

CHARME was designed as a mono-temperature solver assuming thermal equilibrium. The
flow was assumed to be in chemical non-equilibrium and the Park’s chemistry kinetics model
with 5 species (O, N, NO, O2, N2) and 17 reactions was used. By defaults, direct and inverse
reactions are considered resulting in actually 34 reactions. However, the state of the gas (perfect
or real, in chemical equilibrium or not) is not fixed by the user but is a consequence of the
local flow conditions. In the same way, using a 5 species air model with 17 direct and inverse
reactions does not necessarily mean that all species are present in the flow nor that all reactions
occur. The influence of the chemical reactions are discussed in section 5. Furthermore, because of
the low Reynolds number at 90 km (ReLref,∞ = 12.6 × 103) and the fact that the corresponding
DSMC simulation evidenced an attached flow, it was then assumed fully laminar and no particular
refinement was deemed necessary behind the vehicle. Finally, a non-catalytic wall was supposed
and the transport properties were computed as follows. The species conductivity was computed
with a constant Prandtl number and the species viscosity was obtained from Blottner’s model.
The mixture viscosity and conductivity were computed through arithmetic averages of the species
fraction.

3.3. Continuum breakdown
As evidenced by the Chapman-Enskog development [23, 24, 20], the Navier-Stokes equations

can be derived from a first order expansion of the Boltzmann equations in the Knudsen number.
Hence, the Navier-Stokes equation hold only if small deviations from the Maxwellian equilibrium
are assumed. In the transitional portion of atmospheric reentries, the characteristic length and
the mean free path may significantly vary throughout the flowfield resulting in the simultaneous
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presence of continuum and rarefied regions. In this case, neither the application of a continuum
or a rarefied method is fully satisfactory. The study of such flows resulted in the development
of hybrid methods [25] which apply concurrently both methods in the appropriate regions of
the flowfield. In this context, a continuum breakdown criteria indicates which method should be
used in which region. When DSMC results are compared to the CFD results at the edge of their
application spectrum, it is also common to use the continuum breakdown criteria to analyze the
flowfield and to outline its rarefied regions.

Contrary to the global Knudsen number Kn based on the free stream mean free path λ∞ and
the object’s reference length Lref :

Kn =
λ∞
Lref

, (2)

the continuum breakdown criteria consists in a local Knudsen number which can be defined in
several ways [21]. A common Knudsen number is that of Boyd whose expression writes :

KnGLL =
λ

Q
|∇Q|. (3)

The flow property Q can then either be taken as the temperature, the velocity or the density
and KnGLL > 0.05 usually indicates significant nonequilibrium [21]. The KnGLL employed in this
work is based on the density.

4. DSMC results analysis

The main objective of this work is to assess the capacity of the DSMC method to properly
simulate a complex vehicle reentry. Furthermore, a sensitivity analysis of some numerical para-
meters such as the accommodation coefficient, the chemical kinetic model or the collision model
was conducted in order to identify the potentiel sources of discrepancy between the measurements
and the numerical results. A particular attention was devoted to the comparison of the results
obtained by DSMC and CFD in the near-continuum regime and in the light of the flight data.

4.1. Analysis of the flowfield
During an atmospheric entry, the flow goes from a free molecular regime to a continuum regime.

Between these, several intermediary states are encountered and the nature of the flow changes
radically. As incident and reflected particles begin to interact, the flow becomes transitional and a
shock appears upstream the vehicle at a distance ∆s of the order of the mean free path (∆s ∼ λ).
This first regime is called fully merged layer which means that the boundary layer and the shock
layer are mixed in an indiscernible layer. This region is fully viscous and strong jump temperature
and velocity slip effects appear. As the altitude decreases, the density rises exponentially and the
flow enters the slip regime which includes the states of incipient merged layer and then of
viscous layer introduced by Probstein in [26]. In this regime, the shock thickness δs is of the
order of the free stream mean free path λ∞ and the shock is distinguishable from the boundary
layer. Progressively, the length of the temperature jump and velocity slip decreases (∼ λ) and
the shock layer is essentially inviscid. Finally, when the flow is in a fully continuum regime, the
shock forms a discontinuity (δs � ∆s). The temperature jump and velocity slip effects vanish,
the wall viscosity effects are negligible.

Hence, as the vehicle’s altitude decreases, rarefaction effects weaken. The first consequence of
this phenomenon is the reduction of the shock thickness, which transitions from a very weak thick
shock to a stronger and thinner shock. The second consequence is the increase in the density and
in the temperature across the shock as visible in Figure 12. The use of a gray-scale mapping simi-
lar to that of Banyai et al. [7] facilitates the comparison of our DSMC contours with theirs. The
main difference being that for the lowest altitudes (lower than 105 km), the 15 degree inclination
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of the flaps breaks the convex shape of the shock envelope.

Another high altitude interesting feature is the effect of the accommodation coefficient on
the flowfield properties as well as on the surface quantities (pressure, friction, heat flux). The
SPARTA code has been provided with a large variety of gas surface interaction models comprising
among others, the standard Maxwell reflection model and the Cercignani Lampis Lord model.
These two gas surface interaction models are the most used in the context of hypersonic rarefied
flows. A detailed discussion of the gas surface interaction models [27] is out of the scope of

Figure 12: DSMC contours of normalized Mach number (left), density (middle) and translational temperature
(right) between 115 and 95 km.
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this paper and a thorough investigation of their effects was not part of our objectives. The
standard simulations were performed with the Maxwell model and its accommodation coefficient
w taken equal to 1. Complementary simulations were also made with other values of w in order
to investigate the accommodation effects.

The contours represented in Figure 13 illustrate the influence of the accommodation coeffi-
cient (w = 1, 0.65 and 0.5) on the shock layer topology at 115 km of altitude. For such level of
rarefaction, the particle interactions are dominated by the gas surface interactions. Indeed, when
the mean free path is large enough, the particles reflected from the wall can travel large distances
before interacting with other incoming particles. Hence, when a particle i of total energy εi is
specularly reflected from a wall, it can travel back to the shock layer while conserving a great
amount of its energy that is then transferred to the neighboring particles. However, when the same
particle i is diffusely reflected from the wall, a part of its energy is directly transferred to the
wall resulting in a energy ε∗i smaller than εi. Such particles provide less energy to the shock layer
ultimately yielding to a thermally weaker shock. Finally, when the angle of attack is non null,
particles can be reflected in a specific area of the shock which causes simultaneously a significant
change in the shape of the density, the Mach number and the temperature contours (Figure 13).
As the rarefaction level decreases with the altitude, the mean free path drops and the particles
are trapped in the vicinity of the wall long enough for them to reach thermal equilibrium. The
excess of energy is dissipated near the wall and the shock layer is almost identical to that corres-
ponding to fully diffuse conditions. At 100 km of altitude for instance, only the area surrounding
the stagnation point is slightly more energized and this tendency progressively diminishes as the
altitude decreases. In the shadow area, the density and the temperature are much smaller which
is why the gas-surface interactions effects are less visible.

In DSMC, the transport quantities are not explicitly computed but are rather a consequence
of the chosen collision model which is usually adjusted to reproduce experimental diffusion and
viscosity data [19]. Consequently, one can wonder to what extend the choice of the collision model
impacts the computed results.

As explained by Gimelshein and Wysong [28], the VHS intermolecular potential is one of the
three major improvements of the DSMC method. This model offers several advantages such as
the viscosity temperature dependence of an Inverse Power Law (IPL) model while using the Hard
Sphere (HS) model scattering which guaranties an easy implementation and a high computatio-
nal efficiency. For a given species, the VHS model is based on two experimentally determined
coefficients : the reference species diameter dVHSref and the temperature exponent ωVHS related to
the viscosity µ by the relation :

µ ∝ T ω. (4)

As previously said in subsection 3.1.2, the Variable Hard Sphere (VHS) model was the standard
collision model used for the computations presented herein. However, this model is not able
to fit both the viscosity and the diffusion coefficients of the simulated gas. The Variable Soft
Sphere (VSS) model [29] uses an additional experimentally based coefficient αVSS > 1 enabling
to overcome the VHS limitation while having roughly the same numerical efficiency. Hence, for a
specific species, one must specify a reference diameter dVSSref , a temperature exponent ωVSS and the
scattering parameter αVSS. In practice, there are two ways of implementing the collision models in
a DSMC code. When the parameters are specified for each species, the parameters of a colliding
pair of distinct species can be computed as an average of the pair species coefficients. In this case,
one speak of collision-averaged procedure which is that of SPARTA. Another procedure consists
in specifying for each possible colliding pair of species the corresponding parameters. One then
speak of collision-specific procedure which is that of MAP [30]. That procedure is more accurate
and physically consistent for unlike species. Ways of determining pair specific coefficients are
mentioned in [31].
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According to [28], the VSS model should be preferred when reference diffusion data are avai-
lable. In order to assess the effect of using the VSS model, several SPARTA computations were
performed with the VSS model and the collision-averaged parameters given by Stephani [32]. The
temperature and velocity results obtained at 90 km are given in Figure 14.

According to the translational temperature (Figure 14a) and velocity (Figure 14b) profiles, the

Figure 13: DSMC contours of normalized Mach number (left), density (middle) and translational temperature
(right) for various accommodation coefficients w at 115 km.
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Figure 14: Influence of the collision model on the temperature (a) and velocity (b) profiles along the control line
obtained with SPARTA at 90 km.

chosen VSS model slightly decreases the shock layer thickness. This is coherent with the fact that
the collision model best-fit procedure described in [32] aims to improve the transport properties
consistency between DSMC and CFD solvers. Indeed, by adjusting the VSS model parameters
to fit the transport properties computed with a CFD code, the DSMC solver behavior should
slightly move towards that of a CFD solver which have a tendency to predict thinner shocks.

The next subsections focus on the surface quantities. They comprise the analysis of the com-
puted aerodynamic results and the comparison of the numerical heat flux with the collected flight
data.

4.2. Aerodynamic results analysis
As previously discussed in introduction, Banyai et al. [7] have investigated in details the

aerodynamic of the IXV between 120 and 85 km, in preparation of the vechicle’s mission. In this
part, the objective is to analyze the effective aerodynamic performance of the vehicle thanks to
the precise knowledge of its flight conditions.

The vehicle coordinate system is defined in Figure 15. Figure 16 shows the evolution of the
aerodynamic coefficients with the altitude and Figure 17 gives the evolution of the pressure and
friction coefficients distributions along the centerline at 115, 100 and 90 km.

The first consequence of the air densification is the rapid increase of the surface pressure
which more than doubles every 5 km. The pressure coefficient progressively decreases and the
stagnation value falls within the range of values predicted by the analytic expression based on the
Pitot Rayleigh formula (Cp,stag = 1.84 for γ = 1.4 and Cp,stag = 1.9 for γ = 1.1). In the meantime,
the skin friction coefficient distribution Cf drops from a mean value of 0.7 at 115 km down to 0.1
at 90 km (Figure 17). As explained in section 4.1, the wall friction diminution comes from the
diminution of the viscous effects approaching the continuum regime.

In terms of aerodynamic forces and moments (Figure 16), the pressure increase induces an
increase in the moment coefficient (Cm,cg), and a diminution of the normal (CN) and axial (CA)
force coefficients. As indicated by Banyai et al. in [7], the small values of Cm,cg (Figure 16b) show
that the vehicle is stable during the transitional portion of the reentry and the progressive increase
toward a null value as it approaches the continuum regime ensures a stable transition towards
the denser layers of the atmosphere. Finally, as envisioned by Banyai et al., for the altitudes
greater than 100 km, the moment resulting from the aerodynamic forces might be incapable of
counteracting the vehicle’s possible inertia due to a disturbance. Nevertheless, the stability shown
by the trajectory data and the nominal behavior of the vehicle indicate that such perturbations
did not occur.
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With respect to the accommodation coefficient, Figure 16 shows that decreasing the accommo-
dation coefficient leads to lower values of CA and to higher values of the aerodynamic coefficients
CN and Cm,cg. As explained by Padilla in [27], a decrease of the accommodation coefficient induces
an increase in the gas energy around the vehicle that benefits the pressure applied to its wall.
This behavior is illustrated in Figure 17a where a significant increase in the surface pressure is
observed at 115 km as the accommodation coefficient is lowered. The friction coefficient behavior
is the opposite (Figure 17b). In accordance with the previous observations, Figures 15 and 17 show
that the sensitivity to the accommodation coefficient decreases sharply as the altitude diminishes.

Figure 15: IXV coordinate system with the center of gravity CG located at (x, y, z) = (2.58, 0,−0.08) m.
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Figure 16: Evolution of the normal and axial force coefficients (a) and pitching moment coefficient (b) obtained
with SPARTA between 115 and 90 km (note that the results for w = 0.5 is given for the 115 km point only).

In DSMC, the surface pressure related quantities are derived from the momentum change
of the impinging particles. Hence, when a particle i impacts a wall element of surface δs, the
momentum change δ~pi writes :

δ~pi = mi

(
~vi
′ − ~vi

)
, (5)

where mi is the particle mass and ~vi
′ and ~vi respectively denote the post and pre-collision velo-

cities of the particle. For each time step ∆t, the pressure components are then derived from the
cumulative momentum change occurring in the given time step. Considering the normal pressure
Ps applied to an element δs in a given time step for instance, its value is computed as :

Ps = −
nt∑
i

δ~pi · ~ns
δs∆t fnum

, (6)

with nt the number of impinging particles during the time step, ~ns the surface element normal
and fnum the ratio of physical particles to the numerical particles.
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The relation (5) shows that since the momentum change is proportional to the particles pre and
post-collision differences, the resulting pressure components are weakly affected by the collision
model, the chemical composition and by the internal energy modes. However, since the surface
pressure is proportional to the free stream density, a significant uncertainty on the density results
yields a roughly similar uncertainty on the aerodynamic coefficients (see Figure 18).
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Figure 17: Influence of the accommodation coefficient on the DSMC pressure (left) and skin friction (right)
coefficient distributions along the vehicle windward centerline at 115 (a-b), 100 (c-d) and 90 (e-f) km.
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Figure 18: Influence of a 15% free stream density uncertainty on the DSMC pressure (left) and skin friction
(right) coefficients distributions along the vehicle windward centerline at 115 (a-b) and 90 (c-d) km.

4.3. Aerothermodynamic results analysis
4.3.1. General analysis

The flight data and the DSMC heat flux along the lines represented in Figure 5 are given
in Figures 19, 20, 21 and 22 for various flight points. In compliance with TASI’s demand, the
Figures including flight data are represented in a non-dimensional form (all values are divided
by the same reference heat flux qref). However, among the 20 thermocouples considered here, the
heat flux of 11 of them are available in appendix of [6].

First focusing on the flight data themselves, Figure 19 shows that between 115 and 100 km,
the thermocouples WT62, WT48 and WT12 located on the windward seem to slowly recover.
Indeed, for these TC, the reconstructed heat flux are abnormally low down to 110 km. For the
lower altitudes, these reconstructed heat flux line up with the values obtained at the neighboring
sensors locations. This tendency could be due to the fact that for the highest altitudes, the wall
temperature value in the windward area is too close to the thermocouple sensitivity. For all
altitudes, the reported values for the thermocouples WT12 and NT2 are not coherent with the
neighboring thermocouples values which indicate probable malfunction.

In Figures 20, 21 and 22, the same tendency is observed. For the altitudes between 115 and 105
km, the experimental heat flux follow the expected shape. However, for the altitudes below 105
km, the thermocouples WT41, WT66 and WT80 located in the shoulder region (θ ∈ [30◦; 50◦]
in Figure 20 to 22) capture the heat flux peak but with a substantially lower magnitude than
that expected in this kind of trailing edge region.

For all altitudes, the standard DSMC results (i.e. with w = 1) are much higher than the flight
data. With respect to the measurements, Table 5 summarizes the relative differences visible in
Figure 19. The surprisingly large differences for the 100 and 95 km altitudes compared to that
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Figure 19: Comparison of the flight data and the DSMC heat flux distribution along the vehicle windward
centerline obtained with various accommodation coefficients at 115 (a), 110 (b), 105 (c), 100 (d), 95 (e) and 90 (f)
km.

of the neighboring flight points suggest that anomalies in the atmospheric conditions might have
occurred for these altitudes.

Furthermore, the results show that, as expected, the atmosphere densification induces a signi-
ficant increase of the convective heat flux and a decrease in its sensitivity to the accommodation
coefficient. Indeed, between 115 and 105 km, the influence of the accommodation coefficient on
the numerical heat flux is significant enough to reach a good agreement with the flight data in the
nose region of the vehicle. However, this aspect is not entirely satisfactory since different values
of the accommodation coefficient are required and permit to match some of the flight data only.

In order to evaluate the possible sources of discrepancies between the numerical results and
the flight data, a sensitivity study to various numerical parameters was performed. These include
the accommodation coefficient, the model of chemistry and the chemical kinetics, the model of
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Figure 20: Comparison of the flight data and the DSMC heat flux distribution along the x = 2.06 m line obtained
with various accommodation coefficients at 115 (a), 110 (b), 105 (c), 100 (d), 95 (e), 90 (f) km.

collision and the uncertainty to free stream conditions.

4.3.2. Sensitivity analysis to the accommodation coefficient
As discussed in the previous section, specular reflections deprive the wall from a certain amount

of the impinging particles energy. When the rarefaction level of the flow is significant enough, this
yields a significantly smaller heat flux, roughly proportional to the accommodation coefficient 2
(see Figures 19a-19c). This is due to the fact that when the accommodation coefficient is smaller,
less thermal energy is transferred to the wall in order to accommodate the gas thermal energy
with that of the wall [27]. As the altitude decreases, here below 100 km, the accommodation

2. The expression of the heat flux in the free molecular regime derived from the kinetic theory yields propor-
tionality between the heat flux and the accommodation coefficient [20].
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Figure 21: Comparison of the flight data and the DSMC heat flux distribution along the x = 3.52 m line obtained
with various accommodation coefficients at 115 (a), 110 (b), 105 (c), 100 (d), 95 (e), 90 (f) km.

coefficient influence gets smaller and smaller until its effect only becomes discernible in the nose
region of the vehicle. This phenomenon can be explained by the particles mean motion which
follows the streamlines driving them away from the nose before wall thermal equilibrium can
be reached. Yet, since the particles remain close to the wall, the stream which contains those
specularly reflected particles travels along the vehicle’s wall and blends with those coming from
the free stream. If thermal equilibrium is not already reached in the wall vicinity, the particles that
were previously specularly reflected keep colliding with the wall sometimes transferring an extra-
amount of energy, superior to that of the particles coming from the free stream and compensating
the part of specularly reflected particles. Ultimately, this can result in identical heat flux down
the nose (see Figures 19d to 19f) and away from the shoulder (i.e. for θ < 40◦ and θ > 50◦ - see
Figures 20d to 20f, 21d to 21f, 22d to 22f).

Finally, given the similarities between the STS and the IXV flights, these results can be ana-
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Figure 22: Comparison of the flight data and the DSMC heat flux distribution along the x = 3.99 m line obtained
with various accommodation coefficients at 115 (a), 110 (b), 105 (c), 100 (d), 95 (e), 90 (f) km.

lyzed concurrently with Moss and Bird’s DSMC work [33] whose results were unable to match
the STS-2 heat flux measurements at 110 km of altitude even with an accommodation coefficient
of 0.5. This inability could be due to an approximate knowledge of the free stream density (60%
greater than ours at 110 km) which probably prevented them from retrieving the measurements
even with a small accommodation coefficient. However, the use of a non diffuse boundary condi-
tion is not necessarily justified and the low value of the STS measurements at 110 km could be
due, like in the IXV case, to an inappropriate instrumentation.

In DSMC, the wall heat flux is computed from the post and pre-collision energy difference of
the impinging particles. Hence, a particle i interacting with the wall would lose the kinetic energy
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δεk,i written as :

δεk,i =
1

2
mi

(
v′2i − v2i

)
. (7)

One must also consider the loss of energy in each internal energy mode δεmode,i :

δεmode,i =

{
ε′mode,i − εmode,i if i is polyatomic,
0 otherwise, (8)

where ε′mode,i and εmode,i respectively denote the post and pre-collision energy of a given internal
mode of energy. Finally, the total heat flux qs that is transmitted to a surface element δs in a
given time step writes :

qs = −
nt∑
i

δεk,i + δεrot,i + δεvib,i
δs∆t fnum

. (9)

This time, equation (7) shows that the heat flux is not function of a simple pre/post-collision
velocity difference (see equation (5)) but rather a second order difference. As a consequence, the
dependency of the heat flux is expected to be greater to some of the factors previously mentioned
(intermolecular collision model and chemical composition).

4.3.3. Sensitivity analysis to the chemical reaction model
The DSMC method provides several models for the simulation of chemical reactions. Although

ab initio based reacting models are under development [34] and have recently proved to be usable
for complex 5-species air reacting flows [35], this kind of model is currently not implemented
in most DSMC codes. The prevalent models are Bird’s Total Collision Energy (TCE) [19] and
Quantum-Kinetic (Q-K) [36, 37] models. The main advantage of the latter being that it takes into
consideration the vibrationally favored aspect of the dissociation reactions [28]. According to Bird
[38], the Q-K and TCE models give similarly good results when they are used with reliable data.
Otherwise, the Q-K model is expected to supersede its homolog. In SPARTA, the Q-K model
is implemented [39, 40] and Figure 23 shows the difference between both models using Park rate
coefficients at 90 km and in the standard conditions.

Although SPARTA log files indicate a significantly different number of each kind of reaction
occurrence, no significant difference is visible in the predicted heat flux. Considering the flowfield
temperature (Ttr < 25000 K), this result supports Bird’s comment in [38] and confirms the
accuracy of the TCE model 40 years after its appearance [28].

In addition to its simplicity and numerical efficiency, the TCE model reaction cross-section
(i.e. probability of reaction) is directly related to the simulated reaction rates. Hence, this model
is capable of capturing any measured equilibrium reaction rate expressed in Arrhenius form while
being applicable to nonequilibrium flows [28]. However, since multiple sets of chemical kinetic

(qnum − qexp)/qexp (%)

Altitude (km) WT62 WT36 WT14 NT1 NT3

115 207 109 109 95 92
110 104 47 40 46 43
105 75 60 45 47 42
100 130 86 71 106 97
95 105 83 83 104 94
90 48 29 26 50 43

Table 5: Summary of the relative difference between the DSMC and the experimental heat flux at various locations
along the centerline.
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Figure 23: Comparison of the flight data and the
DSMC heat flux along the vehicle windward centerline
obtained with two chemical models at 90 km.
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Figure 24: Comparison of the flight data and the
DSMC heat flux along the vehicle windward center-
line obtained with three chemical kinetic models at 90
km.

rate coefficients exist, the TCE model can provide as many solutions as there are chemical kinetic
models. A priori, the behavior of a given global chemical kinetic model can be described as more
or less rapid than another. Indeed, the more rapid the chemical kinetics, the more it is supposed
to dissociate and recombine. However, the recombination reactions require more energy than the
dissociation reactions which is why they generally do not get activated in the very low pressure
conditions of the rarefied regime. Since dissociation reactions are endothermic, they consume a
portion of the flow energy which ultimately yield a smaller heat flux 3. On the contrary, when the
overall chemical kinetics is slower, the heat flux is expected to be greater. In practice, endothermic
reactions are in competition with exothermic reactions (i.e. recombination and reverse exchange
reactions) and the different chemical kinetic models are not that easily classifiable. Indeed, in [42],
Wang et al. investigated the performance of 4 chemical kinetic models (Dunn & Kang, Park 1987,
Park 1991 and Gupta) for heat transfer applied to three hypersonic vehicles (ELECTRE, Apollo
and the Space Shuttle Orbiter). Their results show that for the tested vehicles, the chemical
kinetic models produced heat flux in good agreement with the available flight data and with each
others for simple geometries (i.e. ELECTRE and the Space Shuttle centerline). For the more
complex regions (i.e. Apollo windside shoulder and the Space Shuttle wing leading edge) the
chemical kinetic models evidenced greater discrepancies in the computed heat flux. Another of
their conclusions is that to this day, the chemical kinetics are complex and the related phenomena
are not well understood [42].

The DSMC heat flux obtained with Park, Gupta and Dunn & Kang chemical kinetic models is
given in Figure 24. The influence of the chemical kinetic models is mostly located around the nose
of the vehicle. Indeed, it is the region where the flow is thermally the most severe and thus the
region where the differences in the reaction rates have the major impact on chemical composition
and heat flux. A very good agreement is observed between Park and Dunn & Kang models since
the heat flux obtained with Dunn & Kang coefficients is less than 2% smaller in the nose region
than that obtained with Park’s coefficients. With Gupta’s model, the difference is more important
and an increase of around 6% is obtained in this region with respect to the results obtained with
Park’s model.

In conclusion, the comparison of the chemical kinetic models evidenced moderate differences
in the IXV nose region and negligible discrepancies elsewhere. This can be explained by the fact
that since the thermal conditions are the most severe in the nose region, the chemical phenomena
are more significant and the differences are more pronounced. Nevertheless, a specific choice of

3. This observation is easily visible for instance when the same flow is considered as reacting or not [41].
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chemical or chemical kinetic model does not provide an explanation for the deviations between
the numerical results and the flight data.

4.3.4. Sensitivity anlysis to the collision model
As previously discussed, the VSS collision model configured with Stephani’s parameters [32]

has proved to significantly modify the flowfield around the vehicle at 90 km. Moreover in [33], Moss
and Bird already underlined the importance of the collision model for the numerical reconstruction
of heat flux data. Their paper even indicates that an adjustment of the VHS collision model
parameters could yield a change up to 10% for their heat flux computations.
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Figure 25: Influence of the collision model on the DSMC heat flux distribution along the vehicle windward
centerline at 115 (a) and 90 (b) km. Comparison with flight data.

The results in Figure 25b show that the selected VSS collision model is responsible for absolute
heat flux differences comprised between 10 and 20 kW/m2 respectively in the windward and in the
nose regions. In terms of relative difference, the VSS collision model yields a heat flux reduction of
20% in the windward region and 13% in the nose region. At 115 km, the two collision models give
similar heat flux which is coherent with the fact that at high altitudes, the molecular interactions
are dominated by the gas-surface interactions (Figure 25a).

Although the heat flux obtained at 90 km with the VSS model is much closer to the mea-
surements than the heat flux obtained with the standard VHS model, the collision model alone
does not explain the discrepancies between the numerical results and the flight data. Indeed, the
collision model has a small influence at 115 km and even at 90 km, the relative difference with
respect to the measurements are between 15% (WT36) and 23% (NT3). Moreover, the best-fit
procedure of Stephani [32] was performed between 1000 and 5000 K and at 2300 Pa which does
not exactly correspond to the considered conditions. This suggests that better results might be
obtained with a better set of parameters but the fitting procedure may be challenging over a
wider range of temperature since the VSS model parameters do not depend on the temperature
[20].

4.3.5. Sensitivity analysis to the free stream conditions
Finally, the sensitivity to the free stream density was evaluated. The results of these compu-

tations are given in Figure 26.
For the highest altitude the heat flux is roughly proportional to the density as predicted by

the free molecular theory [19, 20]. Hence at 115 km, the heat flux obtained with 0.85×ρ∞ is 15%
smaller. For the lowest altitude, the theory predicts a dependence of the heat flux proportional to
the square root of the density [43]. In this case at 90 km, the heat flux obtained with 0.85× ρ∞
is 6% smaller. Hence, similarly to the accommodation coefficient, the density plays a major role
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in the heat flux prediction mostly at high altitudes. However, even if its influence and the uncer-
tainty on its value both decrease as the altitude diminishes, above 85 km, the deviation between
the estimated density and its true value is likely to be greater than 15% and can therefore induce
a significant change in the heat flux.
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Figure 26: Influence of a 15% free stream density uncertainty on the DSMC heat flux distribution along the
vehicle windward centerline at 115 (a) and 90 (b) km. Comparison with flight data.

The analysis of the DSMC results evidenced large discrepancies with the flight data. Among
the investigated sources of difference, the accommodation coefficient and the free stream density
proved to have a considerable impact on the heat flux but to a lesser extent at low altitudes.
The results also showed that the chemical factors have a small influence on the computed heat
flux which is noticeable in the nose region only. For the lowest altitudes, the VSS collision model
happens to drive the computed heat flux significantly closer to the measurements, while at 115
km sensibly the same results were obtained with both collision models. An uncertainty slightly
greater than 15% on the free stream density combined with the VSS collision model may lead to
an even better agreement for the lowest altitudes.

5. CFD versus DSMC results analysis

At 90 km, the Knudsen number reaches a value of 3.3× 10−3 which seems close enough to the
continuum limit for the DSMC results to be compared to CFD computations. In order to better
understand the differences between the DSMC results and the measurements, a CFD simulation
was then performed. Unless specified otherwise, the numerical results are those obtained in the
standard conditions introduced in section 3.

5.1. DSMC and CFD flowfield comparison at 90 km
The comparison of the CFD and DSMC results at 90 km is given in Figure 27. From these

results, the following points can be noted :
• The position of the shock layer predicted by the CFD calculations is closer to the wall
than that predicted by the DSMC results.

• The thickness of the shock layer predicted by the CFD calculations is far smaller than that
of the DSMC results.

• The peak of temperature in the shock is much smaller for the CFD results than for the
DSMC ones.

• In the shadow region of the vehicle, the trends of the three contours is in relatively good
agreement in spite of the significant rarefaction level of this area.

27



Figure 27: DSMC and CFD contours of normalized Mach number (left), density (middle) and translational
temperature (right) at 90 km.

Because of the thermal equilibrium assumption and the unique temperature T in CEDRE,
one might question the relevance of comparing this temperature to the DSMC translational tem-
perature (Figure 27) as well as to the translational and internal temperatures (Figure 28a). Thus,
one can define the DSMC overall temperature Tov as follows :

Tov =
3Ttr + 2Trot + 2Tvib

7
, (10)

and compare T to Tov instead. The comparison of T and Tov is given in Figure 28b and shows
a difference of around 14% between the maximal values which seems satisfying. However, the
comparison of these temperatures profiles also indicates a relative difference in the shock layer
distance and shock thickness of respectively 30 and 50% with respect to the DSMC solution.

From a chemical perspective, Figure 28c shows that although the composition amplitudes of
the DSMC computations are closer to the CFD results near the wall, significant discrepancies are
still noticed along the control line. To make sure this was not due to the fact that the recombi-
nation reactions are allowed with CEDRE, a simulation preventing them was performed. The
exact same compositions were obtained indicating that for the pressure conditions encountered at
90 km, recombination reactions do not occur. The chemical composition differences are thought
to be mostly due to the difference in the shock layer profiles (see Figures 28b and 28d). In addi-
tion, Morsa et al. [44] observed significant discrepancies between the DSMC and CFD chemical
compositions and heat flux with the same chemical model. They attributed this deviation to the
methodologies for handling the chemical processes that are different for both approaches.

Finally, Figure 28a shows the significant thermal nonequilibrium visible in the DSMC results
where the internal temperatures remain much smaller than the translational temperature throu-
ghout the shock. In addition, the significant continuum breakdown areas are highlighted in Figure
29, where the KnGLL contours of the CFD results reach values greater than 0.05 in the shock,
near the wall and in the vehicle’s shadow area. This observation is in total contradiction with the
thermal equilibrium assumption of the CFD code. The use of the Navier-Stokes equations in these
conditions is then questionable and the inability to accurately simulate the regions of significant
thermochemical nonequilibrium could explain the large difference in the predicted shock position
and thickness. However, both zoomed areas in Figures 28a and 28d show a good agreement bet-
ween both methods in the near-wall region with similar velocity and temperature values.
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Figure 28: CFD versus DSMC temperature (a)-(b) chemical composition (c) and velocity (d) profiles along the
control line at 90 km.

A wide quantity of work devoted to the investigation of the continuum breakdown and to the
comparison of CFD and DSMC solutions is reported in the literature and examples are given
in Table 6. The first reference [45] shows that with the appropriate slip conditions in the case

Authors CFD solver DSMC solver Flow M∞ Kn Ref.

Holman & Boyd LeMANS MONACO N2 non-reacting 10 to 45 0.002 to 0.25 [45]
Votta et al. H3NS DS2V 5-air reacting 28 0.002-0.01 [46]

Casseau et al. hy2Foam dsmcFoam N2 reacting 20 0.002 [41]
Liechty et al. LAURA MAP 2, 5, 11-air chemically frozen 10-25 0.0005 [30]

Table 6: Some CFD-DSMC comparison references in literature.

of a non-reacting and mono-species flow around a simple object (sphere and cylinder), a good
agreement can be reached between the two solutions for a wide range of Knudsen number. In [30],
the authors simulate a hypersonic flow around a 2D cylinder. They show that for a sufficiently
low Knudsen number and when the DSMC collision model is calibrated in a consistent fashion
with the CFD transport models, both solutions compare very favorably. In the same way but
for a greater Knudsen number, Casseau’s work [41] shows that for a simple reacting flow around
a 2D cylinder, both solutions can reach a satisfactory agreement. However, the consideration of
a reacting 5 species air flow around a more complex geometry (axisymmetric probe) [46] led to
more significant discrepancies between the computed flowfield solutions (difference in the shock
thickness) except in the near-wall region.
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Figure 29: KnGLL field for the CFD solution. In the light gray regions, KnGLL < 0.05, in the gray regions
0.05 < KnGLL < 0.1 and in the black regions KnGLL > 0.1.

In summary, these studies show that both methods can be brought in good agreement if the
Knudsen number is sufficiently small and if the flow as well as the geometry are sufficiently simple.
In the case of a fully reacting flow with more than 2 species and with complex geometries, the
CFD solution converges by design towards a falsely continuous solution with a thin shock layer
located very close to the body. A possible explanation is that for 3D flows, the addition of one
dimension increases the norm of the density gradient and accentuates the continuum breakdown.

5.2. Aerodynamic results analysis
In spite of the differences that were raised previously, Figure 30 shows the excellent agreement

between SPARTA and CEDRE with respect to the pressure coefficient distribution along the
centerline. Concerning the skin friction coefficient, a relative difference between 20 and 30% is
shown along the windward but an excellent agreement is visible in the nose region.

Since the contribution of the skin friction to the aerodynamic coefficients is negligible compared
to the pressure, a good agreement was still reached. Indeed, for the normal force coefficient and the
axial force coefficient, relative differences of around 2% were observed between both solvers. For
the pitching moment coefficient, a relative difference of 10% was obtained (see Table 7). In addition
to the fact that the pitching moment coefficient is a more sensitive quantity, this difference might
be explained by the discrepancy in the normal pressure distribution at the bottom of the windward
and in the flap area (see Figure 31). With the VSS collision model, although a slightly better
agreement is reached for the pitching moment coefficient, the discrepancies between the DSMC
and CFD solutions are slightly larger for the axial and normal forces coefficients. Unfortunately,
no experimental values are available for these aerodynamic quantities.
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Figure 30: CFD vs DSMC pressure (a) and skin friction (b) coefficient distributions along the vehicle windward
centerline at 90 km.

Solver CA CN Cm,cg

SPARTA VHS -0.296 0.882 -0.05
SPARTA VSS -0.309 0.877 -0.051

CEDRE -0.290 0.896 -0.055

Table 7: CFD and DSMC aerodynamic coefficients at 90 km.

Figure 31: Comparison of the DSMC (left) and CFD (right) pressure contours on the vehicle windward at 90 km.

5.3. Aerothermodynamic results analysis
Figure 32 shows the comparison of the flight data with the DSMC and CFD computations.

In the nose region (Figure 32a), the relative difference between the flight data and the CFD
results is of 10% only, while the relative difference between CEDRE and the standard SPARTA
computations is of 30%. With respect to the VSS based computation, a much better agreement
is observed between the two methods and a difference of around 14% only is obtained in the nose
region. Going away from the centerline (Figures 32b to 32d), the gap between the two methods
decreases significantly and a good agreement is reached in the side and leeward regions.

In comparison to the flight data, the CFD results are surprisingly good considering the li-
mitations pointed out in section 5.1. The object of this section is then to understand why the
discrepancies between both solvers vary that much and whether such behavior should be expected
or not.
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Figure 32: Comparison of the flight data, the CFD and DSMC heat flux distributions along the vehicle windward
centerline (a), at x = 2.06 m (b), at x = 3.52 m (c) and at x = 3.99 m (d) at 90 km.

In terms of models differences between the two solvers, the major drawback of CEDRE is
that it is not provided with a vibrational temperature. It is quite complicated to quantify how
the addition of such functionality would affect the results but the energy conservation principle
suggests that adding an internal mode of energy should only weakly change the wall heat flux.
This was confirmed with a DSMC computation in which the vibrational mode of energy was not
activated. At 90 km, this simulation yielded a wall heat flux 3% smaller than that of the standard
conditions. Hence, the lack of a vibrational temperature in the CFD solver does not explain the
heat flux deviation between both methods but it could still slightly improve their agreement.

Furthermore, in CFD solvers, the convective heat flux is obtained from Fourier’s law which
gives the expression of its conductive part and Fick’s law which defines the expression of its
diffusive part. Mathematically, the wall heat flux q is written :

q = (κmix ∂xT )w︸ ︷︷ ︸
conductive part

+

(∑
i

ρDi hi ∂xCi

)
w︸ ︷︷ ︸

diffusive part

, (11)

where κmix is the mixture conductivity, ∂xT is the temperature gradient,Di is the ith component of
the mixture molecular diffusion coefficient, hi is the enthalpy of species i and ∂xCi is the gradient
of the species i mass fraction.

For a non-catalytic boundary condition, the diffusive part cancels out and the convective
heat flux is simply given by its conductive part. Equation (11) then suggests that for a given
thermal gradient, the conductive heat flux only depends on the mixture conductivity which usually
depends on the species viscosity and conductivity as well as on the mixture viscosity. All these
parameters can be computed with various approximations.
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In [30], Liechty et al. compared the DSMC and CFD mixture viscosity and conductivity in
the Chapman-Enskog framework. For their computations, the CFD transport models are based
on ab initio data and the DSMC stagnation heat flux is greater than that of CFD computation
by 5% (VSS model) and 10% (VHS model) for the Mach 25 case.

In [41], the species viscosity and conductivity are respectively computed with Blottner and
Eucken’s formula while the mixture quantities are obtained with the Armally-Sutton mixing law.
With these models, the stagnation heat flux of the CFD computations is greater than that of the
DSMC by values comprised between 20 and 30%.

Finally, in [46], Votta employed Yun and Mason collision integrals for the computation of the
species viscosity, Eucken’s formula for the species conductivity and the mixture quantities were
computed with Wilke’s formula. For their computations at 85 km, their CFD solver gave a wall
heat flux distribution around 60% smaller than the DSMC solution for the non-catalytic case.
For the fully-catalytic computations the relative difference was of only 10%. However, for both
boundary conditions, the authors noted that the absolute difference in the heat flux distribution
was approximately the same (between 30 and 40 kW/m2) confirming that the gap between both
methods lies in the conductive part of the heat flux.

In CFD, there are a large number of models for the computation of the species and mixture
transport properties. These models can assume different kind of relationships between the species
and mixture quantities which are determining for the computation of the mixture conductivity and
ultimately for the computation of the heat flux. Reddy and Sinha [47] investigated the influence of
the species viscosity model on the surface heat flux of Fire II at 35 km. Their results showed a slight
increase in the shock stand-off distance and a 10% increase in the wall heat flux with a collision-
integral based species viscosity instead of the Blottner model. In the same way, Palmer and
Wright [48] evidenced significant variations of mixture viscosity from one model to another as the
temperature increases for an 11-air mixture at 100 kPa. With Eucken’s formula for instance, the
mixture conductivity is directly proportional to the mixture viscosity. In this case, an important
change in the mixture viscosity yields the same change in the mixture conductivity and in the heat
flux. In addition, as explained by Boyd in [20], Eucken’s formula is known to gain in accuracy in
the near-equilibrium limit but for the simulation of a rarefied flow presenting a significant degree
of continuum breakdown, one might question the applicability of such approximation.

In conclusion, among the various transport quantities approximations, their applicability to
the simulation of a rarefied flow is a major concern for ensuring the computation of a consistent
heat flux. In addition, a rapid examination of two references evidenced the large sensitivity of the
transport properties and more generally of the heat flux to the chosen approximations and leads
to think that for the same free stream conditions, non-negligible heat flux deviations could be
obtained with the same CFD solver.

6. Conclusions

For the first time, a post-flight reconstruction of the IXV rarefied portion of the reentry was
performed with the DSMC code SPARTA between 115 and 90 km. At 90 km, CFD computations
were also made with CEDRE, in order to compare both methods in the near-continuum limit. The
IXV measurements constitute a unique mean of numerical evaluation through the consideration
of the reconstructed heat flux at 20 locations on the vehicle.

First, the paper drew up an overview of the IXV mission through the description of the geo-
metry and the trajectory of the vehicle as well as its instrumentation. Then, the results obtained
with two numerical approaches (DSMC and CFD) were analyzed and compared to the available
flight data. In this way, the impact of various numerical parameters was assessed. Among these
parameters, the accommodation coefficient, the collision model and the chemical models were
investigated. Finally, the effects of the free stream density uncertainty on the wall quantities was
quantified.
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The investigation of the flowfield highlighted several aspects of interest such as the rarefaction
and accommodation coefficient effects on the shock structure and the decrease of the accommoda-
tion coefficient role as the altitude diminishes. At 90 km, significant discrepancies were observed
between both methods flowfield solutions (shock wave position and thickness) but coherent results
were obtained in the near wall region. The main differences between the two methods are probably
due to the significant amount of continuum breakdown at 90 km as well as to the differences of
conductivity and thermal diffusivity.

Concerning the flight data, some high altitude sensors present anomalies bringing into question
their reliability. Indeed, on the windward region, some thermocouples (WT62 and WT48) slowly
recover over time which is probably due to the fact that at high altitudes, the wall temperature
distribution is too close to the thermocouple minimal measurable value. For some other thermo-
couples (NT2 and WT12), the reported values are simply off for all altitudes which indicate a
probable malfunction. In a general manner, the capacity of the sensors to measure the correct
temperature is questioned. From a numerical perspective, the DSMC results showed the capacity
of the method to partially approach the levels of the recorded heat flux above 105 km by using
a non fully diffuse gas-surface interaction model but with two distinct accommodation coefficient
values. Moreover, the influence of this parameter decreases with the altitude and cannot explain
the global DSMC overestimation of the flight data. At 115, 100 and 95 km relative differences in
the nose region are comprised between 90 and 110% and between 40 and 50% at 110, 105 and
90 km. For the highest altitudes, the sensitivity analysis showed that a portion of the gap can be
attributed to the uncertainty on the free stream density while the VSS collision model enabled to
considerably improve the numerical results at 90 km. Concerning the chemical models, the results
showed that the heat flux was weakly affected by this factor.

For the lowest flight point, a very good agreement between the CFD and the DSMC was obtai-
ned for the aerodynamic quantities but unfortunately, no flight data are available. With respect
to the heat flux prediction, discrepancies of around respectively 30% (VHS model) and 15% (VSS
model) were observed between both methods in the standard conditions and a good agreement
was found between CEDRE and the measurements. Nevertheless, since for real conditions the
wall is necessarily partially catalytic, the heat flux of the numerical solutions computed with a
non-catalytic assumption is expected to be smaller than the measurements. Here, even the CFD
solution which provided the smallest heat flux overestimates the measurements. Moreover, the
analysis of the models for the transport quantities suggests that there is room for the CFD heat
flux adjustment towards the DSMC solution. In this case, a better agreement between both me-
thods would drive the CFD solution further away from the flight data. A significant uncertainty
on the free stream density could be responsible for this disagreement. As for now, the DSMC
method appears to provide a more conservative solution.

Finally, the IXV rarefied reentry is a challenging study case and this work raises many ques-
tions. First the instrumentation seems to be unreliable in highly rarefied conditions. It underlines,
once more, the necessity to design high altitude flight experiments with adequate sensors. The
sensitivity analysis also showed the need to perfectly know the atmospheric environment in order
to only focus on the numerical models. Finally, complementary efforts must be carried in order
to reach consistence between the two methods both for the flowfield and the surface quantities.
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