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The Hilbert transform on the real line is defined by

\[ Hf(x) = p.v. \frac{1}{\pi} \int_{\mathbb{R}} f(y) \frac{1}{x-y} \, dy \]

which is

\[ \hat{H}f(\xi) = -i \frac{\xi}{|\xi|} \hat{f}(\xi) \]

and

\[ H \circ \sqrt{-\Delta} = \partial. \]

In \( \mathbb{R}^N \) the Riesz transforms are

\[ R^i \circ \sqrt{-\Delta} = \partial_i \]
In this lecture, we are interested in Riesz transforms on products of discrete abelian groups of a single generator 1, for example $\mathbb{Z}^N$.

Discrete first derivatives:

$$\partial^i_+ f(n) = f(n + 1_i) - f(n)$$

and

$$\partial^i_- f(n) = f(n) - f(n - 1_i)$$

Discrete Laplace:

$$\Delta f(n) = \sum_{i=1}^{N} \partial^i_+ \partial^i_- f(n) = \sum_{i=1}^{N} [f(n + 1) - 2f(n) + f(n - 1)]$$

There are two choices of Riesz transforms for each direction

$$R^i_\pm \circ \sqrt{-\Delta} = \partial^i_\pm$$
The $N$ second order discrete Riesz transforms are

$$R_i^2 = R_+^i R_-^i$$

We are concerned with operators of the form

$$R_\alpha^2 = \sum_{i=1}^{N} \alpha_i R_i^2$$

where $|\alpha_i| \leq 1$. 
In the classical situation, $\mathbb{R}^2$, this includes

$$ R_1^2 - R_2^2 = \text{Re}B $$

where $B$ is the Beurling Ahlfors operator. The following estimate is due to Nazarov and Volberg:

$$ \| \text{Re}B \|_{L^p(\mathbb{R}^2) \to L^p(\mathbb{R}^2)} \leq p^* - 1 $$

Sharpness is due to Geiss, Montgomery-Smith, Saksman.
Our Theorem

Theorem (Domelevo, P. (2014))

If \( \|\alpha\|_{\infty} \leq 1 \) and \( G = \mathbb{Z} \) or \( G = \mathbb{Z}/m\mathbb{Z} \) then

\[
\|R^2_{\alpha}\|_{L^p(G^N) \to L^p(G^N)} \leq p^* - 1 = \max \left\{ p - 1, \frac{1}{p - 1} \right\}
\]

The estimate is sharp for products of infinite groups and sharp for products of finite groups if one requires a uniform estimate that holds for all orders \( m \).

In the real valued case and when \( 0 \leq a \leq \alpha_i \leq b \leq 1 \forall i \) the estimate can be improved to the so called Choi constants. They are better than \( p^* - 1 \) but less explicit. This case includes all single second order Riesz transforms \( R^2_{i} \). Here \( a = 0 \) and \( b = 1 \).
Our contribution

Discretizations and Finite Difference Schemes

\( \mathbb{Z} \) is a special and very regular discretization of \( \mathbb{R} \) while \( \mathbb{Z}/m\mathbb{Z} \) discretizes \( \mathbb{T} \).

In the finite difference scheme with the mesh and derivatives defined as above, the discrete Riesz transforms can be regarded as a finite difference approximation of classical Riesz transforms.

By considering finer meshes, we see that our estimates recover the Nazarov-Volberg estimate (but not vice versa) and that we inherit sharpness from that of the respective continuous settings.
What we know: Sharp $L^p$ estimates.

Two prototypes, two functions:
- periodic Hilbert transform
- differentially subordinate martingales

In both cases, the estimates are obtained by the discovery of a special function of several variables that is characteristic in some sense for the problem.
Theorem (Pichorides)

Let $f$ be $2\pi$ periodic and $\tilde{f}$ its conjugate function. Then the best constants in Riesz's theorem are

$$\|\tilde{f}\|_p \leq A_p \|f\|_p$$

where $A_p = \tan\left(\frac{\pi}{2p}\right)$ when $1 < p \leq 2$ and $\cot\left(\frac{\pi}{2p}\right)$ when $p > 2$. 
Essén’s proof.

Let $f$ be harmonic on the disk and $\tilde{f}$ its conjugate function with $\tilde{f}(0) = 0$. So that $F = f + i\tilde{f}$ analytic.

Suppose $1 < p < 2$ and we have a function $G : \mathbb{C} \rightarrow \mathbb{R}$ with the following properties:

- $G(x) \leq 0$ for $x \in \mathbb{R}$
- $G(z)$ superharmonic in $\mathbb{C}$
- $G(z) \geq |z|^p - \cos^{-p}\left(\frac{\pi}{2p}\right)|x|^p$ for $z \in \mathbb{C}$ where $x = \text{Re}z$

then plug $F(re^{i\varphi})$ into $G$ and integrate over $\varphi$:

$$|F(re^{i\varphi})|^p \leq \cos^{-p}\left(\frac{\pi}{2p}\right)|f(re^{i\varphi})|^p + G(F(re^{i\varphi}))$$

It is then easy to pass to Pichorides estimate.
Essén’s function

\[ G(z) = \]

\[ |z|^p - \cos^{-p}\left(\frac{\pi}{2p}\right)|x|^p \]

when \( \frac{\pi}{2p} < |\arg(z)| < \pi - \frac{\pi}{2p} \)

\[ - \tan\left(\frac{\pi}{2p}\right)|z|^p \cos(p \arg(z)) \]

when \( |\arg(z)| < \frac{\pi}{2p} \)

\[ - \tan\left(\frac{\pi}{2p}\right)|z|^p \cos(p(\pi - |\arg(z)|)) \]

when \( 0 \leq \pi - |\arg(z)| < \frac{\pi}{2p} \)
Consequences

Mid to late 90s:

- Riesz transforms in $\mathbb{R}^N$: Iwaniec, Martin.
- Riesz transforms on compact Lie groups: Arcozzi.

The $L^p$ norms of the discrete Hilbert transform(s) is a famous open question.
Also interesting:

Sharp $L^p$ estimates are merciless and rigid.

Just ‘any’ estimate is usually not interesting

Dimensional behavior of related questions IS.

Sometimes one sees that the obstacle is exactly the same.
What we know: dimensional behavior in $L^p$ of Riesz vector

The square function of the Riesz vector or $\ell^2$ of the Riesz vector $f \mapsto |\overrightarrow{R_i f}|_{\ell^2}$ has dimensionless $L^p$ bounds in

- $\mathbb{R}^N$ (Stein/Pisier/Dragicevic, Volberg)
- Gaussian setting (Meyer/Pisier/Dragicevic, Volberg)
- Heisenberg group (Coulhon, Mueller, Zienkiewicz/Piquard)
- Riemannian manifolds (Carbonaro, Dragicevic)
What we know: dimensional behavior in $L^p$ of Riesz vector

Francoise Piquard:

In $\mathbb{Z}^N$ this dimension-free behavior is only seen for $p \geq 2$ and there is a dimensional growth when $1 < p < 2$.

Positive result: non-commutative methods.

Negative result: uses the fact that functions can have non-zero derivatives outside of their support.
We try to arrive at a contradiction for
\[
\|\partial_+^k F\|_{L^p(\ell^2)} \leq C_p \|(-\Delta)^{1/2} F\|_{L^p}
\]
with \(C_p\) independent of dimension.

To construct test functions \(F\), choose tensor products made of \(f : \mathbb{Z} \to \mathbb{R}\) supported in \(A = \{-1, 1\}\):
\[
f = -\chi_{\{-1\}} + \chi_{\{1\}}\text{ (nearly any mean 0 function will do)}
\]

Then \(\|F\|_{L^p} = \|f\|_{L^p}^N\) and \(\partial_+^k F(x) = \partial_+^k f(x_k) \prod_{j \neq k} f(x_j)\).
Lamberton’s/Piquard’s example

Thus

$$\sqrt{N} \left\| 1_{A^c} \partial_+ f \right\|_{L^p} \leq C_p \sqrt{N} \left\| \partial_+ \partial_- f \right\|_{L^p}^{1/2} \left\| f \right\|_{L^p}^{1/2}.$$ 

When \( \left\| 1_{A^c} \partial_+ f \right\|_{L^p} \neq 0 \) this is impossible for \( p < 2 \). Recall \( f = -\chi_{\{-1\}} + \chi_{\{1\}} \) and \( A = \{-1, 1\} \) and thus \( \partial_+ f \) has support outside of \( A \).
Elements of our proof

Burkholder’s Estimate

Theorem (Burkholder)\[ (\Omega, \mathcal{F}, \mathbb{P}) \text{ probability space with filtration } \mathcal{F} = (\mathcal{F}_n)_{n \in \mathbb{N}}. \ \text{X and Y complex valued martingales with differential subordination:} \]

\[
|Y_0(\omega)| \leq |X_0(\omega)|
\]

\[
|Y_n(\omega) - Y_{n-1}(\omega)| \leq |X_n(\omega) - X_{n-1}(\omega)|
\]
a.s. in \( \Omega \). Then

\[
\|Y\|_p \leq (p^* - 1)\|X\|_p, 1 < p < \infty
\]
Consequences

- Second order Riesz transforms (Nazarov, Volberg)
- advances on the Beurling operator
- estimates for certain more general differentially subordinate martingales
Elements of our proof

Dyadic martingale in $[0, 1]$

Dyadic system

$$\mathcal{D} = \{[l2^{-k}, (l+1)2^{-k}] : 0 \leq l < 2^k, k \geq 0\}$$

$$\{h_I : I \in \mathcal{D}\}$$ is an orthonormal basis in $L^2([0, 1])$ and so

$$f(x) = \int_0^1 f(t)dt + \sum_{I \in \mathcal{D}} (f, h_I) h_I(x)$$

When taking only ‘large’ intervals, obtain approximations of $f$. 
Burkholder’s estimate: weak form

For a fixed \( f : [0, 1] \to \mathbb{C} \) and dyadic system \( h_I : I \in \mathcal{D} \) with sequence \( |\sigma_I| = 1 \) build a pair of differentially subordinate martingales

\[
X_0 = \int_0^1 f(t)\,dt \quad \text{and} \quad X_n = \sum_{I \in \mathcal{D}, |I| \geq 2^{-n}} (f, h_I) h_I
\]

\[
Y_0 = \int_0^1 f(t)\,dt \quad \text{and} \quad Y_n = \sum_{I \in \mathcal{D}, |I| \geq 2^{-n}} \sigma_I (f, h_I) h_I
\]

Differential subordination: \( Y_0 = X_0 \) and \( |Y_n - Y_{n-1}| = |X_n - X_{n-1}| \) pointwise.
Burkholder’s estimate: weak form

With \( T_\sigma f = \sum_{I \in \mathcal{D}} \sigma_I(f, h_I)h_I \), Burkholder’s theorem asserts that

\[
\sup_{\sigma} \| T_\sigma \|_{p \to p} \leq p^* - 1
\]

In its weak form, this becomes

\[
\sup_{\sigma} |(T_\sigma f, g)| \leq (p^* - 1) \| f \|_p \| g \|_q
\]

or by choosing the worst \( \sigma \):

\[
\sum_{I \in \mathcal{D}} |(f, h_I)(g, h_I)| \leq (p^* - 1) \| f \|_p \| g \|_q
\]
Burkholder’s theorem in its weak form

\[
\sum_{I \in \mathcal{D}} |(f, h_I)(g, h_I)| \leq (p^* - 1) \|f\|_p \|g\|_q
\]

takes the localized form

\[
\frac{1}{4|J|} \sum_{I \in \mathcal{D}, I \subseteq J} |I| \|\Delta_I f\| \|\Delta_I g\| \leq (p^* - 1) \langle |f|^p \rangle_{I}^{1/p} \langle |g|^q \rangle_{I}^{1/q}
\]

where \( \langle h \rangle_I = \frac{1}{|I|} \int_I h(t) dt \) mean value of \( h \) over \( I \) and \( \Delta_I h = \langle h \rangle_{I_+} - \langle h \rangle_{I_-} \) the dyadic derivative.
The estimate

\[
\frac{1}{|J|} \sum_{I \in \mathcal{D}, I \subseteq J} \frac{1}{4} |I| \| \Delta_I f \| \| \Delta_I g \| \leq (p^* - 1) \left( \langle |f|^p \rangle_I \right)^{1/p} \left( \langle |g|^q \rangle_I \right)^{1/q}
\]

is a statement about relations of

\[ f = \langle f \rangle_I, \quad g = \langle g \rangle_I, \quad F = \langle |f|^p \rangle_I, \quad G = \langle |g|^q \rangle_I \]

Clearly \( |f|^p \leq F \) and \( |g|^q \leq G \).
Bellman function

By setting up a natural extremal problem, Burkholder’s estimate implies the existence of a function $B$ defined on the domain

$$D_p = \{(F, G, f, g) \in \mathbb{R} \times \mathbb{R} \times \mathbb{C} \times \mathbb{C} : |f|^p \leq F, |g|^q \leq G\}$$

with range

$$0 \leq B(F, G, f, g) \leq (p^* - 1)F^{1/p}G^{1/q}$$

and convexity

$$-d^2 B(F, G, f, g) \geq 2|df||dg|$$
Elements of our proof

Bellster, for those who don’t believe

Variables (real)

\((F, G, f, g) : f^p \leq F, g^q \leq G\)

let \(X^p = \frac{f^p}{F}, \ Y^q = \frac{g^q}{G}\)

\(B_0 = \frac{(p - 1) + (h - p)Y^q h^{q-1} + XY[(p - 1)Y^q h^q + (1 - p)h]}{|1 - Y^q h^q|} X^{1/p} Y^{1/q}\)

and \(h\) solves

\((p - 1)Y^{2q-1} h^{2q-2} + XY^q h^q - p(1 + XY)Y^{q-1} h^{q-1} + Y^{q-1} h^{q-2} + (p - 1)Y = 0\)
Bellman function

Midpoint concavity is equivalent to concavity.

\[-d^2 B(x, y) \geq 2|dx||dy|\]

iff

\[B(x, y) - \frac{1}{2} B(x_+, y_+) - \frac{1}{2} B(x-, y-) \geq \frac{1}{4} |\Delta x||\Delta y|\]
Bellman function

Infact, any such function proves the dyadic version of Burkholder's theorem.

\[ |J|(p^* - 1)\langle |f|^p \rangle^1/p \langle |g|^q \rangle^1/q \geq |J|B(v_J) \geq |J_+|B(v_{J_+}) + |J_-|B(v_{J_-}) \]

\[ + \frac{1}{4} |J|\langle |\Delta_J f| \rangle \langle |\Delta_J g| \rangle \]

\[ \geq \ldots \]

\[ \geq \sum_{I \subset J, |I| = 2^{-n}|J|} |I|B(v_I) \]

\[ + \frac{1}{4} \sum_{I \subset J, |I| > 2^{-n}|J|} |I|\langle |\Delta_I f| \rangle \langle |\Delta_I g| \rangle \]
Dyadic heat extension

\[ 2\langle f \rangle_I = \langle f \rangle_{I_+} + \langle f \rangle_{I_-} \]
**Fourier Analysis**

\[ \hat{\cdot} : (f : \mathbb{Z}^N \to \mathbb{C}) \to (\hat{f} : \mathbb{T}^N \to \mathbb{C}) \]

\[ f(\vec{n}) \mapsto \hat{f}(\vec{\xi}) = \sum_{\vec{n} \in \mathbb{Z}^N} f(\vec{n}) e^{-2\pi i \vec{n} \cdot \vec{\xi}} \]

\( \partial_{\pm}^j, \Delta, R_{\pm}^j \) are multiplier operators.

For example

\[ \widehat{R_j^2} = \widehat{R_j^+ R_j^-} = \frac{-4 \sin^2(\pi \xi_j)}{4 \sum_i \sin^2(\pi \xi_i)} \]
Heat Extension

\( f : \mathbb{Z}^N \rightarrow \mathbb{C} \). Its heat extension is \( \tilde{f} : \mathbb{Z}^N \times [0, \infty) \rightarrow \mathbb{C} \) with

\[
\tilde{f}(t, \vec{n}) = e^{t\Delta} f(\vec{n})
\]

Using basic Fourier analysis, semigroups or integration by parts, one derives the formula: if \( \hat{g}(0) = 0 \) then

\[
(f, R^2_j g) = -2 \int_0^\infty \sum_{\mathbb{Z}^N} \partial^j_+ \tilde{f}(\vec{n}, t) \partial^j_+ \tilde{g}(\vec{n}, t) dt
\]

and observes its similarity to the model

\[
(T_{\sigma} f, g) = \sum_{I \in \mathcal{D}} \sigma_I(f, h_I)(g, h_I) = \frac{1}{4} \sum_{I \in \mathcal{D}} \sigma_I(\langle f \rangle_{I^+} - \langle f \rangle_{I^-})(\langle g \rangle_{I^+} - \langle g \rangle_{I^-}).
\]

\(|I| \sim t\) dyadic heat extension vs heat extension, space derivatives
Elements of our proof

Heat Extension

Integer grid $\mathbb{Z}^2$
Heat Extension

Heat extension $\mathbb{Z}^2$
Bellman transference

Instead of

\[ b(I) = B(\langle |f|^p \rangle_I, \langle f \rangle_I, \langle |g|^q \rangle_I, \langle g \rangle_I) \]

evaluate

\[ b(\vec{n}, t) = B(\tilde{|f|^p}, \tilde{f}, \tilde{|g|^q}, \tilde{g})(\vec{n}, t) \]

\[ b(I) - \frac{1}{2} b(I_+^\ast) - \frac{1}{2} b(I_+) \] estimate becomes \((\partial_t - \Delta) b\).

For classical heat equations, say in \((x, t)\) this transference works perfectly:

\[ (\partial_t - \Delta) b = (-d^2 B(\tilde{\nu})\tilde{\nu}_x', \tilde{\nu}'_x) \]

because \(\tilde{\nu}\) solves the heat equation.

In the discrete case: lack of chainrule.
Elements of our proof

Faux Amis

\[
\frac{1}{4|J|} \sum_{I \in \mathcal{D}, I \subseteq J} |I| \|\Delta_I f\| \|\Delta_I g\| \leq (p^* - 1) \langle f^p \rangle_j^{1/p} \langle g^q \rangle_j^{1/q}
\]

loves

\[
2 \int_0^\infty \int_{\mathbb{R}^N} |\partial^j \tilde{f}(\vec{x}, t) \partial^j \tilde{g}(\vec{x}, t)| \, dx \, dt
\]
Faux Amis

\[
\frac{1}{4|J|} \sum_{I \in \mathcal{D}, I \subseteq J} |I| |\Delta_I f| |\Delta_I g| \leq (p^* - 1) \langle f^p \rangle_j^{1/p} \langle g^q \rangle_j^{1/q}
\]

tolerates

\[
2 \int_0^\infty \sum_{\mathbb{Z}^N} |\partial_+^j \tilde{f}(\vec{n}, t) \partial_+^j \tilde{g}(\vec{n}, t)| \, dt
\]

\[
2 \int_0^\infty \int_{\mathbb{R}^N} |\partial_+^j \tilde{f}(\vec{x}, t) \partial_+^i \tilde{g}(\vec{x}, t)| \, dx \, dt
\]
Faux Amis

\[ \frac{1}{4|J|} \sum_{I \in \mathcal{D}, I \subseteq J} |I| \|\Delta_I f\| \|\Delta_I g\| \leq (p^* - 1) \langle f^p \rangle_J^{1/p} \langle g^q \rangle_J^{1/q} \]

seems to deeply dislike

\[ 2 \int_0^\infty \sum_{\mathbb{Z}^N} |\partial^j_+ \tilde{f}(\vec{n}, t) \partial^j_- \tilde{g}(\vec{n}, t)| \, dt \]

\[ 2 \int_0^\infty \sum_{\mathbb{Z}^N} |\partial^j_+ \tilde{f}(\vec{n}, t) \partial^i_+ \tilde{g}(\vec{n}, t)| \, dt \]
Other second order Riesz

Second order Riesz always win

- Linear weighted norm inequalities
- Linear UMD
- Discrete sharp estimate

S. Petermichl (Université Paul Sabatier)

Sharp $L^p$ estimates
Other second order Riesz

Sharp weighted estimates

\[ L^2(w) = \left\{ f : \|f\|_w = \sqrt{\int f^2 w} < \infty \right\} \]

\[ Q_2(w) = \sup_B \frac{1}{|B|} \int w \cdot \frac{1}{|B|} \int w^{-1} \]

\[ \| T \|_{L^2(w) \to L^2(w)} \leq Q_2(w) \]

1. \( \equiv 1 \) for \( R^2, B \) due to P., Volberg
2. \( \equiv 1 \) for \( H, R \) due to P.
3. \( \equiv 1 \) for all CZO due to Hytönen then Lerner
Linear UMD problem

Banach space $B$ is UMD $\iff T$ bounded $L^p(\mathbb{R}, B) \to L^p(\mathbb{R}, B)$.

\[ \|T\|_{L^p \to L^p} \leq C_{p, \text{UMD}}^p \]

1. $?=1$ for $\mathbb{R}^2, B$ due to Geiss, Montgomery-Smith, Saksman
2. $?=1$ for some even CZO due to Pott, Stoica
Discrete $L^p$

$T : L^p(\mathbb{Z}^N) \rightarrow \mathbb{C}$

1. $p^* - 1$ optimal for $R^2$
...almost always: classical $L^p$ bounds

First $H$ and $R$, then $R^2$.

what about $B$...