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Abstract

We have recently proposed, in [21], a compressible two-phase unconditionally hyperbolic model able to deal with a

wide range of applications: interfaces between compressible materials, shock waves in condensed multiphase mixtures,

homogeneous two-phase flows (bubbly and droplet flows) and cavitation in liquids. One of the difficulties of the model,

as always in this type of physical problems, was the occurrence of non-conservative products. In [21], we have proposed

a discretisation technique that was without any ambiguity only in the case of material interfaces, not in the case of

shock waves. This model was extended to several space dimensions in [24], In this paper, thanks to a deeper analysis of

the model, we propose a class of schemes that are able to converge to the correct solution even when shock waves

interact with volume fraction discontinuities. This analysis provides a more accurate estimate of closure terms, but also

an accurate resolution method for the conservative fluxes as well as non-conservative terms even for situations involving

discontinuous solutions. The accuracy of the model and method is clearly demonstrated on a sequence of difficult test

problems.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Multiphase flows are involved in a huge amount of fundamental and industrial applications while

multiphase mixtures may have several origins. Usually they are consequences of a physical mixing process

of several fluids or materials. But in some circumstances, they may come from artificial (numerical)
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smearing of contact discontinuities separating fluids of different physical and chemical properties, this is

what we call numerical mixtures.

In this paper, we are interested in the numerical approximation of compressible inviscid multiphase

flows. Although we are aware that viscous terms and turbulence can be omitted only in very special sit-

uations, this is nevertheless, from a numerical point of view, a fundamental situation. If one is interested in

the simulation of compressible viscous or turbulent multiphase flows, one of the building block of the

numerical scheme is nevertheless the scheme aimed at the approximation of the convective and acoustic

phenomena; this is precisely the topic of this paper.
In a previous work [21], we have proposed an unconditionally hyperbolic model able to deal with

physical mixtures as well as with numerical ones. It is written as a sum of conservative and non-conservative

product terms, complemented with pressure and velocity relaxation terms, which, as explained in this

reference, modelise micro-scale phenomena. The model of [21] is another interpretation of the Baer and

Nunziato [3] model for wave propagation in compressible mixtures. In the same reference, a new numerical

method able to deal with compressible mixtures, as well as interface problems, was developed.

However, the model and the method of [21] were suffering of some imperfections:

• The closure laws for the average interfacial velocity and pressure were left unclear. This is not surprising
because there is no known solution to this closure problem. It is usually considered as mixture topology

dependent and is one of the major issue in two-phase flows modeling. However, the choices we made

were not really important for the applications we considered.

• The approximation of the non-conservative terms, involving the volume fraction gradient, the interface

pressure and velocity, was carefully done for contact discontinuities, but was left unclear for shock in-

teraction with volume fraction discontinuities.

The question of how to discretise the non-conservative terms occurring in two-phase flow problems has

already been addressed by many authors including [3,4,8,9,13,15], etc. In [13], these terms were canceled,
thus eliminating the difficulty. In [3,4,8,9,13,15] the shock relations are derived without considering any

variation of the volume fraction at shock front. The volume fraction is evolving with the convective velocity

(gas or solid velocity or velocity of the mixture) which is different of the shock velocity. Indeed, if the

analysis is conducted with the hyperbolic system without relaxation terms, the result seems plausible. But

physical situations always involve relaxation terms which are the trace of micro-scale phenomena, such as

bubble expansion or compression. These relaxation terms involve volume variations inside the shock front,

hence there are some difficulties to determine rigorously shock relations, and of course the associated

numerical approximations. Moreover, there are physical situations where volume fraction varies across
shock front due to mass transfer : detonation, cavitation and condensation problems. In this paper, we also

show that these relaxation terms have a direct connection to non-conservative ones, thus they cannot be

omitted. In fact, we show that part of the non-conservative terms are relaxation terms.

In most models for two-phase flows, the system of PDEs is not written in conservative form. This results

in difficult numerical and mathematical problems because discontinuous solutions have to be considered,

and a rigorous definition of weak solutions needs to be given. This is a necessary step to correctly ap-

proximate the non-conservative terms in the system. This problem has motivated many researchers, see for

example [5,19,26]. For example, Sainsaulieu proposes to introduce additional viscous effects in order to
regularise the solution, and seek for the limit solution when the viscosity parameter tends to zero. This

program is complex and can only be conducted until the end only in special situations [20]. The solution to

this problem is of fundamental importance because numerical solution may be very sensitive to the

treatment of non-conservative products [14].

We believe that the existence of non-conservative terms is a result of multidimensional motion at the flow

micro-scales, rather than a viscous process. Imagine two fluids inside a tube separated by an interface. The

liquid is at the lower part of the tube, while the gas is at the upper part. The column is impacted by a high

velocity piston on its left side as depicted in Fig. 1. Since the two fluids are considered as compressible, there
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are two shock waves propagating in the liquid and in the gas. Since each fluid has its own physical

properties and equations of state, the shock waves have two distinct velocities. A consequence is that the

post-shock pressure is different in the two phases, even if they were originally equal. The variation in the

post-shock pressure must be ‘‘relaxed’’ because the gas and liquid pressure must be equal across the slip line
that separates them. This is obtained via transverse waves that propagates in the gas and the liquid so that

the pressures tend to equilibrate across the slip line. During this relaxation process, the interface moves with

a two- or three-dimensional motion. After the transverse waves propagation, the two shock waves collapse

on a single two-dimensional complicated wave for the configuration represented in Fig. 1. We note that the

velocity is not continuous across the slip line, only its normal component is.

A two-dimensional direct numerical simulation of this problem is done in Fig. 2 with the numerical

scheme described in [22] which is particularly adapted to interface problems. When the mixture contains

bubbles, droplets, or any density discontinuity, similar hydrodynamic process occurs at the scale of indi-
vidual particles, thus this simulation can be seen as the simulation in a small volume surrounding a bubble

interface. Such type of process does not involve fluid viscosity. From these two figures it is clear that the

volume fraction varies inside the shock because the volume of the phases cannot stay constant when a

pressure difference exists.

The wave-like structure one can observe at a macroscopic scale is obtained by homogenisation of such

micro-scales problems. The model and method developed in [21] addresses the problem of micro-scale

motion by introducing relaxation parameters for pressure and velocity. These relaxation terms are sum-

marising the sum of multidimensional micro-scale motions.
A first implementation of this remark is done in [21]. The non-conservative terms were considered and

physically based discretisations of them are proposed. The numerical approximations are derived by

Fig. 2. Numerical simulation of shock propagation in separated two-phase mixtures. Density and pressure contours.

Fig. 1. Schematic representation of shock waves propagation in a separated two-phase mixture.
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considering a flow with a uniform velocity and pressure; the idea is to keep such wave structure invariant by

the scheme. Such approximations are valid for interfaces because the volume fraction, and not the velocity

and pressure, may be discontinuous: the situation is much simpler than for shock waves.

In this paper, we proceed in the opposite way to what is done usually. Usually, the multiphase flow

equations are considered at the continuous level and are then approximated by a numerical method. Here,

we consider the pure phase Euler equations at the microscopic level. We give numerical approximations of

these equations in the context of interface problem at the micro-scale via the Godunov scheme [12]. These

approximations are then averaged over the set of all possible realisations and provide the corresponding
scheme for the averaged multiphase flow equations. We provide the detailed form of each term.

The corresponding scheme is applied to severe test problems and shows a perfect accuracy with respect

to the exact solution when it is known. The method behaves perfectly with interface problems as well as

with physical mixtures.

The paper is organised as follows. First, we recall the averaging technique developed in Drew and

Passman [7] when ensemble average is used. Our numerical scheme is derived by imitating, at the discrete

level, the averaging method of Drew and Passman. We then show how to derive high order extension of

the scheme. The efficiency of the method is demonstrated on several conventional and other difficult test
cases.

2. Preliminaries

2.1. Derivation of the continuous PDEs

We first recall the method to obtain the compressible multiphase model. The dissipative effects and phase

changes are not considered in the present work. Here, we assume that for each realization, the interface
between the phases is well defined; in particular it is possible to define, for any physical points located on

the interface, an interface velocity. It is the velocity at which the interface locally moves.

We consider the case of two phases R1 and R2. Each pure fluid is governed by the Euler equations

oU ðkÞ

ot
þr � F ðkÞ ¼ 0; k ¼ 1; 2: ð1Þ

In (1), we set U ðkÞ ¼ ðqðkÞ; qðkÞuðkÞ; qðkÞEðkÞÞT and F ðkÞ ¼ ðqðkÞ; uðkÞ; qðkÞ; uðkÞ � uðkÞ þ P ðkÞId; ðqðkÞEðkÞþ
P ðkÞÞuðkÞÞT, where qðkÞ is the density, uðkÞ is the velocity, EðkÞ is the specific energy (EðkÞ ¼ eðkÞ þ 1=2uðkÞ � uðkÞ,
where eðkÞ is the internal energy) and P ðkÞ is the pressure of phase Rk. We assume that each pure phase admits a

convex equation of state P ðkÞ ¼ P ðkÞðeðkÞ; qðkÞÞ.
We introduce, as in [7], the characteristic function X ðkÞ of phase Rk: X ðkÞðx; tÞ ¼ 1 if x lies in fluid Rk at

time t, and 0 otherwise. The function X ðkÞ satisfies the topological equation

oX ðkÞ

ot
þ r � rX ðkÞ ¼ 0; ð2Þ

where r is the interface velocity between the two phases. This equation can be understood by looking at the

two cases: either a point is inside one phase or it is at the interface of the two phases. If we look at a point

that is not on the interface, either X ðkÞ ¼ 0 or 1. In either case, the partial derivatives both vanish, and then

the left-hand side of the equation vanishes whatever r. If the point is on an interface, it moves with the

interface velocity, so r is the interface velocity. Of course, (2) is understood in the sense of distributions, as

in [7]. This means that, for any regular compactly supported function u, and for any volume X, if we denote
by XðkÞ the subset of X contained in the phase Rk, we have
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Z
XðkÞ

ou
ot

þ
Z
oXðkÞ

r � nu ¼ 0: ð3Þ

In (3), n is the exterior unit normal to XðkÞ. Eq. (3) reveals that r is the velocity of the interface between the

two phases.

Drew and Passmann [7] consider averaging procedures Eð�Þ that commute with the time and space

derivative. For any function f , we assume

E
of
ot

� �
¼ oEðf Þ

ot
;

Eðrf Þ ¼ rEðf Þ
ð4Þ

for which they establish the two calculation rules (see [7, pp. 102–103])

E X ðkÞrf
� �

E rX ðkÞf
� �

� E f ðkÞ
int rX ðkÞ

� �
Gauss rule;

E X ðkÞ of
ot

� �
¼ E

ofX ðkÞ

ot

� �
� E f ðkÞ

int

oX ðkÞ

ot

� �
Leibniz rule:

ð5Þ

In (5), f is any function, f ðkÞ
int is the value f at an interface on the component k of the interface: if M is located

on an interface between R1 and R2, f
ðkÞ
int is the limit value of f ðPÞ when P ! M stays in the phase Rk.

Using these rules for f ¼ X ð1ÞU ð1Þ þ xð2ÞU ð2Þ and f ¼ X ð1ÞF ð2Þ þ X ð2ÞF ð2Þ, we get ([7, pp. 121–122]), the

system

oE X ðkÞqðkÞ� �
ot

þr � E X ðkÞqðkÞuðkÞ
� �

¼ E qðkÞ uðkÞ
��

� r
�
� rX ðkÞ�;

oE X ðkÞqðkÞuðkÞ
� �

ot
þr � E X ðkÞqðkÞuðkÞ

��
� uðkÞ

�
þ E X ðkÞP ðkÞ� ��

¼ E qðkÞuðkÞ � ðuðkÞ
��

� rÞ þ P ðkÞ� � rX ðkÞ�;
oE X ðkÞqðkÞEðkÞ� �

ot
þr � E X ðkÞqðkÞEðkÞuðkÞ

�
þ X ðkÞP ðkÞuðkÞ

�
¼ E qðkÞEðkÞðuðkÞ

��
� rÞ þ P ðkÞuðkÞ

�
� rX ðkÞ�:

ð6Þ

Defining the volume fraction of Rk as aðkÞ ¼ EðX ðkÞÞ, the average density as

qðkÞ ¼
E X ðkÞq
� �
aðkÞ ¼ EðX ðkÞqðkÞÞ

aðkÞ ;

the average velocity

�uu ¼
E X ðkÞqu
� �
aðkÞqðkÞ

¼
E X ðkÞqðkÞuðkÞ
� �

aðkÞ ;

etc, and dropping the overline symbol for notational convenience, we get the average balance equations for

each phase

oaðkÞqðkÞ

ot
þr � aðkÞqðkÞuðkÞ

� 	
¼ E qðuðkÞ

�
� rÞ � rX ðkÞ�;

oaðkÞqðkÞuðkÞ

ot
þr � aðkÞqðkÞuðkÞ

�
� uðkÞ þ aðkÞP ðkÞ	 ¼ E ðqðkÞuðkÞ

�
� ðuðkÞ � rÞ þ P ðkÞÞ � rX ðkÞ�;

oaðkÞEðkÞ

ot
þr � ðaðkÞEðkÞuðkÞ

�
þ aðkÞP ðkÞuðkÞ

	
¼ E ðqðkÞEðkÞðuðkÞ

�
� rÞ þ P ðkÞuðkÞÞ � rX ðkÞ�

ð7Þ
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coupled with the average topological equation

oaðkÞ

ot
þ E r � rX ðkÞ� �

¼ 0: ð8Þ

In the sequel, we set

W ¼ ðað1Þqð1Þ; að1Þqð1Þuð1Þ; að1ÞEð1Þ; að1Þ; að2Þqð2Þ; að2Þqð2Þuð2Þ; að2ÞEð2Þ; að2ÞÞT ð9Þ

and

FðW Þ ¼ ðað1Þqð1Þuð1Þ; að1Þqð1Þuð1Þ � uð1Þ þ að1ÞP ð1Þ; að1ÞðEð1Þ þ P ð1ÞÞuð1Þ;

0; að2Þqð2Þuð2Þ; að2Þqð2Þuð2Þ � uð2Þ þ að2ÞP ð2Þ; að2ÞðEð2Þ þ P ð2ÞÞuð2Þ; 0ÞT: ð10Þ

Following one more time Drew and Passman, the weak formulation of (7) is, for any C1 compactly sup-

ported function u,Z 1

0

Z
R

ou
ot

W
�

þ ou
ox

FðW Þ
�
�
Z 1

�1
uðx; 0ÞW ðx; 0Þ dx ¼

Z 1

0

Z 1

�1
EðuGÞ dx dt; ð11Þ

where

G ¼ ðqð1Þðuð1Þ � rÞ � rX ð1Þ; ðqð1Þuð1Þ � ðuð1Þ � rÞ þ P ð1ÞÞ � rX ð1Þ; ðqð1ÞEð1Þðuð1Þ � rÞ þ P ð1Þuð1ÞÞ � rX ð1Þ;

r � rX ð1Þ; ðqð2Þðuð2Þ � rÞÞ � rX ð2Þ; ðqð2Þuð2Þ � ðuð2Þ � rÞ þ P ð2ÞÞ � rX ð2Þ;

ðqð2ÞEð2Þðuð2Þ � rÞ þ P ð2Þuð2ÞÞ � rX ð2Þ; r � rX ð2ÞÞT: ð12Þ

The next step, which is a modelisation step, is to close the expressions of the form Eð�Þ. For example, in

absence of mass transfer, it is of common use [7,21], to model

E P ðkÞrX ðkÞ� �
¼ PIraðkÞ;

E ðP ðkÞuÞ � rX ðkÞ� �
¼ PIuIraðkÞ;

E r � rX ðkÞ� �
¼ uIraðkÞ;

where PI is an average interface pressure, uI is an average interface velocity. Relaxation terms were in-

troduced [21] to modelise the terms omitted by this averaging procedure. Of course, the difficult question is

how to define the interfacial quantities and the remaining terms, and there is a real debate about this.

Another difficult question is, from a mathematical point of view, to define products like PIraðkÞ, where both

PI and aðkÞ may be simultaneously discontinuous. In [21] we have developed a method that solves the second
problem, at least for flows with no shock (only contacts) and no mass transfer between phases at shock

fronts. This does not solve the problem in a general context since there may exist situations where a shock

wave enter a zone where aðkÞ is discontinuous.

In this paper, we try to follow a different path. We wish to model as few as possible, in particular, we

want to avoid using interfacial average terms since their definition is very delicate, if possible. However, we

want to follow the path developed in [7], which is summarised in Eqs. (1), (2), (4)–(8). The key point is to

evaluate exactly the averages in (7) and (8). This can be done under mild assumptions that can be listed

exhaustively. Our numerical method uses the same type of procedure at the discrete level.
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2.2. Notations

Assuming two non-miscible phases R1 and R2 coexist in the flow, we consider the following notations

throughout the paper:

• U ðkÞ, k ¼ 1; 2 is the vector of conservative variables that describes the non-averaged flow,

U ðkÞ ¼ ðqðkÞ; qðkÞuðkÞ; qðkÞEðkÞÞT:

The notation F ðkÞ is the associated flux,

F ðkÞ ¼ ðqðkÞuðkÞ; qðkÞuðkÞ � uðkÞ þ P ðkÞId; ðqðkÞEðkÞ þ P ðkÞÞuðkÞÞT:

The vector U ¼ ðU ð1Þ;U ð2ÞÞ denotes

U ¼ ðqð1Þ; qð1Þuð1Þ; qð1ÞEð1Þ; qð2Þ; qð2Þuð2Þ; qð2ÞEð2ÞÞT:

F ¼ ðF ð1Þ; F ð2ÞÞ is the associated flux.

• W ðkÞ is the vector of conserved averaged variables,

W ðkÞ ¼ aðkÞU ðkÞ;

and FðkÞ is the corresponding flux. We also define W ¼ ðW ð1Þ;W ð2ÞÞ and F ¼ ðFð1Þ;Fð2ÞÞ.
• X ðkÞ is the characteristic function of the phase Rk, and by abuse of language, we also set U ðkÞ ¼ X ðkÞU ,

W ðkÞ ¼ X ðkÞW , etc.
More generally, if g is any flow variable, gðkÞ represents this flow variable for the phase Rk. When there is no

ambiguity, without the superscript ðkÞ, the variable g denotes gð1Þ.

3. Derivation of the numerical scheme

In this section, our purpose is to derive a semi-discrete numerical approximation of the two-phase system

(1)–(7). For the sake of simplicity, we assume the flow consists in two non-miscible phases R1 and R2.
The scheme is of the finite volume type: the degrees of freedom are the averaged values of the conser-

vative variables (9) on the control volumes fCigi, where [iCi ¼ X, the computational domain. For the

purpose of convenience, we denote W ð1Þ ¼ ðað1Þqð1Þ; að1Þqð1Þuð1Þ; að1ÞEð1ÞÞT (resp. W ð2Þ ¼ ðað2Þqð2Þ;
að2Þqð2Þuð2Þ; að2ÞEð2ÞÞT) the conserved variables for R1 (resp. R2) and Fð1Þ (resp. Fð2Þ) the corresponding

fluxes.

The idea is to apply the derivation presented in the previous section to this discrete situation. Thus we

consider a set of realisation, then evaluate (with the notations of Section 2.1), for k ¼ 1; 2,Z
Ci

X ðkÞ oU
ðkÞ

ot
dxþ

Z
Ci

X ðkÞ oF
ðkÞ

ox
dx ¼ 0

and make an ensemble average, i.e.,Z
Ci

oW ðkÞ

ot
dxþ

Z
oCi

FðkÞ � n ¼
Z
Cj

E GðkÞ� �
dx;

where, being consistent with (11), we have set

GðkÞ ¼ ððqðkÞðuðkÞ � rÞÞ � rX ðkÞ; ðqðkÞuðkÞ � ðuðkÞ � rÞ þ P ðkÞÞ � rX ðkÞ; ðqðkÞEðkÞðuðkÞ � rÞ þ P ðkÞuðkÞÞ
� rX ðkÞ; r � rX ðkÞÞ:
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The evaluation of the various terms involved in the previous equations amount to solve the problem, for a

general ensemble average! This is why we consider a simplified ensemble average which is constructed by

considering bubbles that are collections of elementary bubbles with very simple shapes, see Fig. 3. We

construct the repartition of bubbles in such a way that some of the moments of the repartition law are

recovered. This is detailed in the next paragraph. The elementary bubbles have to be chosen in such a way

that any bubble, in the limit, can be represented as an agglomeration of elementary bubbles, for example as

in Fig. 3 where the elementary bubbles are rectangles.

Of course, even if this framework is considerably simplified with respect to real life, it is still too complex
to perform effective calculations. This is why we precise the necessary assumptions needed to compute easily

the various terms involved in the formula, i.e., to recover some moments of the repartion law. The deri-

vation is first conducted in the one-dimensional case.

3.1. General principles and notations

We consider a computational mesh ðxiÞi2Z and the associated control volumes Ci ¼�xi�1=2; xiþ1=2½ where as

usual xiþ1=2 ¼ ðxi þ xiþ1Þ=2. On each control volume, the flow is approximated by the two vectors

W ð1Þ
i ¼ ðað1Þqð1Þ

i ; að1Þ
i qð1Þ

i uð1Þi ; að1Þ
i Eð1Þ

i ÞT and W ð2Þ
i ¼ ðað2Þ

i qð2Þ
i ; að2Þ

i qð2Þ
i uð2Þi ; að2Þ

i Eð2Þ
i ÞT, where að1Þ

i and að2Þ
i are

the volume fraction of the phases R1 and R2, að1Þ
i þ að2Þ

i ¼ 1.

The main idea of the method is to proceed in several steps:

1. consider at time t a random subdivision of each control volumes, xi�1=2 ¼ n0 < n1 < � � � <
nNðxÞ ¼ xiþ1=2, where x is a random parameter aimed at indexing that specific realisation and

NðxÞ � 2 is the number of internal points (see Fig. 4);

2. affect randomly in each subcell �nl; nlþ1½ the phases R1 or R2 with the state U ð1Þ
i ¼ ðqð1Þ

i ; qð1Þ
i uð1Þi ; Eð1Þ

i ÞT
and U ð2Þ

i ¼ ðqð2Þ
i ; qð2Þ

i uð2Þi ; Eð2Þ
i ÞT; this means in particular that X ðkÞ is assumed constant in �nj; njþ1½,

06 j6NðxÞ � 1;

3. write the semi-discrete approximation of that realisation thanks to Godunov scheme;

4. make an ensemble average of all realisations.

We may assume that two adjacent internal interfaces contain different phases, because if not, we may merge
the two internal cells. Hence, we merge similar adjacent internal cells; this has no consequences in the

results because the scheme is of finite volume type. Of course, the most left internal cell of Ci and the most

right internal cell of Ci�1, whatever i, may contain the same phase, because the control volumes are con-

sidered independently.

Fig. 3. A configuration for a simplified ensemble average where the bubbles are agglomerations of quadrangles.
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There is clearly a constraint on the subdivision and NðxÞ. We choose the subdivisions in such a way that

the average length of all the internal sub-cells containing R1 is að1Þ
i Dx, that is

E
XNðxÞ�1

j¼0

X ðkÞð
nj þ njþ1

2
Þðnjþ1

 
� njÞ

!
¼ DxaðkÞ

i : ð13Þ

Since the state U is constant in each �nj; njþ1½, we notice that

E
1

Dx

Z xiþ1=2

xi�1=2

X ðkÞU dx

 !
¼ W ðkÞ

i ;

so the control of the volume fraction plus the way we fill internal cells is enough to recover the average

state, without any additional assumptions.

In the following, we use the following notations:

• PðAÞ the probability of an event A and EðGÞ the mathematical expectation of the random variable G,

• Ul
i is the conservative vector in the subcell �nl; nlþ1½. We denote by Uþ

i the state in the most right subcell
of Ci and U�

i the state in the most left subcell of Ci.

Doing so, the evolution of the phase R1 in Ci obeysZ tþs

t

Z
Ci

X
oU
ot

�
þ oF

ox

�
dx dt ¼ 0;

that is

XNðxÞ�1

j¼0

Z njþ1

nj

X
oU
ot

dxþ
XNðxÞ�1

j¼0

Z njþ1

nj

X
oF
ox

dx ¼ 0; ð14Þ

where the characteristic function obeys

XNðxÞ�1

j¼0

Z tþs

t

Z njþ1

nj

oX
ot

dx dt þ
XNðxÞ�1

j¼0

Z tþs

t

Z njþ1

nj

r
oX
ox

dx dt ¼ 0: ð15Þ

Fig. 4. A space–time configuration which shows a subdivision of the computational cell Ci as well as the deplacement of internal

interfaces.
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In this sum, there are two types of terms: the integral terms for j ¼ 1 to j ¼ NðxÞ � 2 which correspond to

the internal subcells, and the terms j ¼ 1 and j ¼ NðxÞ � 1 which correspond to the boundary subcells. To

evaluate easily these integrals, we observe that the interface between two subcells moves at the speed of the

contact discontinuity between the left- and right-constant states UL and UR at that interface. We denote this

speed by rðUL;URÞ. This interface separates the two phases R1 and R2, so UL ¼ U ð1Þ and UR ¼ U ð2Þ or

UL ¼ U ð2Þ and UR ¼ U ð1Þ. For a given configuration, there is a finite number of internal subcells. Hence,

between times t and t þ s with s small enough, the situation in Ci evolves like in Fig. 4: before the interfaces

cross the cell boundary, each subcell is stretched or compressed according to the solutions of local Riemann
problems, and the interfaces move at constant speeds.

We denote by F ðUL;URÞ the Godunov numerical flux between the states UL and UR and F lagðUL;URÞ the
flux across the contact discontinuity between the states UL and UR. Following the notations of Fig. 5, we

have

F lagðUL;URÞ ¼ F ðUþ
LRÞ � rðUL;URÞUþ

LR ¼ F ðU�
LRÞ � rðUL;URÞU�

LR;

where superscripts � denote the states on the right and the left of the contact discontinuity, respectively. We

also denote by U �
iþ1=2 the solution of the Riemann problem between Uþ

i and U�
iþ1.

The Riemann problems in each subcell are independent if the solution is sought for times ½t; t þ s� for s
that satisfies a CFL condition of the type

jkmaxj
s

Dn
6

1

2
: ð16Þ

Here kmax is the maximum wave speed and Dn is the minimum width of a subcell. Then we integrate Eq. (14)

between t and t þ s, namely

XNðxÞ�1

l¼1

Z tþs

t

Z nlþ1

nl

X
oU
ot

dx dt þ
XNðxÞ�1

t¼1

Z tþs

t

Z nlþ1

nl

X
oF
ox

dx dt ¼ 0 ð17Þ

and let s ! 0.

As in Fig. 6 let us call D0 the point on the interface moving at speed rðUþ
i�1;U

�
i Þ coming from xi�1=2 and

C0 the analogous point for xiþ1=2. We denote by ADD0 (resp. BCC0) the space–time triangle that lies between

the segment AD (resp. BC) and the characteristic AD0 (resp. BC0). The space–time domain Ci � ½t; t þ s� is

Fig. 5. The various states in the Riemann problem with the Euler equations between states UL and UR.
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the reunion of ADD0 \ Ci, BCC0 \ Ci and the Lagrangian internal cells as in Fig. 6. The triangle ADD0 \ Ci

may be reduced to AD if rðUþ
i�1;U

�
i Þ6 0. Similarly area of BCC0 \ Ci may be reduced to CB if

rðUþ
i ;U

�
iþ1ÞP 0. These situations occur when the flow is going out of Ci from the left or the right. By abuse

of language, in any case, we still denote BCC0 \ Ci (resp. ADD0 \ Ci) by BCC0 (resp. ADD0).

Eq. (17) can be rewritten asZ
AD0D

X
oU
ot

�
þ oF

ox

�
dx dt ðIÞ

þ
XNðxÞ�1

l¼2

Z tþs

tn

Z nlþ1þsrðUl
i ;U

lþ1
i Þ

nlþsrðUl�1
i ;Ul

i Þ
X

oU
ot

�
þ oF

ox

�
dx dt ðIIÞ

þ
Z
CBB0

X
oU
ot

�
þ oF

ox

�
dx dt ¼ 0 ðIIIÞ: ð18Þ

We detail each term

Boundary terms (I) and (III): We consider first (I). We haveZ
AD0D

X
oU
ot

�
þ oF

ox

�
dx dt ¼

Z
AD0D

oXU
ot

�
þ oXF

ox

�
dx dt �

Z
AD0D

U
oX
ot

�
þ F ðUÞ oX

ox

�
dx dt

¼
Z xi�1=2þsrþðUþ

i�1
;U�

i Þ

xi�1=2

X ðx; t þ sÞUðx; t þ sÞ dx� sX ðxi�1=2; tþÞF ðU �
i�1=2Þ

þ sF lagðUþ
i�1;U

0
i Þ½X �j¼0:

Here, we use the notation aþ ¼ maxð0; aÞ and ½X �l is the jump of X at node nl. Similarly, we have for (III)

Z
BCC0

X
oU
ot

�
þ oF

ox

�
dx ds ¼

Z xiþ1=2þsr�ðUþ
i ;U�

iþ1
Þ

xiþ1=2

X ðx; t þ sÞUðx; t þ sÞdx ds� sX ðxi�1=2; tþÞF ðU �
i�1=2Þ

þ sF lagðUþ
i ;U

�
iþ1Þ½X �j¼NðxÞ;

we have used the notation a� ¼ minð0; aÞ. The ‘‘flowing away’’ cases are taken into account by the bound

xi�1=2 þ srþðUþ
i�1;U

�
i Þ in the case (I) and xiþ1=2 þ sr�ðUþ

i ;U
�
iþ1Þ in the case (III).

Fig. 6. Configuration for the evaluation of (17).
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Internal terms (II): We haveZ tþs

t

Z njþ1þsrðUj
i ;U

jþ1
i Þ

njþsrðUj�1
i ;Uj

i Þ
X

oU
ot

�
þ oF

ox

�
dx dt ¼ s ½X �jF lagðUj

i ;U
jþ1
i Þ

�
þ ½X �j�1F

lagðUj�1
i ;Uj

i Þ
�

þ
Z njþ1þsrðUj

i ;U
jþ1
i Þ

njþsrðUj�1
i ;Uj

i Þ
X ðx; t þ sÞUðx; t þ sÞdx

�
Z njþ1

nj

X ðx; tÞUðx; tÞ dx:

If we sum up all the terms, we get

1

Dx

Z xiþ1=2

xi�1=2

X ðx; t þ sÞUðx; t þ sÞ dx� 1

Dx

Z xiþ1=2

xi�1=2

X ðx; tÞUðx; tÞ dxþ s
Dx

X ðxiþ1=2; tþÞF ðU �
iþ1=2Þ

�
� X ðxi�1=2; tþÞF ðU �

i�1=2Þ
�

¼ 1

Dx

XNðxÞ�1

j¼1

s ½X �jF lagðUj
i ;U

j�1
i Þ

�
þ ½X �j�1F

lagðUj�1
i ;Uj�2

i Þ
�
þ s

½X �0
Dx

F lagðUþ
i�1;U

�
i Þ

�

þ
½X �NðxÞ

Dx
F lagðUþ

i ;U
�
iþ1Þ
�
:

Taking the limit when s ! 0, we have the semi-discrete scheme

d

dt
1

Dx

Z xiþ1=2

xi�1=2

X ðx; tÞUðx; tÞ dx
 !

þ 1

Dx
X ðxiþ1=2; tþÞF ðU �

iþ1=2Þ
�

� X ðxi�1=2; tþÞF ðU �
i�1=2

�

¼ 1

Dx

XNðxÞ�1

j¼1

½X �jF lagðUj
i ;U

j�1
i Þ

�
þ ½X �j�1F

lagðUj�1
i ;Uj�2

i Þ
�
þ ½X �0

Dx
F lagðUþ

i�1;U
�
i Þ

�
½X �NðxÞ

Dx
F lagðUþ

i ;U
�
iþ1Þ: ð19Þ

Next, we take the mathematical expectancy of the relations (19). We first have

E
1

Dx

Z xiþ1=2

xi�1=2

X ðx; tÞUðx; tÞ
 !

¼ að1Þ
i U ð1Þ

i :

Then, we consider

XNðxÞ�1

j¼1

Dt ½X �jF lagðUl
i ;U

l�1
i Þ

�
þ ½X �j�1F

lagðUj�1
i ;Uj�2

i Þ
�
:

We have ½X �l ¼ �½X �l�1 ¼ 1 thanks to the definition of nl: through a sub-cell interface, X change from 0 to 1
or 1 to 0 depending whether we leave or not the considered phase. Hence,

XNðxÞ�1

j¼1

½X �jF lagðUj
i ;U

j�1
i Þ

�
þ ½X �j�1F

lagðUj�1
i ;Uj�2

i Þ
�

¼ NðxÞint F lagðU ð2Þ
i ;U ð1Þ

i Þ
�

� F lagðU ð1Þ
i ;U ð2Þ

i Þ
�
; ð20Þ

where NðxÞint is the number of internal subcells.
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This shows the expectancy of (19) is

dðað1Þ
i U ð1Þ

i Þ
dt

þ 1

Dx
E X ðxiþ1=2; tþÞF ðU �

iþ1=2Þ
� ��

� E X ðxi�1=2; tþÞF ðU �
i�1=2Þ

� ��
¼ EðNðxÞintÞ

Dx
F lagðU ð2Þ

i ;U ð1Þ
i Þ

�
� F lagðU ð1Þ

i ;U ð2Þ
i Þ
�
þ 1

Dx
Eð½X �0ÞF lagðUþ

i�1;U
�
i Þ

�
� Eð½X �NðxÞÞF lagðUþ

i ;U
�
iþ1Þ
�
; ð21Þ

where EðNðxÞintÞ=Dx is interpreted as the average number of internal interfaces.

It remains to evaluate the three terms EðX ðxiþ1=2; tþÞF ðU �
iþ1=2ÞÞ, EðX ðxi�1=2; tþÞF ðU �

i�1=2ÞÞ, and

Eð½X �0ÞF lagðUþ
i�1;U

�
i Þ � Eð½X �NðxÞÞF lagðUþ

i ;U
�
iþ1Þ. This is done in the next section.

3.2. Averaging procedure

Evaluation of conservative terms. We first consider cell boundary iþ 1=2 and focus on the fluxes available

for fluid R1, namely EðX ðxiþ1=2; tþn ÞF ðU �
iþ1=2ÞÞ. On this cell boundary, four instances may occur: U�

iþ1 ¼ U ð1Þ
iþ1

andUþ
i ¼ U ð1Þ

i ,U�
iþ1 ¼ U ð1Þ

iþ1 andU
þ
i ¼ U ð2Þ

i ,U�
iþ1 ¼ U ð2Þ

iþ1 andU
þ
i ¼ U ð1Þ

i ,U�
iþ1 ¼ U ð2Þ

iþ1 andU
þ
i ¼ U ð2Þ

i .Wedefine

bðl;pÞ
iþ1=2 ¼ sign ðrðUl

i ;U
p
i�1ÞÞ ¼

1 if rðUl
i ;U

p
i�1ÞP 0;

�1 if rðUl
i ;U

p
i�1Þ < 0:




Last, we introduce X ðx�iþ1=2Þ ¼ limx�xiþ1=2!0�
X ðxÞ. With these notations, the four instances described above

are summarised in Table 1.

Thus, we have

E X ðxiþ1=2; tþn ÞF ðU �
iþ1=2Þ

� �
¼ P X ðx�iþ1=2Þ

�
¼ 1 and X ðxþiþ1=2Þ ¼ 1

�
F ðU ð1Þ

i ;U ð1Þ
iþ1Þ þP X ðx�iþ1=2Þ

�
¼ 1 and X ðxþiþ1=2Þ ¼ 0

�
bð1;2Þ
iþ1=2

� �þ
F ðU ð1Þ

i ;U ð2Þ
iþ1Þ þP X ðx�iþ1=2Þ

�
¼ 0 and X ðxþiþ1=2Þ ¼ 1

�
bð2;1Þ
iþ1=2

� �þ
F ðU ð2Þ

i ;U ð1Þ
iþ1Þ:

It remains to evaluate the terms Piþ1=2ðRp;RqÞ above

Piþ1=2ðR1;R1Þ :¼ P X ðx�iþ1=2Þ
�

¼ 1 and X ðxþiþ1=2Þ ¼ 1
�
;

Piþ1=2ðR1;R2Þ :¼ P X ðx�iþ1=2Þ
�

¼ 1 and X ðxþiþ1=2Þ ¼ 0
�
;

Piþ1=2ðR2;R1Þ :¼ P X ðx�iþ1=2Þ
�

¼ 0 and X ðxþiþ1=2Þ ¼ 1
�
;

Piþ1=2ðR2;R2Þ :¼ P X ðx�iþ1=2Þ
�

¼ 0 and X ðxþiþ1=2Þ ¼ 0
�
:

ð22Þ

Table 1

The various flow configurations at cell boundary iþ 1=2

Flow patterns Left and right states Flux indicator

R1 � R2 U ð1Þ
i ;U ð2Þ

iþ1 ðbð1;2Þ
iþ1=2Þ

þ

R1 � R1 U ð1Þ
i ;U ð1Þ

iþ1 1

R2 � R1 U ð2Þ
i ;U ð1Þ

iþ1 ð�bð2;1Þ
iþ1=2Þ

þ

R2 � R2 U ð2Þ
i ;U ð2Þ

iþ1 0
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This is carried out in Section 3.3.

Using these notations, we rewrite the terms arising at the interface iþ 1=2

E X ðxiþ1=2; tþn ÞF ðU �
iþ1=2Þ

� �
¼ Piþ1=2ðR1;R2Þ bð1;2Þ

iþ1=2

� �þ
F ðU ð1Þ

i ;U ð2Þ
i�1Þ þPiþ1=2ðR1;R1ÞF ðU ð1Þ

i ;U ð1Þ
i�1Þ

þPiþ1=2ðR2;R1Þ
�
� bð2;1Þ

iþ1=2

�þ
F ðU ð2Þ

i ;U ð1Þ
iþ1Þ: ð23Þ

Let us consider now the cell boundary (i� 1=2). By the same arguments, we get the averaged flux

EðX ðxi�1=2; tþn ÞF ðU �
i�1=2ÞÞ as follows:

E X ðxi�1=2; tþn ÞF ðU �
i�1=2Þ

� �
¼ Pi�1=2ðR1;R2Þ bð1;2Þ

i�1=2

� �þ
F ðU ð1Þ

i�1;U
ð2Þ
i Þ þPi�1=2ðR1;R1ÞF ðU ð1Þ

i�1;U
ð1Þ
i Þ

þPi�1=2ðR2;R1Þ
�
� bð2;1Þ

i�1=2

�þ
F ðU ð2Þ

i�1;U
ð1Þ
i Þ: ð24Þ

Evaluation of the non-conservative terms. We now consider the terms Eð½X �0ÞF lagðUþ
i�1;U

0
i Þ and

Eð½X �NðxÞÞF lagðUNðxÞ
i ;U�

iþ1Þ. We first consider the second term. As before, there are the same four possible

configurations. The jump indicators are given in Table 2.
Using the same type of arguments as in the previous section, we have

Eð½X �NðxÞÞF lagðUNðxÞ
i ;U�

iþ1Þ ¼ Piþ1=2ðR1;R2Þ bð1;2Þ
iþ1=2

� ��
F lagðU ð1Þ

i ;U ð2Þ
iþ1Þ

�Piþ1=2ðR2;R1Þ bð2;1Þ
iþ1=2

� ��
F lagðU ð2Þ

i ;U ð1Þ
iþ1Þ: ð25Þ

We now apply the same arguments to the most left interface. Again for this situation four instances may

occur, and the same arguments give

Eð½X �0ÞF lagðUþ
i�1;U

0
i Þ ¼ �Pi�1=2ðR1;R2Þ bð1;2Þ

i�1=2

� �þ
F lagðU ð1Þ

i�1;U
ð2Þ
i Þ

þPi�1=2ðR2;R1Þ bð2;1Þ
i�1=2

� �þ
F lagðU ð2Þ

i�1;U
ð1Þ
i Þ: ð26Þ

Relaxation terms. They are

EðNintÞ
Dx

F lagðU ð2Þ
i ;U ð1Þ

i Þ
�

� F lagðU ð1Þ
i ;U ð2Þ

i Þ
�
; ð27Þ

where EðNintÞ=Dx is the average number of internal interfaces per cell. These relaxation terms depend of the
flow topology as we will see later on.

The volume fraction evolution scheme. The scheme is easily obtained from the previous calculations by

setting U ¼ 1 and F ¼ 0. Doing this, F lagðUL;URÞ reduces to �rðUL;URÞ. Then the scheme reads

Table 2

The various ingredients for the computation of the non-conservative products related to the inner interface emerging from the cell

boundary iþ 1=2

Flow pattern Lagrangian flux Jump indicator

R1 � R2 F lagðU ð1Þ
i ;U ð2Þ

iþ1Þ bð1;2Þ
iþ1=2

� ��
R1 � R1 F lagðU ð1Þ

i ;U ð1Þ
iþ1Þ 0

R2 � R1 F lagðU ð2Þ
i ;U ð1Þ

iþ1Þ � bð2;1Þ
iþ1=2

� ��
R2 � R2 F lagðU ð2Þ

i ;U ð2Þ
iþ1Þ 0
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d

dt
að1Þ
i þ 1

Dx
Pi�1=2ðR1;R2Þ bð1;2Þ

i�1=2

� �þ
rðU ð1Þ

i�1;U
ð2Þ
i Þ

�
þPi�1=2ðR2;R1Þ

�
� bð2;1Þ

i�1=2

��
rðU ð2Þ

i�1;U
ð1Þ
i Þ

þPiþ1=2ðR2;R1Þ bð1;2Þ
iþ1=2

� �þ
rðU ð1Þ

i ;U ð2Þ
iþ1Þ þPiþ1=2ðR2;R1Þ

�
� bð2;1Þ

iþ1=2

��
rðU ð2Þ

i ;U ð1Þ
iþ1Þ
�

þ EðNintÞ
Dx

rðU ð2Þ
i ;U ð1Þ

i Þ
�

� rðU ð1Þ
i ;U ð2Þ

i Þ
�
¼ 0: ð28Þ

3.3. Estimation of Piþ1=2ðRp;RqÞ

To estimate these terms, we make the following remarks. First,

Piþ1=2ðRp;RpÞ þPiþ1=2ðRq;RpÞ ¼ ap
iþ1;

Piþ1=2ðRp;RpÞ þPiþ1=2ðRp;RqÞ ¼ ap
i

ð29Þ

whatever p and q, and

Piþ1=2ðRp;RqÞP 0:

Since 06X ðx�iþ1=2Þ6 1, we have

06X ðxþiþ1=2ÞX ðx�iþ1=2Þ6X ðxþiþ1=2Þ

and

06X ðxþiþ1=2ÞX ðx�iþ1=2Þ6X ðx�iþ1=2Þ;

so that Piþ1=2ðRp;RpÞ6 ap
i and Piþ1=2ðRp;RpÞ6 ap

iþ1. This means that

Piþ1=2ðRp;RpÞ6 minðap
i ; a

p
iþ1Þ:

The second remark is that since

Piþ1=2ðRp;RpÞ6 minðaðpÞ
i ; aðpÞ

iþ1Þ;

we also have

Piþ1=2ðRp;RqÞP maxðaðpÞ
i � aðpÞ

iþ1; 0Þ

because

Piþ1=2ðRq;RpÞ ¼ ap
iþ1 �Piþ1=2ðRp;RpÞ ¼

ap
iþ1 � ap

i P 0 if ap
i 6 ap

iþ1;
ap
iþ1 � ap

iþ1Þ ¼ 0 otherwise:




We also notice that minðap
i ; a

p
iþ1Þ þmaxðap

i � ap
iþ1; 0Þ ¼ 1.

Moreover, if the flow is smooth, it is legitimate to ask that

Piþ1=2ðR1;R1Þ ¼ P X ðxþiþ1=2Þ
�

¼ 1 and X ðx�iþ1=2Þ ¼ 1
�
’ að1Þðxiþ1=2Þ;

Piþ1=2ðR2;R2Þ ¼ P X ðxþiþ1=2Þ
�

¼ 0 and X ðx�iþ1=2Þ ¼ 0
�
’ að2Þðxiþ1=2Þ;

Piþ1=2ðR1;R2Þ ¼ P X ðxþiþ1=2Þ
�

¼ 1 and X ðx�iþ1=2Þ ¼ 0
�
’ 0;

Piþ1=2ðR2;R1Þ ¼ P X ðxþiþ1=2Þ
�

¼ 0 and X ðx�iþ1=2Þ ¼ 1
�
’ 0:

R. Abgrall, R. Saurel / Journal of Computational Physics 186 (2003) 361–396 375



The first two relations are legitimate because they mean that, in the limit, the flow composition is ap-

proximately similar seen from the left and the right of xiþ1=2 almost everywhere. The last two means that

almost nowhere, the flow composition may be different seen from the right and the left of xiþ1=2. Doing

so, we implicitly assume that the flow is almost everywhere regular. This set of remarks is developed in

Appendix A.

Combining all these remarks, we make the following estimation and assumption:

Piþ1=2ðRp;RpÞ ¼ minðap
i ; a

p
iþ1Þ whatever p and q: ð30Þ

From this, and using the relations (29), we get

Piþ1=2ðR1;R1Þ ¼ min að1Þ
i ; að1Þ

iþ1

� �
;

Piþ1=2ðR1;R2Þ ¼ max að1Þ
i

�
� að1Þ

iþ1; 0
�
;

Piþ1=2ðR2;R1Þ ¼ max að2Þ
i

�
� að2Þ

iþ1; 0
�
;

Piþ1=2ðR2;R2Þ ¼ min að2Þ
i ; að2Þ

iþ1

� �
:

ð31Þ

Relations (30) and (31) are only approximations. They axe justified by two additional remarks. First, in the

two-dimensional situations of Fig. 7 the fluxes along the vertical interfaces can be computed by the same

techniques as here, and the formulae are identical to the ones we have presented here, with the same co-

efficients Piþ1=2ðRp;RqÞ. The physical meaning of these coefficients, in the configuration of Fig. 7, is the

geometrical length of the common interface between two equivalent bubbles.

The second justification is more mathematical. Because our scheme is an averaged classical finite volume

scheme, we may follow the lines of the proof of the Lax–Wendroff theorem, see e.g. [11]. We define WD by

WDðx; tÞ ¼ W n
i if ðx; tÞ 2�xi�1=2; xiþ1=2½�½tn; tnþ1½:

Thus, if we assume that, for Dt=Dx fixed,

• the sequence WD is bounded in L1ðRþ � RÞ,
• there exists W 2 L2ðR� RþÞloc such that WD ! W ,

• the probability law of the flow is known,

• Piþ1=2ðRp;RqÞ has the functional form Piþ1=2ðRp;RqÞ ¼ PpqðaðpÞ
i ; aðqÞ

iþ1Þ with (a; a0Þ 7!Ppqða; a0Þ continuous

and Pppða; aÞ ¼ a, Ppqða; aÞ ¼ 0 if p 6¼ q,

Fig. 7. Schematic representation of the equivalence between a bubbly flow or a dropplet flow with a stratified flow for the computation

the numerical fluxes between at a cell boundary.
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then the limit solution W satisfies, for any test function u compactly supported on R� Rþ,

Z
R�Rþ

W
ou
ot

þ F ðW Þru �
Z
R

W ðx; 0Þuðx; 0Þ ¼ E

Z
R�Rþ

ðF ðW Þ
�

� rW ÞrXu

�
:

In other terms, the solution is a weak solution of the problem, as defined in [7]. This result is proved in
Appendix A.

In practice, it is not necessary to know the probability law defined for the flow under study. We only

compute averages, so it is only necessary to define averages. Here, the parameter that is given is the re-

laxation parameter, in other words, the expectancy of the number of internal bubbles.

The definition of Piþ1=2ðRp;RqÞ above satisfies these assumptions. We have set this result for the

Godunov scheme. In fact, what is really essential is that the numerical flux be continuous and that it is

possible to have a discrete interface velocity.

3.4. Summary and extension to other fluxes

We end this section by a summary of the results. The numerical approximation of (7), for R1, is

d

dt
að1Þ
i U ð1Þ

i

� �
þ
EðXF Þiþ1=2 � EðXF Þi�1=2

Dx
¼ E F lag oX

ox

� �
; ð32Þ

where the various terms are defined below.
In (32), the numerical flux F that we use at the microscopic level is obtained thanks to an approximate

Riemann solver for which it is possible to define a contact speed. The contact speed between the left state

UL and the right state UR is denoted by rðUL;URÞ. We also denote by U�
LR the left and right states sur-

rounding the approximate contact discontinuity, similarly as in Fig. 5 for the Godunov solver. This permits

to define the Lagrangian flux F lagðUL;URÞ ¼ F ðUþ
LRÞ � rðUL;URÞUþ

LR ¼ F ðU�
LRÞ � rðUL;URÞU�

LR. Last, we

define bðp;qÞ
iþ1=2 ¼ sign ðrðU ðpÞ

i ;U ðqÞ
iþ1ÞÞ.

All the calculations have been performed for the Godunov scheme, but can be extended to more general

fluxes. The key ingredient of the derivation are, besides the randomisation, average procedures and esti-
mation of the various coefficients, the use of a Riemann solver for which it is possible to define a contact

discontinuity speed. This property is needed because we must define a Lagrangian flux, F lagðU ; V Þ, This

Lagrangian flux has to be consistent, as well as the base flux F ðU ; V Þ,
Even more, the choice of the base flux F and the lagrangian flux F lag may be independent: we do not

really need a relation of the type F lag ¼ F � � rU �. This can easily be understood from the proof of the

Lax–Wendroff theorem, see Appendix A.

The choice of the various fluxes has to be done only with the constraints of physical problem under

study, there is a lot of freedom. In this paper, we have used the Godunov scheme and the HLLC flux [25].
Then, we have

EðXF Þiþ1=2 ¼ maxðað1Þ
i � að1Þ

iþ1; 0Þ bð1;2Þ
iþ1=2

� �þ
F ðU ð1Þ

i ;U ð2Þ
iþ1Þ þminðað1Þ

i ; að1Þ
iþ1ÞF ðU

ð1Þ
i ;U ð1Þ

iþ1Þ

þmaxðað2Þ
i � að2Þ

iþ1; 0Þ
�
� bð2;1Þ

iþ1=2

��
F ðU ð2Þ

i ;U ð1Þ
iþ1Þ ð33Þ

and
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E F lag oX
ox

� �
i

¼ maxðað1Þ
i � að1Þ

iþ1; 0Þ bð1;2Þ
iþ1=2

� ��
F lagðU ð1Þ

i ;U ð2Þ
iþ1Þ

�maxðað2Þ
i � að2Þ

iþ1; 0Þ bð2;1Þ
iþ1=2

� ��
F lagðU ð2Þ

i ;U ð1Þ
iþ1Þ

�maxðað1Þ
i�1 � að1Þ

i ; 0Þ bð1;2Þ
i�1=2

� �þ
F lagðU ð1Þ

i�1;U
ð2Þ
i Þ

þmaxðað2Þ
i�1 � að2Þ

i ; 0Þ bð2;1Þ
i�1=2

� �þ
F lagðU ð2Þ

i�1;U
ð1Þ
i Þ þ Ki F lagðU ð2Þ

i ;U ð1Þ
i Þ

�
� F ðU ð1Þ

i ;U ð2Þ
i Þ
�
;

ð34Þ
where

Ki ¼
EðNintÞ

Dx
ð35Þ

is the average number of internal interfaces. Similar expressions hold for the fluid R2.

Last, the volume fraction evolution equation is obtained by the same formulas by setting U ¼ 1 and

F ¼ 0 as done in Eq. (28). This means that the volume fraction equation comes from a trivial PDE

o1

ot
þr:ð0Þ ¼ 0: ð36Þ

3.5. Numerical approximation of the semi-discrete scheme

In Eq. (32), the term EðF lagðoX=oxÞÞi can be split into two parts

E F lag oX
ox

� �
i

¼ E F lag oX
ox

� �
i;bound

þ E F lag oX
ox

� �
i;relax

;

where

E F lag oX
ox

� �
i;relax

¼ Ki F lagðU ð2Þ
i ;U ð1Þ

i Þ
�

� F lagðU ð1Þ
i ;U ð2Þ

i Þ
�

and EðF lagðoX=oxÞÞi;bound is defined by Eqs. (25) and (26).

In practical applications, the solution is reached via a splitting method. First, we integrate

að1Þ
i U ð1Þ

i

� �nþ1=2

� að1Þ
i U ð1Þ

i

� �n
Dt

þ
EðXF Þiþ1=2 � EðXF Þi�1=2

Dx
¼ E F lag oX

ox

� �
i;bound

: ð37Þ

This step is stable under the condition

jkmaxj
Dt
Dx

6
1

2
: ð38Þ

Here kmax is the maximum wave speed and Dx is the cell size. This condition holds because all internal waves

are omitted during this evolution step.

Then, a relaxation step is applied

að1Þ
i U ð1Þ

i

� �nþ1

� að1Þ
i U ð1Þ

i

� �nþ1=2

Dt
¼ E F lag oX

ox

� �
i;relax

: ð39Þ
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The fluxes are computed at time tn. The relaxation step can be carried out by several ways

• by a standard resolution of (39) when Ki is not too large,

• by a procedure that computes the steady state of (39) when Ki is large. Such a relaxation procedure is

detailed in [21,24].

When dealing with contact-interface problems at the macroscopic scale, as well as with well-mixed

materials (for example solid alloys), the relaxation procedures given in [24] are appropriate. When dealing

with mixtures containing a moderate number of interfaces per computational cell, the resolution of (39) is

recommended. It is also possible in such situations to solve a micro-mechanical problem with integro-
differential equations as was done in [10,16] or to use empirical closure laws including dissipation effects, as

done in most two-phase flow codes.

4. Second-order accuracy

In this section, we propose an extension of the conventional MUSCL approach to get a second-order

approximation of the scheme

að1Þ
i U ð1Þ

i

� �nþ1

� að1Þ
i U ð1Þ

i

� �n
Dt

þ
EðXF Þiþ1=2 � EðXF Þi�1=2

Dx
¼ E F lag oX

ox

� �
i

; ð40Þ

where the fluxes are given by (33) and the non-conservative terms/relaxation by (34).

Following the MUSCL strategy, the variables U, defined by (9), in the systems (7) and (8) are ap-

proximated by their averaged values over the control volume f�xi�1=2; xiþ1=2½gi2Z, so second-order accuracy

can be achieved if we have a second-order accurate approximation of the average of oF =ox (where F is the

flux (10)) and EðGÞ (from (12)).

4.1. A predictor–corrector scheme

This scheme is an extension of the predictor–corrector scheme for a general conservation law

oW =ot þ oG=ox ¼ 0 that we recall. Here, the mesh size is Dy which is assumed uniform for simplicity only.
Step 1. From fW n

j g, compute the (limited) slopes dW n
i and evaluate

W n
i�1=2;r ¼ W n

i � Dy
2

dW n
i ;

W n
iþ1=2;l ¼ W n

i � Dy
2

dW n
i :

Step 2. Evolve the solution over half a time step

W nþ1=2
i ¼ W n

i � Dt
2Dy

GðW n
iþ1=2;l;

�
þ W n

iþ1=2;rÞ � GðW n
i�1=2;l;W

n
i�1=2;rÞ

�
:

Step 3. From fW nþ1=2
j g, evaluate the (limited) slopes dW nþ1=2

j , and compute

W nþ1=2
i�1=2;r ¼ W nþ1=2

i � Dy
2

dW nþ1=2
i ;

W nþ1=2
iþ1=2;l ¼ W nþ1=2

i þ Dy
2

dW nþ1=2
i :

Step 4. Compute
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W nþ1
i ¼ W n

i � Dt
Dy

GðW nþ1=2
iþ1=2;l;W

nþ1=2
iþ1=2;rÞ

�
� GðW nþ1=2

i�1=2;l;W
nþ1=2
i�1=2;rÞ

�
:

This is not the simplest predictor–corrector algorithm, see [25] for example, but the steps 1 and 2 are identical

to the steps 3 and 4. Hence, it is very simple from the algorithmic point of view. Thanks to this remark, we

only describe the corrector step of our second-order algorithm, i.e., the extension of steps 3 and 4.

4.2. A predictor–corrector scheme for multiphase flows

We start by the data reconstruction. Since the volume fraction has to remain between 0 and 1, and

because of the constraint qk P 0 and Pk P 0, we choose to reconstruct linearly the vector of primitive
variables V n

i where V ¼ ða; q; u; P ÞT for each fluid. We extrapolate these variables by using their limited

slopes diV :

V n
i ðxÞ ¼ V n

i þ x� xi
2

diV

with x 2�xi�1=2; xiþ1=2½. We denote by

V n
i�1=2;r ¼ V n

i � Dx
2

diV and V n
iþ1=2;l ¼ V n

i þ Dx
2

diV

the primitive variables at the most left/right points of the cell �xi�1=2; xiþ1=2½. We denote by Un
i�1=2;r (resp.

Un
i�1=2;lÞ the vector of conservative variables corresponding to V n

i�1=2;r (resp. V n
i�1=2;lÞ.

In order to get an approximation of (7) and (8), we divide the cell �xi�1=2; xiþ1=2½ into subintervals
�xi�1=2; y1½; �yl; ylþ1½; l ¼ 1;N � 1; �yN ; xiþ1=2½. In the cells �yl; ylþ1½, we consider the conservative variable Wlþ1=2

corresponding to the primitive variables V n
i ðylþ1=2Þ with ylþ1=2 ¼ ðyl þ ylþ1Þ=2, in �xi�1=2; y1½ we consider the

one corresponding to V n
i�1=2;l ¼ V n

i � 1
2
diV , and similarly in �nN ; xiþ1=2½, we consider V n

iþ1=2;r. Then we apply

the scheme (40), that is the technique developed in Section 3, to this data distribution. This means that we

subdivide each interval into random sub-interval (with the constraints of Section 3), and then we take the

expectancy of the schemes. There is no contradiction, since there might be only one random subdivision in

each �yl; ylþ1½ : this is taken into account in the relaxation term of Eq. (35), which is defined here for each

subinterval �yl; ylþ1½, and might vary with respect to l. To indicate this variation, we denote it by Kðylþ1=2Þ.
Then, we get the averaged flux variation over the interval �xi�1=2; xiþ1=2½ but summing up the contribution

over each subinterval xi�1=2; y1½; �yl; ylþ1½ for l ¼ 1; . . . ;N � 1 and �yN ; xiþ1=2½. The arguments in the formula

(31) are those defined by the reconstructed left and right states at xi�1=2. Similarly, bð1;2Þ
i�1=2 represents the sign

of the contact speed evaluated at xi�1=2 from the reconstructed data.

In Step 3, the conservative terms sum up to

EðXF Þð1Þi�1=2 ¼ ðbð1;2Þ
i�1=2Þ

þ
Pi�1=2ðR1;R2ÞF ðU ð1Þ;nþ1=2

i�1=2;l ;U ð2Þ;nþ1=2

i�1=2;r Þ þPi�1=2ðR1;R1ÞF ðU ð1Þ;nþ1=2

i�1=2;l ;U ð1Þ;nþ1=2

i�1=2;r Þ

� ðbð2;1ÞÞ�Pi�1=2ðR2;R1ÞF ðU ð2Þ;nþ1=2

i�1=2;l ;U ð1Þ;nþ1=2

i�1=2;r Þ;

EðXF Þð1Þiþ1=2 ¼ ðbð1;2ÞÞþ þPiþ1=2ðR1;R2ÞF ðU ð1Þ;nþ1=2

iþ1=2;l ;U ð2Þ;nþ1=2

iþ1=2;r Þ þPiþ1=2ðR1;R1ÞF ðU ð1Þ;nþ1=2

iþ1=2;l ;U ð1Þ;nþ1=2

iþ1=2;r Þ

� ðbð2;1ÞÞ�Piþ1=2ðR2;R1ÞF ðU ð2Þ;nþ1=2

iþ1=2;l ;U ð1Þ;nþ1=2

iþ1=2;r Þ
ð41Þ

since all the internal contributions cancel. The non-conservative terms

E F lag oX
ox

� �
i

;¼ E F lag oX
ox

� �
i;bound

þ E F lag oX
ox

� �
i;relax
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sum up to

�ðbð1;2ÞÞþPiþ1=2ðR1;R2ÞF lagðU ð1Þ;n
i�1=2;l;U

ð2Þ;n
i�1=2;rÞ þ ðbð2;1ÞÞþPiþ1=2ðR2;R1ÞF lagðU ð2Þ;n

i�1=2;l;U
ð1Þ;n
i�1=2;rÞ

� ðbð1;2ÞÞ�Piþ1=2ðR1;R2ÞF lagðU ð1Þ;n
i�1=2;l;U

ð2Þ;n
i�1=2;rÞ þ ðbð2;1ÞÞ�Piþ1=2ðR2;R1ÞF lagðU ð2Þ;n

i�1=2;l;U
ð1Þ;n
i�1=2;rÞ

þ
XN�1

l¼1

max 0;Dað1Þðylþ1=2Þ
� �

F lagðU ð2Þ;n
2 ðylþ1=2Þ;U ð1Þ;n

1 ðylþ1=2ÞÞ

�
XN�1

l¼1

max 0;Dað2Þðylþ1=2Þ
� �

F lagðU ð2Þ;n
2 ðylþ1=2Þ;U ð1Þ;n

1 ðylþ1=2ÞÞ

þ
XN�1

l¼1

Kðylþ1=2Þ F lagðU ð2Þ;n
2 ðylþ1=2Þ;U ð1Þ;n

1 ðylþ1=2ÞÞ
�

� F lagðU ð1Þ;n
1 ðylþ1=2Þ;U ð2Þ;n

2 ðylþ1=2ÞÞ
�
; ð42Þ

where

Dað1Þðylþ1=2Þ ¼ ðdia
ð1ÞÞðnl � nlþ1Þ:

We do not need any b terms because we account for all the internal cells in �xi�1=2; xiþ1=2½. Hence, the last two

terms of (42) are equal to

XN�1

l¼1

F lagðU ð2Þ;nðylþ1=2Þ;U ð1Þ;nðylþ1=2ÞÞðyl

 
� ylþ1Þ

!
max 0; dia

ð1Þ� �

�
XN�1

l¼1

F lagðU ð1Þ;nðylþ1=2Þ;U ð2Þ;nðylþ1=2ÞÞðyl

 
� ylþ1Þ

!
max 0; dia

ð2Þ� �

which converges, when N ! 1 toZ xiþ1=2

xi�1=2

F lagðU ð2Þ;nðyÞ;U ð1Þ;nðyÞÞ dy
 !

max 0; dia
ð1Þ� �

�
Z xiþ1=2

xi�1=2

F lagðU ð1Þ;nðyÞ;U ð2Þ;nðyÞÞ dy
 !

max 0; dia
ð2Þ� �

: ð43Þ

Then we apply the mid-point rule to (43), and we have a second-order approximation of the non-con-

servative terms by

DxE F lag oX
ox

� �
¼ �ðbð1;2ÞÞþPiþ1=2ðR1;R2ÞF lagðU ð1Þ;n

i�1=2;l;U
ð2Þ;n
i�1=2;rÞ

þ ðbð2;1ÞÞþPiþ1=2ðR2;R1ÞF lagðU ð2Þ;n
i�1=2;l;U

ð1Þ;n
i�1=2;rÞ

� ðbð1;2ÞÞ�Piþ1=2ðR1;R2ÞF lagðU ð1Þ;n
i�1=2;l;U

ð2Þ;n
i�1=2;rÞ

þ ðbð2;1ÞÞ�Piþ1=2ðR2;R1ÞF lagðU ð2Þ;n
i�1=2;l;U

ð1Þ;n
i�1=2;rÞ

þmax 0;Dað1Þ
i

� �
F lagðU ð2Þ;n

i ;U ð1Þ;n
i Þ �max 0;Dað2Þ

i

� �
F lagðU ð1Þ;n

i ;U ð2Þ;n
i Þ; ð44Þ

where Dað1Þ
i ¼ að1Þ

iþ1=2;l � að1Þ
i�1=2;r and Dað2Þ

i ¼ að2Þ
iþ1=2;l � að2Þ

i�1=2;r are the limited slope of að1Þ and að2Þ in the cell Ci.
Similarly, the relaxation terms corresponding to a linear reconstruction of the data can be approximated,

thanks to the same interpretation in terms of Riemann sums and to the mid-point rule by
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Ki F lagðU ð2Þ;n
i ;U ð1Þ;n

i Þ
�

� F ðU ð1Þ;n
i ;U ð2Þ;n

i Þ
�
: ð45Þ

It is not surprising to have the averaged values of the conservative variables U1 and U2 because we need to
evaluate U ð1Þ and U ð2Þ at the point xiþ1=2. This values are precisely the averaged ones thanks to the geometry

of the cell. The same remark applies to the relaxation term Ki.

In the end, the predictor step becomes

ðað1Þ
i U ð1Þ

i Þnþk � ðað1Þ
i U ð1Þ

i Þn

Dt
þ
EðXF Þð1Þiþ1=2 � EðXF Þð1Þi�1=2

Dx
¼ E F lag oX

ox

� �
i

; ð46Þ

where EðF lagðoX=oxÞÞi is the sum of (45) and (43), the conservative terms EðXF Þð1Þi�1=2 are given by (41).

There is an enlightening interpretation of the scheme. It is important to note that the cell contains now a

gradient of volume fraction a. Geometrically speaking, the mid-point rule applied to the integral of F lag and

the internal relaxation terms is equivalent to adding a new internal interface in the middle of the cell be-

tween the values V ðnÞ
i�1=2;l and V ðnÞ

iþ1=2;r as depicted in Fig. 8.

It is essential to take into account this new interface for the design of the second-order scheme.

5. Some useful verifications

The various numerical approximations being rather complex, it is necessary to check some elementary

properties. The following verifications may be done with the first- and the second-order variants. For the

sake of conciseness we consider the first-order method only.

5.1. Uniform pressure and velocity flows

We have shown in a series of papers [2,21,22] that these uniform conditions were particularly important

for interface problems. We consider the semi discrete form

d

dt
að1Þ
i U ð1Þ

i

� �
þ
EðXF Þð2Þiþ1=2 � EðXF Þð2Þi�1=2

Dx
¼ E F lag oX

ox

� �
i;bound

; ð47Þ

Fig. 8. Schematic representation of a computational cell with a gradient of volume fraction. The gradient in dotted lines is equivalent

to the discontinuous representation with full lines.
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where, for any i,

EðXF Þiþ1=2 ¼ max að1Þ
i

�
� að1Þ

iþ1; 0
�

bð1;2Þ
iþ1=2

� �þ
F ðU ð1Þ

i ;U ð2Þ
iþ1Þ þmin að1Þ

i ; að1Þ
iþ1

� �
F ðU ð1Þ

i ;U ð1Þ
iþ1Þ

�max að2Þ
i

�
� að2Þ

iþ1; 0
�

bð2;1Þ
iþ1=2

� ��
F ðU ð2Þ

i ;U ð1Þ
iþ1Þ ð48Þ

and

E F lag oX
ox

� �
i;bound

¼ max að1Þ
i

�
� að1Þ

iþ1; 0
�

bð1;2Þ
iþ1=2

� ��
F lagðU ð1Þ

i ;U ð2Þ
iþ1Þ

�max að2Þ
i

�
� að2Þ

iþ1; 0
�

bð2;1Þ
iþ1=2

� ��
F lagðU ð2Þ

i ;U ð1Þ
iþ1Þ

�max að1Þ
i�1

�
� að1Þ

i ; 0
�

bð1;2Þ
i�1=2

� �þ
F lagðU ð1Þ

i�1;U
ð2Þ
i Þ

þmax að2Þ
i�1

�
� að2Þ

i ; 0
�

bð2;1Þ
i�1=2

� �þ
F lagðU ð2Þ

i�1;U
ð1Þ
i Þ: ð49Þ

We assume that the flow evolves under initial uniform pressure and velocity conditions. Consequently, the

pressures and velocity should remain constant during time evolution. We now check whether this property
is satisfied or not at the discrete level by the scheme (47). Note that this basic property was fulfilled in [21]

but not in [13].

In the following, we consider base fluxes for each phase that have the property, for any phase Rk.

If uðkÞi and pðkÞi are uniform on the stencil of the flux, then the pure fluid Euler scheme for phase Rk has the

same uniform velocity and pressure after one time step.

A slight variant of this property was considered in [21]. We assume that it is possible to identify a wave
structure, and a numerical contact discontinuity so that the Lagrangian flux can be defined

F lagðU ; V Þ ¼ F ðU ; V Þ � rðU ; V ÞU �ðU ; V Þ:

It is clear that if the velocity and pressure of the phase within one computational cell are in equilibrium, the

Lagrangian flux is uniform. These two properties are obviously satisfied by the Godunov scheme, Roe

scheme, HLLC scheme, etc.

Since the velocity and pressure of both phases are equal and uniform in space, the Lagrangian fluxes are
constant and some flux indicator cancel (the velocity is assumed positive)

F lagðU ð1Þ
i ;U ð2Þ

iþ1Þ ¼ F lagðU ð2Þ
i ;U ð1Þ

iþ1Þ ¼ F lagðU ð1Þ
i�1;U

ð2Þ
i Þ ¼ F lagðU ð2Þ

i�1;U
ð1Þ
i Þ ¼ F lag;�

then

bð1;2Þ
i�1=2

� �þ
¼ bð2;1Þ

i�1=2

� �þ
¼ bð1;2Þ

iþ1=2

� �þ
¼ bð2;1Þ

iþ1=2

� �þ
¼ 1

and

ðbð1;2Þ
i�1=2

� ��
¼ ðbð2;1Þ

i�1=2

� ��
¼ ðbð1;2Þ

iþ1=2

� ��
¼ ðbð2;1Þ

iþ1=2

� ��
¼ 0:

Owing to these simplifications the numerical fluxes and non-conservative terms reduce to

EðXF Þiþ1=2 ¼ F ðU ð1Þ
i Þ maxðað1Þ

i

�
� að1Þ

iþ1; 0Þ þminðað1Þ
i ; að1Þ

iþ1Þ
�
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and

E F lag oX
ox

� �
i;bound

¼ F lag;�
�
�max að1Þ

i�1

�
� að1Þ

i ; 0
�
þmax að2Þ

i�1; a
ð2Þ
i ; 0

� ��
:

This reduces again to

EðXF Þiþ1=2 ¼ að1Þ
i F ðU ð1Þ

i Þ

and

E F lag oX
ox

� �
i;bound

¼ ðað1Þ
i � að1Þ

i�1ÞF lag;�:

We now notice that F ðU ð1Þ
i Þ ¼ F lag;� þ rU ð1Þ

i where r ¼ u ¼ cst: and denote k ¼ Dt=Dx. Thus the scheme

(47) reduces to

ðað1Þ
i U ð1Þ

i Þnþ1 ¼ ðað1Þ
i U ð1Þ

i Þn � ku ðað1Þ
i U ð1Þ

i Þn
�

� ðað1Þ
i�1U

ð1Þ
1;i�1Þ

n
�
: ð50Þ

We then drop superscript ð1Þ and develop this equation for the various component of the vector
U ¼ ð1; q; qu; qEÞT. The volume fraction equation reads

ðaÞnþ1

i ¼ ðaÞni � kuðan
i � an

i�1Þ:

The mass conservation equation reads

ðaqÞnþ1

i ¼ ðaqÞni � kuðan
i q

n
i � ai�1nq

n
1;i�1Þ:

The momentum equation reads

ðaquÞnþ1

i ¼ ðaquÞni � kuðan
i q

n
i u

n
i � an

i�1q
n
i�1u

n
i�1Þ:

From these last two equations, it is obvious that

unþ1
i ¼ uni :

The velocity does not change, in agreement with what was expected. Now we consider the energy equation

ðaqEÞnþ1

i ¼ ðaqEÞni � kuðan
i q

n
i E

n
i � an

i�1q
n
i�1E

n
i�1Þ:

Using the fact that the velocity does not evolve, we can eliminate the kinetic energy in the total energy.

Thus, last equation can be rewritten in terms of internal energy

ðaqeÞnþ1

i ¼ ðaqeÞni � kuðan
i q

n
i e

n
i � an

i�1q
n
i�1e

n
i�1Þ:

We now introduce an equation of state (EOS). The stiffened gas EOS is able to describe gases, liquids and

solids. It can be written as

qe ¼ ðP þ cP1Þ=ðc � 1Þ

with

1

c � 1
¼ a

c1 � 1
þ 1� a

c2 � 1
;
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cP1
c � 1

¼ aP ð1Þ
1

cð1Þ � 1
þ ð1� aÞP ð2Þ

1
cð2Þ � 1

;

where cð1Þ; P ð1Þ
1 (resp. cð2Þ; P ð2Þ

1 Þ are the thermodynamical parameters of R1 (resp. R2).

Since the pressure is uniform at time level n, and since the parameters of the equation of state are

constant too, a sufficient condition for the pressure to not evolve is

anþ1
i ¼ an

i � kuðan
i � an

i�1Þ

which is in perfect agreement with the numerical update of the volume fraction obtained previously. The

overall scheme satisfies perfectly the uniform pressure and velocity flow.

5.2. Flow in a uniform volume fraction field

In the particular case of two-phase flow with uniform volume fraction field, if we do not account for the

relaxation terms, we expect that the fluids evolve freely, as they were evolving in a one-dimensional duct if

they were alone. So we must recover the Godunov scheme for the Euler equations when the volume fraction

is uniform.

Under uniform volume fraction condition we have

EðXF Þiþ1=2 ¼ að1Þ
i F ðU ð1Þ

i ;U ð1Þ
iþ1Þ

and

E F lag oX
ox

� �
i;bound

¼ 0:

By eliminating að1Þ
i the scheme (47) reduces to

U ð1Þ;nþ1
i ¼ U ð1Þ;n

i � kðF ðU ð1Þ
i ;U ð1Þ

iþ1Þ � F ðU ð1Þ
i�1;U

ð1Þ
i ÞÞ; ð51Þ

which is readily identified to the Godunov scheme.

6. Test problems

The method works for all tests of Refs. [21,24]. We have retained here the most important ones cor-

responding to various flow situation in shock tubes, the ‘‘water faucet test problem’’ of Ransom, a sedi-

mentation problem and Rogue�s test case to show that the method works for very different flow conditions.

6.1. Shock tubes with pure fluids and with mixtures

The tests are done with a uniform mesh of 200 cells. The materials are governed by the stiffened gas

equation of state: P ¼ ðc � 1Þqe� cP1. The parameters of the gas are c ¼ 1:4 and P1 ¼ 0 while for the

liquid they are c ¼ 4:4 and P1 ¼ 6� 108 Pa.

The first shock tube involves a uniform volume fraction initial condition as shown in Fig. 9. The dia-

phragm separates two mixtures of equal volume fractions (a ¼ 0:5). The left and right part of the shock

tube contain fluids with a very strong pressure difference. The gas and liquid densities are 50 and 1000 kg/
m3, respectively, in the entire domain. The initial pressure in the high pressure chamber (left) is 109 and

105 Pa in the low pressure chamber (right).
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We use the second-order variant of the method as described in Section 4. For this first run, we do not use

any pressure and velocity relaxation procedure. The results are shown in Fig. 9, and the numerical solution

of each fluid is compared to the exact one. The exact solution is obvious: each fluid evolves in a constant

cross-section duct and is governed by the Euler equations. Excellent agreement is obtained.

Then, we run the same test with the relaxation procedure of Ref. [24]. Now the fluids have an infinite

drag coefficient and the pressure relaxation is instantaneous. The results are shown in Fig. 10. The volume

fraction varies across the rarefaction and shock waves. This behaviour is in perfect agreement with our

previous results using a different scheme [21] and pressure and velocity relaxation procedures.
We now use the same initial conditions as in the previous test problem, but we change the initial volume

fraction of the various fluids. An initial discontinuous profile is imposed. The left part of the shock tube

contains the same liquid as before with an initial pressure of 2� 108 Pa and an initial volume fraction of

al ¼ 1� �ð� ¼ 10�6Þ. Its right part is filled with a gas at 105 Pa with an initial volume fraction of

ag ¼ 1� �. 3 This situation corresponds to a nearly pure liquid on the left high-pressure chamber and a

nearly pure gas on the low pressure right chamber. We want to check if the method is again able to solve

interface problem between nearly pure materials. The results are shown in Fig. 11 and are obtained with the

second-order scheme combined with the pressure relaxation procedures of Ref. [24] as was done previously.
We again obtain excellent agreement with the exact solution.

3 This procedure is needed because we need to extract the conserved variable of each phase in order to compute the different needed

fluxes. The result is not sensible to the choice of � as we have checked numerically.

Fig. 9. Shock tube with two mixtures and uniform volume fraction. Second-order scheme of Section 4. No pressure and velocity

relaxation procedures are used. Numerical solution with symbols. Exact solution with lines. The single phase behavior of the Euler

equations is recovered.

386 R. Abgrall, R. Saurel / Journal of Computational Physics 186 (2003) 361–396



We now redo the same test under the same initial conditions with a discontinuity in volume fraction.

Contrarily to the previous calculations, we do not use any relaxation procedure as in [24], nor solve the

ODE system (39). In other words, we take Ki ¼ 0 in Eq. (35). This means that the two-phase control

volume does not contain any internal interface. The only interfaces come from one of the cell boundary and

its contribution to the evolution of the solution is controlled by (34) only. In absence of the relaxation terms

(35), each fluid will retain its own pressure, velocity, etc, because there is no interaction between fluids.

There is no drag force between the fluids, and of course no pressure relaxation. Hence, this test puts into

Fig. 10. Shock tube with well mixed materials of Fig. 9. Second-order scheme of Section 4. Pressure and velocity relaxation procedures

of Ref. [24] are used.

Fig. 11. Shock tube with interface separating nearly pure materials. Second-order scheme. Pressure and velocity relaxation procedures

of Ref. [24] are used. Exact solution with lines, numerical solution with symbols.
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evidence the contribution of the non-conservative terms appearing in (34) only, that is the terms related to
the interfaces that cross cell boundaries. The results are displayed in Fig. 12. As expected, the two fluids

have very different pressure and velocities. They also have very different profiles because they do not have

the same initial conditions, nor equation of state, and they evolve in different volumes. In the left part of the

shock tube, the liquid is nearly pure and is expanded by a strong rarefaction wave. The solution of this

rarefaction wave is in excellent agreement with the one obtained with a pure liquid on the left and a gas on

the right. In the left part of the shock tube, the gas is expanded too. It accelerates near the interface because

its volume varies in space and time. Indeed, the interface has a large velocity, and during its propagation, it

is smeared by numerical diffusion. This numerical diffusion zone corresponds to a diverging nozzle where
the gas is again expanded by geometrical effects.

We now consider the right part of the shock tube. A shock wave propagates into the gas due to the

liquid–gas interface motion. The liquid existing in the right chamber in a negligible volume is moved too by

a fast shock wave that is initiated in the stiff converging nozzle associated to the numerical diffusion zone.

The most interesting result of this test is that the coupling between the gas in the right part of the tube

and the liquid on the left is achieved perfectly at the interface. The non-conservative terms (34) are able to

restore the interface condition by the only fact that the volume fraction is discontinuous. The matching

between the gas and the liquid variables at the interface is clearly shown on the magnified view of Fig. 13.
These results mean that the numerical model is able to deal with multiphase mixtures into non-equi-

librium velocities as well as interface problems separating pure or nearly pure materials. Up to our

knowledge, it is the first model able to deal with mixtures and interfaces under a unique formulation.

6.2. Ransom test problem

The water faucet problem consists of a vertical tube 2m in length. The top has a fixed liquid velocity

(10m/s) and a liquid volume fraction of 0.8. The bottom of the tube is opened to atmospheric conditions.

Initially, the tube is filled with a uniform column of liquid water at a velocity of 10m/s surrounded by a gas

Fig. 12. Shock tube with interface separating nearly pure materials. Second-order scheme. No pressure and velocity relaxation pro-

cedures are used. The exact solution is shown in Fig. 11. Numerical solution with symbols. Each fluid has its own behavior, but at the

interface, the pressure and velocity interface conditions are automatically fulfilled.

388 R. Abgrall, R. Saurel / Journal of Computational Physics 186 (2003) 361–396



at volume fraction of 0.2. From these initial conditions, gravity effects are considered and provoke a

lengthening of the liquid jet. The gas and liquid are treated as compressible fluids with the same parameters

and equation of state as for the liquid–gas shock tube test problem. Exact and numerical results are shown

in Fig. 14.

The numerical solution shows an excellent agreement with the exact one even if the fluid compressibility

necessitates the use of small time steps. Under mesh refinement, the solution converges to the exact one,

contrarily to models involving pressure equality between phases and having a conditional domain of hy-

perbolicity.

6.3. Sedimentation case

We consider a tube filed with air and water. The tube is vertical and closed on top and bottom. Its length
is 1m. The mesh has 100 cells.

At initial time, the volume fraction of each phase is uniform and equal to 0.5. The initial velocity is 0m/s,

the initial pressure of both phase is 105 Pa. The air density is 1 kg/m3, that of water is 1000 kg/m3. At t ¼ 0,

we set up the gravity g ¼ 10m=s
�2

, so that the heavy fluid falls down, and the light one moves up. At steady

state, the tube should be filled with pure air in the upper half domain and with water on the remaining half

Fig. 13. Magnified view of the pressures and velocity profiles near the interface for the test of Fig. 12. Liquid solution with diamond

symbols. Gas solution with lines. The interface conditions are automatically fulfilled.

Fig. 14. Exact (full lines) and numerical solution (with 100 and 4000 cells) represented by symbols for the Ransom test problem.

R. Abgrall, R. Saurel / Journal of Computational Physics 186 (2003) 361–396 389



tube. We show in Fig. 15 the volume fraction and pressure after at initial time and after 1.5 s. Here, we use

the pressure equilibrium procedure. The results of Fig. 15 show that the method is able to separate fluids

under body forces and fulfill interface conditions, starting from an ideal mixture.

6.4. Rogue test case

We consider here a vertical tube filled with air, see Fig. 16. In the middle, a bed of dense and small solid

particles is settled. A shock wave propagates in the tube from the bottom. At some time, it crosses the bed

Fig. 15. Volume fractions and pressures at times t ¼ 0 and t ¼ 1:5 s for the sedimentation problem. �, water; +, air.

Fig. 16. Experimental setup, Rogue test case.
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of particles, hence pressure disturbances and drag effects make the particle move. At the same time, the

incident shock wave refracts, a transmitted wave propagates through the bed, and a reflected waves

propagates backward. During the propagation of the transmitted wave, drag effects and volume fraction

modification weaken the propagated shock, while the bed of particle moves.

To visualise the pressure evolution due to this very complex phenomena, two pressure gauges are in-

stalled, one before the particle bed, one after it. Their locations are 4.3 cm before the bottom of the particle

bed and 11 cm after it. The bed thickness is 2 cm.

The particles are modelled as compressible particle, with the same parameters as for water. The drag
effects on the particles are modelled with the drag force

Fd ¼
3

4
Cd

qð1Þ

dp
ð1� að1ÞÞjuð1Þ � uð2Þjðuð1Þ � uð2ÞÞ:

The various coefficients and parameters of the experimental setup are given in Table 3. The superscript (1)

stands for the ambient gas and (2) for the particles.

There exists experimental results about this configuration, see [17,18]. No exact solution is known, of

course. In Fig. 17, we have reported the experimental results for the pressure and computed ones. They are

in good agreement.
The accuracy of the computed results could be improved by adding granular pressure and energy to the

model. Doing this, the method would couple two more complicated systems than the Euler equations. This

Table 3

Parameters for the Rogue test case

Parameter Value

Air preshock density 1.2 kg/m3

Incident shock Mach number 1.3

Particle density 1050 kg/m3

Particle diameter (dp) 2 mm

Particle bed thickness 2 cm

Initial gas volume fraction in the bed 0.35

Drag coefficient (Cd) 0.6

Fig. 17. Comparison between the experimental results and the computational ones.
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type of work comes out of the scope of this paper. For addition of extra physics and hydrodynamics to the

model, see [23].

7. Conclusions, perspectives

This paper describes a new philosophy for the modeling and numerical resolution of heterogeneous

media. We have successfully applied it to interface problem and compressible multiphase mixtures.
We believe that this concept may be applied to other physical problems of physical and mathematical

importance.

The extension to multidimensional problems is possible [1], The only real modification, compared to the

present developments, is about the coefficientsPi�1=2ðRp;RqÞ. They are defined as, for an interface between two

computational cells, say between �xi�1=2;j�1=2; xiþ1=2;j�1=2½��yi�1=2;j�1=2; yiþ1=2;j�1=2½ and �xiþ1=2;j�1=2; xiþ3=2;j�1=2½ �
�yi�1=2;j�1=2; yiþ1=2;j�1=2½, that is fxiþ1=2;j�1=2g��yi�1=2;j�1=2; yiþ1=2;j�1=2;½

Pi�1=2;j�1=2ðRp;RqÞ ¼ E

Z yiþ1=2;j�1=2

yiþ1=2;j�1=2

X ðxiþ1=2; sÞ ds
 !

;

which can be evaluated in the same way as in the present paper.

The problem of the relaxation coefficient is more interesting. In the one-dimensional situation, they are

defined as the average number of internal interfaces. In the multidimensional case, using once more the

same argument as here, they are the average area of internal bubbles in the x- and y-directions. It is in-

teresting to note that the one-dimensional case can be interpreted in the same way. It is also noticeable that
these quantities have already been introduced in the literature, see [6] for example.
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Appendix A. Proof of the Lax–Wendroff theorem

We show the following result.

Theorem A.1. We consider the semi-discrete scheme ((32)–(35)). We define WD by

WDðx; tÞ ¼ W n
i if ðx; tÞ 2�xi�1=2; xiþ1=2½�½tn; tnþ1½:

Thus, if we assume that, for Dt=Dx fixed,
• the sequence WD is bounded in L1ðRþ � RÞ,
• there exists W 2 L2ðR� RþÞloc such that WD ! U ;
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• U is piecewise regular,
• the probability law of the flow is known and the relaxation coefficients remain bounded,
• if Piþ1=2ðRp;RqÞ has the functional form Piþ1=2ðRp;RqÞ ¼ PpqðaðpÞ

i ; aðqÞ
iþ1Þ with Ppq continuous and

Pppða; aÞ ¼ a; Ppqða; aÞ ¼ 0 if p 6¼ q.
Then, the limit solution is a weak solution of the problem, i.e., for any u 2 C1ðR� RþÞ4,Z

R�Rþ
WðjÞ

ou
ot

þFðjÞðWðjÞÞru �
Z
R

WðjÞðx; 0Þuðx; 0Þ ¼ E

Z
R�Rþ

ðF ðWðjÞÞ
�

� rWðjÞÞrXðjÞu

�
; j ¼ 1; 2:

Proof. Let ui ¼ uðxiÞ. We have

X
i

Dxui
dW ðjÞ

i

dt
þ
X
i

uiðEðXiF ÞÞiþ1=2 � ðEðXjF ÞÞi�1=2Þ �
X
i

ui E F lag oX
ox

� �� �
iþ1=2

¼ 0: ðA:1Þ

The flux EðXiF ÞÞiþ1=2 is defined by (23) can be written in short as a sum of terms like bPF . The term

ðEðF lagðoX=oxÞÞÞiþ1=2 is the sum of ‘‘non-conservative’’ terms (25) and (26) and ‘‘relaxation’’ terms (27).

The non-conservative terms can be written as a sum of differences of terms of the type bPF lag.

The difference between

S ¼
X
i

Dxui
dW ðjÞ

i

dt
þ
X
i

uiðEðXiF ÞÞiþ1=2 � ðEðXjF ÞÞi�1=2Þ �
X
i

uiðE F lag oX
ox

� �
Þiþ1=2

and the same expression Sexact obtained with the exact probabilities Pexact is the sum of terms like

bðP�PexactÞF and bðP�PexactÞF lag. Then (A.1) can be rewritten as

0 ¼ Sexact þS�Sexact:

(I) We first show that

Sexact !
Z
R�Rþ

WðjÞ
ou
ot

þFðjÞðWðjÞÞru �
Z
R

WðjÞðx; 0Þuðx; 0Þ � E

Z
R�Rþ

ðF ðWðjÞÞ
�

� rWðjÞÞrXðjÞu

�

for the Godunov flux.

Recalling that

ðEðXðjÞF ÞÞiþ1=2 � ðEðXðjÞF ÞÞi�1=2Þ �
X
i

E F lag oX
ox

� �� �
iþ1=2

is the expectancy of

XNðxÞ�1

l¼2

Z tþs

tn

Z nlþ1þs rðUl
i ;U

lþ1
i Þ

nlþs rðUl�1
i ;Ul

i Þ
X

oU
ot

�
þ oF

ox

�
dx dt þ

Z
CBB0

X
oU
ot

�
þ oF

ox

�
dx dt;

see Eq. (18) and Section 2.2, and since u does not depend on x, the index of the realization, we see

that

X
i

uiðEðXðjÞF ÞÞiþ1=2 � ðEðXðjÞF ÞÞi�1=2Þ �
X
i

uiðE F lag oX
ox

� �
Þiþ1=2
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is the expectation of

XNðxÞ�1

l¼2

Z tþs

tn

Z nlþ1þsrðUl
i ;U

lþ1
i Þ

nlþs rðUl�1
i ;Ul

i Þ
uiX

oU
ot

�
þ oF

ox

�
dx dt þ

Z
CBB0

uiX
oU
ot

�
þ oF

ox

�
dx dt:

Similarly, uiðdW
ðjÞ
i =dtÞ is the expectancy of uiðdXU=dtÞ, so that grouping the terms, we get that (A.1) is the

expectancy of

X
i

Dxui
dU ðjÞ

i

dt
þ
XNðxÞ�1

l¼2

Z tþs

tn

Z nlþ1þs rðUl
i ;U

lþ1
i Þ

nlþs rðUl�1
i ;Ul

i Þ
uiX

oU
ot

�
þ oF

ox

�
dx dt þ

Z
CBB0

uiX
oU
ot

�
þ oF

ox

�
dx dt:

Now the index x is fixed, so using the classical arguments of the Lax–Wendroff theorem, and integrating in

time, we see that, provided the probability law of the flow is known, we have

Sexact !
Z
R�Rþ

WðjÞ
ou
ot

þFðjÞðWðjÞÞru �
Z
R

WðjÞðx; 0Þuðx; 0Þ � E

Z
R�Rþ

ðF ðWðjÞÞ
�

� rWðjÞÞrXju

�
:

(II) Then we consider the remaining terms S�Sexact and show that

S�Sexact ! 0:

As previously noted, they are sums of terms like

ui bðPf
�

�PexactÞF giþ1=2 � bðPf �PexactÞF giþ1=2

�
and

ui bðPf
�

�PexactÞF lag
�
iþ1=2

� bðP
�

�PexactÞF lag
�
i�1=2

�
:

These terms are difference terms, so the same arguments as for the classical Lax–Wendroff theorem also

apply. We note that almost every where, under the assumptions of Theorem A.1, that

bðPf �PexactÞF giþ1=2 ! 0

because P�Pexact ! 0 almost everywhere.

(III) The relaxation terms contribute toX
i

DxuiKi F lagðU ð2Þ
i ;U ð1Þ

i Þ
�

� F lagðU ð1Þ
i ;U ð2Þ

i Þ
�
:

Since U is bounded and since U is almost everywhere regular, we have

F lagðU ð2Þ
i ;U ð1Þ

i Þ � F lagðU ð1Þ
i ;U ð2Þ

i Þ ! 0

almost everywhere. Thanks to the Lebesgue dominated convergence theorem, they contributes to zero in

the limit of a mesh refinement. This ends the proof. �

If we assume now that the flux F is only consistent with the continuous flux, and the same for F lag. The

difference between

X
i

Dxui
dW ðjÞ

i

dt
þ
X
i

uiðEðX ðjÞF ÞÞiþ1=2 � ðEðXðjÞF ÞÞi�1=2Þ �
X
i

ui E F lag ox
oX

� �� �
iþ1=2
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and the same expression with the Godunov flux is the sum of differences like

ui bPðF
��

� F GodÞ
�
iþ1=2

� bPðF
�

� F God
�
i�1=2

�
:

Then the same arguments as before applies. The justifies the scheme when the flux are not the Godunov

scheme.

Similarly, the theorem can be extended to the second-order scheme because the basic ingredient we

have used is the conservation of the non-averaged numerical scheme, and the continuity of the proba-

bilities P.
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