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Abstract

After having recalled the basic concepts of residual distribution (RD) schemes, we provide a systematic construction

of distribution schemes able to handle general unstructured meshes, extending the work of Sidilkover. Then, by using

the concept of simple waves, we show how to generalize this technique to symmetrizable linear systems. A stability

analysis is provided. We formally extend this construction to the Euler equations. Several test cases are presented to

validate our approach.
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1. Introduction

The numerical simulation of compressible flows is generally done via some generalization of the one-

dimensional Lax–Wendroff scheme. It is well known that this scheme is stable in the energy norm, but does

not have any stability property in the maximum norm. The simulation of flows with strong discontinuities

can only be performed with schemes having properties in the maximum norm, because we want solutions

without numerical oscillation. This goal can be reached by modifications of the Lax–Wendroff scheme,
either by adding dissipative and fourth-order terms monitored by complex ad hoc, problem dependent,

sensors, or via more automatic methods coming from the theory of scalar nonlinear schemes, see e.g. [14,15]

and the numerous references therein.

In each case, the approximation relies strongly on the structure of the one-dimensional problem. If the

flow is represented by the values of the conservative unknowns at the mesh points, a consequence is, for
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example, that the accuracy of the solution degrades when going to multidimensional problems mainly with

irregular meshes. The analysis via Taylor expansion and the equivalent equation, that enables to study the

formal accuracy of a scheme, is strictly valid only for one-dimensional problems. It can be extended to
multidimensional problems only if the structure of the mesh allows special algebraic combinations resulting

from the symmetries of the mesh. If the flow is represented by the averaged values of the conservative

unknowns on control volumes, there exists techniques to develop high order accurate schemes, for example

the ENO or WENO schemes [1,13,16,17,27]. In that case the analysis via the equivalent equation is dif-

ferent, but the main problem becomes a reconstruction problem, on variables that have to be chosen

carefully [4]. The price to pay is a very large extension of the computational stencil. Even in that case,

standard techniques use Riemann solvers, so the fluxes are still computed in a one-dimensional spirit, re-

sulting in large errors as analyzed by van Leer [26]. Hence the overall quality of the scheme may be quite
disappointing, in many cases.

In order to tackle these two problems – compactness of the stencil, effective accuracy of the solution – at

least two classes of methods have emerged in recent years, the discontinuous Galerkin schemes (DG), and

the residual distribution schemes (RD). Though different in spirit, they have a common core at least in their

‘‘unstabilized’’ versions, the residual property. This property that we discuss below in the framework of RD

schemes, allows to show the formal accuracy of the scheme on a very general mesh. The DG schemes use a

discontinuous polynomial representation of the unknowns that is a generalization of what is done in finite

volume schemes. The solution is updated via evaluation of fluxes, and the stabilization mechanism is ob-
tained by very similar techniques as in classical finite volume. The net effect of this is to loose the residual

property.

On the contrary, the RD schemes use a pointwise representation of the solution, like in finite difference

schemes. The unknowns are updated by evaluating the amount of residual sent to the vertices, and the

stabilization mechanism can be similar to artificial viscosity, as in the SUPG-like finite element method

[18,20], or inspired by the nonlinear techniques of the so-called high resolution schemes [15,19]. One can

also take into account the genuinely multidimensional structure of the problem [23].

In this paper, we consider schemes of the RD class. Our goal is to propose a systematic construction of
robust, high order and compact schemes on general meshes. The schemes are derived in such a way that all

the decisions are made on elements only, the neighboring elements play no role in the way the residuals are

sent to the element vertices. In that respect, the schemes we consider are the most compact possible. This is

a very pleasant property for parallelism issues.

This type of schemes has received recently a lot of interest, one may quote the pioneering work of Roe,

Sidilkover, Deconinck and their co-workers [11,22,23], and also more recently [2,3,10,25]. However, the

solutions that are proposed in these contributions are not fully satisfactory, in particular, they may be not

robust enough in some situations.
In this paper, we propose to reconsider the approach described in [22] for a very particular scheme, the

first-order scalar N scheme. From it, one can construct Struijs� PSI scheme [11] that is second-order. These

schemes have the special property that, for a triangular mesh, on each element, at least one residual

vanishes, allowing very simple algebra. We show how to extend this approach to more general schemes

where we do not need to assume a special structure of the underlying first-order scheme. This approach, via

a stability analysis using simple waves, enables to extend the method to linear symmetrizable PDEs. Only

steady problems are considered here, the unsteady case is discussed in [6].

The format of the paper is the following. We first recall the formalism of RD schemes, in particular we
recall what is necessary to get second-order accuracy. Then we analyze the scalar problems and show how

to construct second-order schemes. Going to system problems, we show some special properties of the Lax–

Friedrichs scheme and the N scheme for symmetrizable systems. These stability properties enable to justify

formally our construction. Several numerical tests, for linear and nonlinear PDEs demonstrate the qualities

of our approach.
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2. The residual distribution schemes

Let us consider the steady equation of fluid mechanics

divFðW Þ ¼ 0; x 2 X; t > 0; ð1Þ

supplemented by boundary conditions at the inflow, outflow and solid boundaries. The vector of conser-

vative variables W is defined by

W ¼ ðq; qu;EÞ;

where q is the density, u is the velocity, and E ¼ q�þ 1
2
qu2 is the total energy, � being the internal energy per

unit volume. The flux is defined by

F ¼
qu

qu� uþ pId
uðE þ pÞ

0@ 1A:

Lastly, the pressure is defined by the perfect gas equation of state

p ¼ ðc� 1Þ E
�

� 1

2
qu2
�
:

In the sequel, the ratio of specific heats c is assumed to be constant.

In order to approximate (1), we consider a triangular mesh where the elements are denoted by fTjtgjt¼1;nt
,

the vertices are denoted by fMisgis¼1;ns. Strictly speaking, the vertices of T have to be indexed in the list

fMisgis¼1;ns, namely Mi1 , Mi2 , Mi3 . When there is no ambiguity, we denote them by i1; i2; i3 or more simply

1; 2; 3. The vector~ni is the scaled inward vector normal to the boundary of T , opposite to the vertex i, i.e.

~ni ¼ 2jT jrKi;

where Ki is the barycentric coordinate at Mi.
The following iterative RD scheme approximates (1):

jCij
W nþ1

i � W n
i

Dt
þ
X

T ;Mi2T
UT

i ¼ 0; ð2Þ

and we consider the limit, if it exists, of W n
i when n ! þ1. In (2), W n

i is an approximation of W , solution of
(1) at ðMi; tnÞ, jCij is the area of the dual control volume associated to Mi, Dt is the (pseudo-) time step, and

UT
i stands for the residual sent by the element T to the vertex Mi. The residuals satisfy the following

conservation relations:X
j¼1;3

UT
ij
¼
Z
T
divFh dx :¼ UT : ð3Þ

In (3), Fh is a continuous interpolation of the flux F that converges in L1
loc to F. In [5], we show that under

the classical assumptions of the Lax–Wendroff theorem, the limit solution of (2) are weak solutions of (1).

An example is given by finite volume type schemes on triangular meshes, another one by the SUPG

scheme, see [2] for details.

Besides the conservation relation (3), several other requirements are needed: the schemehas to be stable and

accurate. The stability is generally met by using a monotonicity preserving scheme. We briefly recall this
concept for a scalar problem, we come back to it later in the system case where things are much less clear.
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2.1. Monotonicity preserving schemes

In practice, all the known RD schemes can be written as

UT
i ¼

X
Mj2T ;Mi 6¼Mi

cTijðui � ujÞ: ð4Þ

For this scheme to be L1 stable, it is enough that

cTij P 0 for all i; j: ð5Þ

The stability is obtained thanks to a CFL-like condition [11]. This is the so-called monotonicity preserving

condition.

2.2. Accuracy: the linear preserving (LP) condition

We briefly recall the analysis of [2]. It is shown that a converged RD scheme produces a formally second-
order accurate solution of the steady problem (1) under the following three requirements:

1. The mesh is regular.

2. The approximation Fh is second-order accurate on smooth solutions.

3. For any smooth solution of (1), UT
i ðW Þ ¼ Oðh3Þ for any vertex Mi and any triangle T such that Mi 2 T .

In most cases, the third condition is met by imposing that there exists a family of uniformly bounded

coefficients (or matrices for system problems) bT
i such that

UT
i ¼ bT

i U
T :

This is the LP condition introduced in [11] which is satisfied by the SUPG scheme and the PSI scheme of

Struijs [11] that we recall later.

It is known that it is not possible to have a linear scheme that is both monotonicity preserving and

linearity preserving: this is Godunov�s theorem [11]. The schemes that satisfy both requirements must be

nonlinear. The construction of such schemes is the topic of the next section.
3. Discretization of scalar equations

Several constructions of monotonicity preserving scheme exist, so we start by indicating some motiva-

tions for revisiting the problem. Then we provide a general construction of LP schemes starting from a

monotone first-order scheme, and then provide numerical examples.

3.1. Problem statement and relations to previous constructions

Defining hx; yi as the the dot-product of the vectors x and y, we consider the problem

h~k;rui ¼ 0; x 2 X; t > 0;
u ¼ g on C�;

ð6Þ

where C� is the inflow boundary of C ¼ oX. If the unknown u is piecewise linearly interpolated, the total

residual UT is given by

UT ¼
X3
j¼1

kjuj;
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where

kj ¼
1

2
h~k; nj!i:

We notice that
P3

j¼1 kj ¼ 0. Here, and until the end of the paper, we have identified the vertices of T with

the indices j ¼ 1; 2; 3 because there is no ambiguity. Similarly, we drop the superscript T in UT
i � Ui:

We provide three examples of monotonicity preserving schemes. The first one is the Rusanov scheme,

Ui ¼
1

3
U

 
� a

X
j 6¼i

ðui � ujÞ
!

ð7Þ

with aP maxi jkij, so that cij ¼ 1
3
ða� kjÞP 0. We have clearly

P
j Uj ¼ U.

Another example is given by the N (narrow) scheme [11]. It can be written as

Ui ¼ kþi ðui � euÞ; ð8Þ
where eu is obtained by recovering the conservation, i.e.

eu ¼
X
j

k�j

 !�1 X
j

k�j uj

 !
:

The scalar n :¼ ð
P

j k
�
j Þ

�1
is always defined unless~k ¼ 0. 2 This scheme can be considered as a conservative

method of characteristics. It is monotone under a CFL-like condition because

Ui ¼
X
j

kþi nk
�
j ðui � ujÞ;

hence cij ¼ kþi nk
�
j P 0. A last example is provided by the classical upwind scheme. None of these scheme is

linear preserving.

In order to get a monotonicity preserving LP scheme, several constructions exist, but all of them use the
scalar N scheme as a base scheme. One may quote the PSI scheme of Struijs [9], Sidilkover�s construction of

the same scheme [22]. Another method is the hybridization technique of [2,24] which consists in blending a

first-order monotone scheme (residual Uð1Þ
i ) and a second-order LP scheme (residual Uð2Þ

i ),

Ui ¼ ‘Uð1Þ
i þ ð1� ‘ÞUð2Þ

i :

One may also quote the B–scheme by Deconinck et al. [24]. It is not monotonicity preserving, even though

it is not easy to produce an oscillatory counter–example. In both cases, the first-order scheme is the N

scheme, and the second-order scheme is the LDA scheme. In [2], we show that a special choice of ‘ leads to
the PSI scheme, but other choices are possible.

The solution provided by the blending technique seems interesting because it may be thought at first

glance that any monotone first-order scheme fUð1Þ
i g and any LP scheme fUð2Þ

i g might be blended together,

leading to a richer class of schemes. This is not true because the two schemes must have some compatibility

relations otherwise the blended scheme might indeed reduce to the first-order one, i.e. ‘ ’ 1. An example

where ‘ ’ 1 much too often is the blending of the N scheme and the Lax–Wendroff scheme

Ui ¼
U
3
� Dt

2
kiU:

The problem here is that the N scheme is upwind, while the Lax–Wendroff is not, so that we might have

Ui ¼ 0 for the N scheme and Ui 6¼ 0 for the Lax–Wendroff one. Since ‘ is defined by a relation of the type
2 Since for any i, Ui ! 0 uniformly if ~k ! 0, there is no definition problem in the case ~k ¼ 0.
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‘ ¼ max
i¼1;3

uðriÞ;

where ri is the ratio of the second-order residual versus the first-order one and u a real valued function the
graph of which satisfies some geometrical constraints similar to what happens in the TVD framework (see

[2] for details), we have in general ‘ ¼ 1. In some cases, the LP condition is not so clear, for example, the

blending of the Rusanov and the Lax–Wendroff scheme is monotonicity preserving by construction but its

LP property is not clear.

This is why we have tried to develop another construction, partially inspired from Sidilkover [22], but in

our opinion more powerful since non-triangular elements can be considered. The construction basically

relies on the existence of a first-order monotone scheme, and provides a systematic way of defining an LP

monotone scheme.

3.2. Construction

We start from a first-order monotonicity preserving scheme

Ui ¼
X
j

cijðui � ujÞ; cij P 0:

To simplify the notations, we present the technique on triangular elements, but the extension to more

general elements is obvious though tedious.

As Sidilkover [22], we want to construct a residual U�
i such that:

1. The scheme defined by U�
i is monotonicity preserving.

2. The scheme is conservative, i.e.
P

j U
�
j ¼

P
j Uj ¼ U.

3. The scheme is LP, more precisely, we want bi :¼ U�
i =U to be bounded.

The first condition can be written

1� li ¼
U�

i

Ui
P 0;

i.e. li 6 1. The second condition is writtenX
j

ljUj ¼ 0:

Before going further, let us examine the L1 stability condition. The stability condition of the first-order

scheme is (we put back temporarily the superscript T )

Dtmax
T3i

P
j2T c

T
ij

jT j 6 1;

i.e.

Dt6Dtð1Þ :¼ min
i

max
T3i

P
j2T c

T
ij

jT j

� ��1

: ð9Þ

Thus, the natural stability condition of the new scheme is

Dt6Dtð2Þ :¼ min
i

max
T3i

ð1� liÞ
P

j2T c
T
ij

jT j

� ��1

: ð10Þ

The monotonicity constraint is li 6 1 only: li is allowed to be negative. It is clear that if li is too negative,

we might have Dtð2Þ � Dtð1Þ. If we want that the maximum time step of the first-order scheme is of the order
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of that of the new scheme, it is better that j1� lij is not too large, that is li is not too negative. For this

reason, we ask

06 li 6 1: ð11Þ

Using the previous notations, the LP condition is

bi ¼ ð1� liÞ
U�

i

U
ðboundedÞ:

For that reason, we demand li ¼ 1 as often as possible.

To summarize, the problem is: find fljgj¼1;N 2 ½0; 1�N such thatPN
j¼1 ljUj ¼ 0;

fljgj¼1;N 2 ½0; 1�N ;
lj ¼ 1 ðas often as possibleÞ:

ð12Þ

Assume now N ¼ 3 for simplicity. We are looking for solutions where lj ¼ 1 (i.e. U�
j ¼ 0) as often as

possible, and for which the new scheme depends continuously on the parameters.

We may assume U1 6¼ 0. The equation in (12) becomes

l1 ¼ l2

�
� U2

U1

�
þ l3

�
� U3

U1

�
:

The solutions we are seeking are those for which l1 ¼ 1 as often as possible, without violating the

monotonicity condition.

(1) If ð�U2=U1Þð�U3=U1Þ > 0. The line defined by

1 ¼ l2

�
� U2

U1

�
þ l3

�
� U3

U1

�
has either an empty intersection with ½0; 1�2, or has two intersection points. For symmetry reasons, we

assume l1 ¼ l2 ¼ l, hence

l ¼ � U1

U2 þ U3

:

(a) If l < 0, then we take l2 ¼ l3 ¼ l1 ¼ 0 and then U�
i ¼ Ui, i ¼ 1; 3.

(b) If 0 < l < 1, then

U�
1 ¼ 0; U�

2 ¼
U2

U2 þ U3

U; U�
3 ¼

U3

U2 þ U3

U:

(c) If l > 1, then

U�
1 ¼ U; U�

2 ¼ 0; U�
3 ¼ 0:

(2) If ð�U2=U1Þð�U3=U1Þ < 0, the line

1 ¼ l2

�
� U2

�
þ l3

�
� U3

�

U1 U1
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cuts the boundary 06 l1 6 1 or 06 l2 6 1 at most one point. The intersection points are

l2 ¼ 1; l3 ¼ �U2 þ U1

U3

and l3 ¼ 1; l2 ¼ �U3 þ U1

U2

:

(a) If l2 ¼ 1; l3 ¼ �ðU2 þ U1Þ=U3 < 0, we set

U�
1 ¼ U1 þ U2; U�

2 ¼ 0; U�
3 ¼ U3:

(b) If l2 ¼ 1; l3 ¼ �ðU2 þ U1Þ=U3 2 ½0; 1�, we set

U�
1 ¼ 0; U�

2 ¼ 0; U�
3 ¼ U:

(c) If l3 ¼ 1; l2 ¼ �ðU3 þ U1Þ=U2 2 ½0; 1�, we set

U�
1 ¼ 0; U�

2 ¼ U; U�
3 ¼ 0:

(d) If l3 ¼ 1; l2 ¼ �ðU3 þ U1Þ=U1 < 0, we set

U�
1 ¼ U1 þ U3; U�

2 ¼ U2; U�
3 ¼ 0:

In each case, one can easily check that the bi 2 ½0; 1� and depends continuously on the data.

In this construction, the node i ¼ 1 plays a special role, so the scheme is numbering dependent. This is

why a better solution is to average the three solutions obtained by making the vertices i ¼ 1; . . . ; 3 play a

pivot rôle. This scheme is now continuous and independent of the numbering of the mesh points.

A simpler solution is to make the construction on the pivot index i0 the index for which jUjj is maximum.
This is the solution we use in all the numerical illustrations. The previous solution gives results that are

indistinguishable from those obtained by this one (see Fig. 1).

3.3. Numerical illustrations

We apply the above construction to

1

2

ou2

ox
þ ou

oy
¼ 0; ðx; yÞ 2 ½0; 1�2;

uðx; 0Þ ¼ 1:5� x; uð0; yÞ ¼ 1:5;
uð1; yÞ ¼ 0:5:

ð13Þ
Fig. 1. Some possible configurations in the solution of (12) for N ¼ 3.



Fig. 2. Mesh for the problem (14).
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The PDE (13) is nonlinear. The link between (13) to a linear PDE is obtained via a conservative lin-

earisation [9], i.e. we determine for each triangle �u such thatZ
T

1

2

ou2

ox

�
þ ou

oy

�
dxdy ¼ �u

Z
T

ou
ox

dxdy þ
Z
T

ou
oy

dxdy: ð14Þ

In the left-hand side of (14), u is piecewise linearly interpolated. The obvious solution is �u ¼ 1
3

P
j¼1;3 uj.

The total residual

U ¼ �u
Z
T

ou
ox

dxdy þ
Z
T

ou
oy

dxdy

is distributed by mean of any of the three schemes described above, the Rusanov scheme, the N scheme and

the first-order upwind scheme. The upwind scheme uses the classical one-dimensional Murman–Roe

scheme adapted to (13), rewritten in the distribution framework as in [2]. For comparison purposes, we

display the mesh on Fig. 2 and the solution obtained by a standard second-order ENO scheme on un-

structured meshes.

The scheme constructed from the Rusanov scheme (resp. the N scheme, the one-dimensional upwind

scheme) is denoted by L-Rusanov (resp. PSI and L-upwind). The solutions are plotted on Figs. 3 and 4. We

plot cross-sections in the discontinuity in Fig. 5. On Fig. 6, we have displayed cross-section plots in the fan.
We see that the quality of the results is always better for the second-order distribution schemes than for the

second-order ENO scheme. This is a consequence of the LP property. Among them, there is a hierarchy: the

PSI scheme is the best, the results for the upwind scheme are almost identical, followed by those for L-Ru-

sanov. For the latter scheme, the results seem a bit wiggly in the fan. This is not a stability problem, since the

results are converged.We believe that since the Rusanov scheme is very dissipative, the limitation mechanism

that we propose is probably too over-compressive. The way to remedy to this drawback is not known.
4. Going to linear hyperbolic systems

The main difficulty to step from scalar to symmetrizable systems of PDEs of the type

A
oU
ox

þ B
oU
oy

¼ 0 ð15Þ



(b) (c)(a)

Fig. 3. (a) N scheme, (b) upwind scheme, (c) Rusanov scheme.

Fig. 4. (a) PSI, (b) L-Rusanov, (c) L-upwind, (d) second-order ENO scheme.
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Fig. 5. Cross-sections in the shock for the problem (14).
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Fig. 6. Cross-section in the fan for the problem (14).
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supplemented by boundary conditions, is that, in general, the two Jacobian matrices A and B do not

commute. The consequence is that there exists no basis of common eigenvectors to the matrices A and B.
However, the analysis of the Cauchy problem

oU
ot

þ A
oU
ox

þ B
oU
oy

¼ 0 ðsupplemented by boundary and initial conditionsÞ ð16Þ

shows that the solution is piecewise smooth, without high frequency oscillations at the discontinuities when

the initial and boundary conditions are piecewise smooth and the Jacobian matrices are symmetric.
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Unfortunately, systems (15), (16) are well posed only in L2 or in Hilbert spaces which use in the analysis

of a numerical scheme seems very complex [7,8]. It seems legitimate, and all the numerical experiments

support this, to seek for a stability criterion that has a L1 flavor in order to control the oscillations of an
approximating scheme for (15).

In the following, we first recall some particular distribution schemes. We show some of their properties,

in particular when applied to simple waves. These properties justify, in our opinion, the heuristic arguments

we use to construct stable LP schemes. In order to simplify the text, we assume in the following that A and B
are symmetric. The discussion can easily be generalized to symmetrizable systems by changing the canonical

dot-product to the one associated to the symmetrization variables.
4.1. Some RD schemes for (15)

If one interpolates U linearly in each triangle, the total residual U associated to (15) is

U ¼
Z
T

A
oU
ox

�
þ B

oU
oy

�
dxdy ¼

X
j¼1;3

KjUj; ð17Þ

where Uj denotes the conservative variables at the vertices of T and the matrices Kj are

Kj ¼ njxAþ njyB;

where njx and njy represent the components of ~nj. We denote by Kn the matrix Kn ¼ nxAþ nyB where
~n ¼ ðnx; nyÞ.

Thanks to these notations, the Rusanov scheme is

Ui ¼
1

3
U

 
� a

X
j

ðUi � UjÞ
!

ð18Þ

with aP maxj kKjk. Another example is provided by the upwind finite volume scheme formulated as a RD

scheme.

The system N scheme [25] can be written as

Ui ¼ Kþ
i ðUi � eU Þ; ð19Þ

where eU is computed to recover the conservation property

X
j

K�
j

 !eU ¼
X
j

K�
j Uj:

The matrix
P

j K
�
j is invertible whenever A and B have no common eigenvectors [2]. When there exist

common eigenvectors,
P

j K
�
j may be no longer invertible but the matrices NK�

j have a meaning and in each

case, the scheme (19) is well defined [2].

These three examples satisfy the conservation relation
P

j Uj ¼ KjUj.

Lastly, we notice that the scheme (2) can be rewritten as

Unþ1
i ¼

X
T ;Mj2T

jT j
jCij

eUnþ1
i ð20Þ

with



Mi

Mi

Fig. 7. Definition of M 0
i in (A.4).
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eUnþ1
i ¼ Un

i �
Dt
jT jU

T
i : ð21Þ

This enables to localize the analysis on each of the triangles of the mesh.

4.2. Stability analysis by simple waves

We call simple wave a solution of the type

UðxÞ ¼ Cþ bh~n; xir;

where C is a constant vector, x is any point, r is a normalized eigenvector of the matrix K~n and b 2 R is

arbitrary. The function U is linear on T , its nodal values are still denoted by Uj. Lastly, we still denote

uj ¼ hUj; ri, i.e. Uj ¼ ujrþ C.

We notice that

A
oU
ox

þ B
oU
oy

¼ K~nr ¼ kðrÞr;

where kðrÞ is the eigenvalue associated with r, hence U is proportional to r.

Our aim is to justify the experimental fact that the Rusanov, N and finite volume schemes are mono-

tonicity preserving, i.e., there is no creation of numerical oscillation.

4.2.1. Wave decomposition

The first remark is that, locally in a triangle, Un is the sum of simple waves. In fact, in T ,

UðxÞ ¼
X
j

UjKjðxÞ

with

KjðxÞ ¼
h~nj; xi
2jT j þ Cj:
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Calling frng an orthogonal basis of eigenvectors of K~n, we may write

UðxÞ ¼ 1

2jT j
X
j¼1;3

X
n

hUj; rnih~nj; xirn þ C: ð22Þ

This shows that a piecewise linear U is a sum of simple waves.

The decomposition is not unique. Depending on the scheme, we might need adapted wave decompo-

sition to prove our claim, but the central idea is contained in (22).
4.2.2. Results of the stability analysis

Within a triangle T , the piecewise linear interpolation of Uj can be decomposed as a sum of simple

waves

UðxÞ ¼
X

r: wave

urðxÞrr; ð23Þ

where ur is of the form

urðxÞ ¼ arh~nr; xi þ Cr

with ar 2 R, ~nr is a unitary vector and rr is an eigenvector of K~nr .

The three schemes considered here are linear, so the residuals sent to node Mj is the sum of the residual

sent to this node by UrðxÞ ¼ urðxÞrr, namely

Ui ¼
X
r:wave

UðUrðxÞÞi

with some abuse of language.

The analysis carried out in Appendix A for the Rusanov and the N schemes can be extended without
difficulty to the finite volume scheme. We show that for any simple wave Ur, the updated quantities eUi

defined by

eUi ¼ UrðMiÞ �
Dt
3jT jUiðUrÞ

satisfy

k eUik6 max
Mj2T

kUrðMjÞk ð24Þ

under a CFL-type condition.

Gathering the properties and relations (20), (21), (23) and (24), we say that the scheme is stable and

monotone. We are not able to exhibit any norm for which a relation like

kUn
i k6CðU 0Þ

would be true in general under a CFL-like condition. From [7,8], the classical Lp norms are not suitable,

maybe the less standard Lp;a norms of [8] for which the Cauchy problem is well posed. But we have not

found a way to use them in a practical way.

From an experimental point of view, the conditions (20), (21), (23) and (24) seem sufficient; this is why

we call this stability.
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4.3. Construction of LP schemes for systems

We present now a method which, starting from a stable monotone scheme, enables the construction of
monotone second-order schemes at steady state. These LP schemes have the residual

Ui ¼ BiU;

where Bi is a matrix. They are oscillation free. We show that they also satisfy the stability requirement

described in Section 4.2.2.
4.3.1. Construction

The idea of the construction is the following. Starting from a monotone scheme, it is possible to de-

compose the solution as a sum of simple waves indexed by r. The residual can then be splitted into a sum of
residuals, Ur

i , each of them acting on a single simple wave. These sub-residuals can be written as a positive

weighted sum of difference,

Ur
i ¼

X
j

crij ur
j

� 
� ur

i

�!
rr: ð25Þ

Here, the states Uj are described by mean of a sum of simple waves

Uj ¼
X

r: wave

ur
j rr:

This is a geometrical property of the scheme: it states that simple waves evolve in a non-oscillatory manner.

This non-oscillatory behavior of the scheme should be independent of the way we choose to describe it.

Thus, the idea is to choose an orthonormal basis ftlgl, to notice thatX
j

hUj; tli ¼ hU; tli

and to interpret the coefficients hUj; tli as scalar residuals to which we apply the limitation technique of
Section 3. We construct residuals u�

l;i such thatP
i u

�
l;i ¼ hU; tli;

u�
l;i ¼ bl

ihU; tli;
ð26Þ

with bl
i 2 ½0; 1�. The residual

U�
i ¼

X
l

u�
l;itl ð27Þ

can be rewritten as

U�
i ¼ BiU; ð28Þ

where the matrix Bi is uniformly bounded by construction. In the next section, we show the scheme pre-

serves the monotonicity.

4.3.2. Analysis

Consider an orthonormal basis ðtlÞl. We construct the limited scheme by

U� ¼ B U;
i i
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that is

U�
i ¼

X
r

BiUðurðxÞrrÞ:

The matrix Bi is constructed by

hU�
i ; tli ¼ bl

ihU; tli

with bl
i 2 ½0; 1�.

We set k ¼ Dt=3jT j: We have

kUn
i � kUik ¼

X
l

hUn
i ; tli

�
� kbl

ihU; tli
�2
: ð29Þ

In Appendix B, we show that if bl
i 2 ½0; 1�, relation (29) implies, for simple waves, the following in-

equality:

kUn
i � kUik6 max

Mj2T
kurðMjÞk: ð30Þ
4.4. Example of the Cauchy–Riemann equations

We consider the Riemann problem

oU
ot

þ A
oU
ox

þ B
oU
oy

¼ 0; t > 0; ð31Þ

supplemented by Riemann data per quadrant. The matrices A and B are

A ¼ 1 0

0 �1

� �
and B ¼ 0 1

1 0

� �
:

We test the scheme of (26)–(28) on the following Riemann data U ¼ ðu; vÞ:

u ¼

1 if x > 0 and y > 0;
�1 if x < 0 and y > 0;
�1 if x > 0 and y < 0;
1 if x < 0 and y < 0;

8>><>>: and v ¼

1 if x > 0 and y > 0;
�1 if x < 0 and y > 0;
�1 if x > 0 and y < 0;
2 if x < 0 and y < 0:

8>><>>: ð32Þ

The solution is self similar, Uðx; y; tÞ ¼ eU ðx=t; y=tÞ. The function eU satisfies

�n
oU
on

� m
oU
om

þ A
oU
on

þ B
oU
om

¼ 0 ð33Þ

with the boundary conditions at infinity given by the Riemann data (31), (32) at time t ¼ 1. The problem is

solved by a time marching technique. The computational domain is ½�2; 2� � ½�2; 2�. The solution of (33)

corresponds to the solution of the Riemann problem (31), (32) at time t ¼ 1. The PDE (33) is elliptic in

n2 þ m2 6 1 and hyperbolic in n2 þ m2 P 1: the boundary conditions can be easily computed by solving one
dimensional Riemann problems.



Fig. 8. Solutions of the Riemann problem for the Cauchy–Riemann equations. N scheme, right: u, left: v.

Fig. 9. Solutions of the Riemann problem for the Cauchy–Riemann equations. Limited N scheme, h ¼ 0�, right: u, left: v.
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In the method, the choice of the orthogonal basis is free. In R2, they can be indexed by the angle h. We

have chosen the eigenvectors of cos hAþ sin hB. The results are presented for the limited N scheme that

reduces to the PSI one for scalar problems. Of course, they will depend on the choice of h: two different

angles give two different schemes. What we want to check numerically is that, first, the non-oscillatory

behavior of the results is independent of h, and second, that their global quality is the same whatever h.
From Figs. 8–11, we see that the limited solutions are much more accurate than the first-order scheme.

The quality of the solution does not depend on the angle, as conjectured, even if the angle is solution
dependent as on Fig. 11.
5. Case of the Euler equations

First, as in [9], the nonlinear problem is replaced by a linearized one in each triangle. It is well known

that the state vector and the Euler fluxes are quadratic in



Fig. 11. Solutions of the Riemann problem for the Cauchy–Riemann equations. Limited N scheme h ¼ arctanðu=vÞ, right: u, left: v.

Fig. 10. Solutions of the Riemann problem for the Cauchy–Riemann equations. Limited N scheme, h ¼ 45�, right: u, left: v.
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Z ¼ ffiffiffi
q

p ð1; u;HÞT ;

where H is the enthalpy of the fluid. For example, we have W ¼ 1
2
DðZÞZ where DðZÞ is linear in Z. For this

to be true, one needs that the ratio of specific heats c be constant. This is what we assume.
Thanks to the linearisation, the problem reduces to

oW
ot

þ �A
oZ
ox

þ �B
oZ
oy

¼ 0;

where the Jacobians �A and �B are functions of the average of Z on T , see [9]. Once this is done, we consider
the N scheme and the limited scheme as described in Section 4.3. For example the N scheme is

jCij
W nþ1
i �W n

i
Dt þ

P
T ;Mi2T U

T
i ¼ 0;

UT
i ¼

P
Mj2T K

þ
i NK

�
j
eW n
i � eW n

j

� �
:

Here, eW ¼ 1
2
Dð�ZÞZ, and Ki is evaluated at the state �W ¼ 1

2
DðZÞ�Z.
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In the simulations, we consider two types of boundary conditions: wall and inflow/outflow conditions.

They are approximated as in [2]. More precisely, the inflow/outflow conditions are obtained using Steger–

Warming flux modified as in [12], and written in fluctuation form. The wall condition is imposed weakly.
Here, as in [12], we have chosen to impose the flux
F ¼

0

pnx
pny
0

0BB@
1CCA
written in fluctuation form. Other solutions are possible, such as the ones described in Paill�ere�s thesis

[21].

The limited N scheme has been tested against numerous test cases in subsonic, transonic and su-

personic situations. We only present the most significant examples. The NACA 0012 is very classical

and well documented. The sphere problem is fully subsonic, so one can check the amount of nu-

merical dissipation. The bow shock problem enables to check the robustness of the scheme. Lastly the

scramjet problem enables to check the behavior of the schemes on complex waves, and their inter-

actions.
In each problem, the initial condition is a uniform flow given by the conditions at infinity. The scheme is

implicit, the implicit phase is provided by an approximate linearisation of the first-order Roe solver. Our

aim is not to have a maximum efficiency, but to show the accuracy of the new scheme, as well as the

robustness of the method.
5.1. Flow around a NACA 0012, M1 ¼ 0:85, h ¼ 1�

The mesh is plotted in Fig. 12. We plot the velocity for the N scheme and the limited N scheme on
Fig. 13. This shows the improvement of the slip line at the trailing edge of the airfoil. We also present the

pressure isolines in Fig. 14. The pressure coefficient along the airfoil is provided in Fig. 15. Fig. 16 presents

the entropy deviation; there is a clear improvement. In Fig. 15, we compare the pressure coefficient obtained

by the scheme of [2] and the present one. We see that the new scheme provides oscillation free solutions,

whereas the blending of the N and LDA scheme 3 of [2] was providing slight oscillations. The comparison

of the entropy deviation between the new scheme and the blended scheme of [2] also shows a clear

improvement.
5.2. Hypersonic flow, M1 ¼ 8

It was not possible to run this test case with the scheme of [2], because very quickly negative

pressure problems were occurring. A zoom of the mesh is given in Fig. 17. The Mach number for the

N scheme and the limited N scheme are given in Fig. 18. We also give cross-sections of the density

(Fig. 20), of the Mach number (Fig. 19) and the entropy deviation (Fig. 21) along the symmetry axis.

Our results are clearly oscillation free. The boundary conditions are better taken into account with the

limited N scheme.
3 The LDA scheme is defined by Ui ¼ �NKþ
i U.



Fig. 12. Zoom of the mesh for the NACA 0012 problem.

Fig. 13. Velocity isolines.
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5.3. Subsonic cylinder, M1 ¼ 0:35

We have run this subsonic test case with the N scheme, the limited N scheme, the LDA scheme and the

blended N/LDA scheme of [6]. We display the Mach number in Fig. 22 and the entropy deviation in

Fig. 23. In both case, we have plotted the same isolines. The mesh is similar as in Fig. 17.

As expected the best results are obtained with the LDA scheme. This is particularly clear from the
entropy deviation and Mach number isolines. The Mach isolines are symmetric with respect to the axis

orthogonal to the velocity at infinity, as it should be. As expected, the worst results are obtained for the N

scheme. The results for the limited N and blended scheme are of similar quality. The entropy deviation is

better for the blended LDA/N scheme, but the symmetry of the Mach number isolines is better respected

with the limited N scheme.
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Fig. 15. Plot of cp along the airfoil.

Fig. 14. Pressure isolines.
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5.4. Scramjet, M1 ¼ 3:5

We have run the N scheme, the LDA scheme, the blended scheme of [6], Deconinck et al. B scheme [10]

and the limited N scheme on a scramjet-like case. Our implementation of the B scheme is the following. We

first compute the N and LDA residuals denoted, respectively, UN
i and ULDA

i for i ¼ 1; . . . ; 3. Then we

consider the right and left eigenvectors associated to the flow direction (the result is rather independent of
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Fig. 16. Entropy deviations along the airfoil.

Fig. 17. Mesh for the blunt body problem.
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the choice, and qualitatively independent of this choice). We denote them by rl and ‘l, l ¼ 1; 4. Then we

compute h‘l;UN
i i and h‘l;ULDA

i i. Next we introduce the blending parameters ll, l ¼ 1; . . . ; 4,

ll ¼
j
P3

i¼1h‘l;UN
i ijP3

i¼1 jh‘l;UN
i ij þ �

; � ¼ 10�10:

Then the B scheme can be written as

UB
i ¼

X4
l¼1

h‘l;ULDA
i i

�
þ ll h‘l;UN

i

�
� ULDA

i i
��
rl:



Fig. 18. Iso–Mach lines, limited N scheme.
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Fig. 19. Cross-section of the Mach number.
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The geometry has been found on http://www.inria.fr/, the Mach number at infinity is set to 3.5. A zoom

of the mesh is given in Fig. 24.

This case is interesting because it provides a good example of the difference between the schemes. The

Mach number is displayed in Fig. 25. We have used the same isolines.

The most dissipative scheme is once more the N scheme. The least dissipative is the LDA scheme, but it

is very oscillatory. The three other schemes are monotone. The blended scheme of [6] is the most dissipative

among the three (this is clear from the structure of the reflected shocks). The B scheme has a better behavior

http://www.inria.fr/
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Fig. 20. Cross-section of the density.
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Fig. 21. Cross-section of the entropy deviation.
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with respect to this criterion, but the best is the limited N scheme. This is confirmed by the Mach number

distribution on the line y ¼ 0:3 in the throat, see Fig. 26.

This shows that the choice of the blending parameters is important (the B scheme has a richer structure

than the scheme of [6]), but the construction presented in this paper seems the most efficient.



Fig. 22. Mach number isolines: (a) N scheme (min¼ 0, max¼ 0.756), (b) LDA scheme (min¼ 0.001, max¼ 0.84), (c) limited N scheme

(min¼ 0.002, max¼ 0.83), (d) blended LDA/N scheme (min¼ 0.002, max¼ 0.82).
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6. Conclusions

We have presented and analyzed a stable and monotone method for the computation of com-

pressible flows. The schemes we develop are formally second-order accurate on regular unstructured

meshes. The capabilities of the schemes are presented on several subsonic, transonic and supersonic
flows. The results are good. Compared with any scheme constructed by blending two schemes, as in [2]

or [10], the computational complexity is reduced by a half, since only one first-order scheme has to be

evaluated.

We have used very crude boundary conditions in this paper, in particular the wall boundary conditions

could be improved along the lines of Paill�ere�s thesis, where it becomes easy to incorporate the limitation

technique developed in the paper. This is done in [6].

The main problem is in the nonlinear convergence history. The scalar results are converged: the L2 re-

sidual of our results is below 10�7. Going to systems, the situation is much less clear. We have been able to



Fig. 23. Entropy deviation isolines: (a) N scheme (min¼ 0, max¼ 0.007), (b) LDA scheme (min¼)0.0002, max¼ 0.0002), (c) limited

N scheme (min¼ 0, max¼ 0.0014), (d) blended LDA/N scheme (min¼ 0, max¼ 0.0007).
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drop the L2 and L1 residual for the Cauchy–Riemann problem below 10�7, but the convergence history

depends very much on the mesh, and on the angle h in Section 4.4. In particular the convergence history is

much smoother when h is the same throughout the mesh. In some other tests, we were not able to drop the

residual below 10�3. In the Euler case, except for very coarse meshes, we were never able to drop the re-

sidual below 10�3. However, in each case, most of the mesh points are converged, only very few of them

have an erratic convergence history. The reasons of this behavior are not understood and will be investi-

gated elsewhere.
Lastly, an extension of these methods to unsteady flow fields is presented in [6].



Fig. 24. Zoom of the mesh for the scramjet case.

Fig. 25. Mach number isolines: (a) N scheme (min¼ 1.97, max¼ 3.6), (b) LDA scheme (min¼ 1.44, max¼ 6.47), (c) limited N scheme

(min¼ 1.85, max¼ 3.6), (d) blended LDA/N scheme (min¼ 1.87, max¼ 3.6), (e) B scheme (min¼ 1.88, max¼ 3.6).
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Fig. 26. Mach number distribution along y ¼ 0:3 in the throat.

R. Abgrall, M. Mezine / Journal of Computational Physics 195 (2004) 474–507 501
Acknowledgements

This work has been performed under a CEA grant through the ‘‘Laboratoire correspondant du Cea’’

LRC-03. The first author also acknowledge the hospitality of RIACS, NASA Ames Research Center,

where part of this work has been performed.
Appendix A. Stability analysis for first-order schemes

A.1. Case of the Rusanov scheme

In this case, we have

Ui ¼
1

3
U

 
� a

X
j

ðUi � UjÞ
!

with Uj proportional to r. Hence, Ui is proportional to r. This shows that

Ui ¼ hUi; rir

with

hUi; ri ¼
X
j

1

3
hðKj � aIdÞr; riðui � ujÞ :¼

X
j

cRijðui � ujÞ

and, by definition of a,
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cRij :¼
1

3
hðKj � aIdÞr; riP 0:

We consider then the iterative scheme

eUnþ1
j ¼ Un

j �
Dt
jCjj

X
T ;Mj2T

Uj:

For a simple wave it reduces to

eUnþ1
j ¼ ui

 
� Dt
jCij

X
T ;Mi2T

X
Mj2T

cRijðui � ujÞ
!
r: ðA:1Þ

This shows that the simple wave evolves proportionally to r, and jj eUnþ1
i jj6 maxMj2T jjUn

j jj under a CFL-

type condition, and a single time step. Then, thanks to (20),

kUnþ1
i k6 max

Mj neighbor of Mi

kUn
j k:

This does not show that if Un is globally a simple wave, so will be Unþ1. But it shows that the profile of the
solution remains monotone.

We see that in general, eUnþ1
j is a linear combination of terms like (A.1) that are averaged according to

(20). This is a strong indication that there is no creation of spurious oscillations.
A.2. Case of the system N scheme

The system N scheme can be written as

Ui ¼ Kþ
i

X
j

NK�
j ðUi � UjÞ ðA:2Þ

with N ¼ ð
P

j K
�
j Þ

�1
. We start by reducing the problem to the case where N ¼ �Id using a (local) change of

variable.

We write

Kþ
i

X
j

NK�
j ðUi � UjÞ ¼ Kþ

i M
X
j

K�
j ðUj � UiÞ

¼ M1=2ðM�1=2Kþ
i M

1=2Þ
X
j

ðM1=2K�
j M

1=2ÞðM�1=2Uj �M�1=2UiÞ

with M ¼ �N > 0.

We make the change of variable eKj ¼ M1=2KjM
1=2, fKj ¼ M�1=2KjM

1=2, and V ¼ M�1=2U . We get

eK�
j ¼ M1=2K�

j M
1=2 and fK�

j ¼ M�1=2K�
j M

1=2;

because the matrices are symmetric. Hence, the residual becomes

Ui ¼ M1=2
X
j

fKþ
i
eK�

j ðVj � ViÞ;

and the scheme (A.2) becomes
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Vnþ1
i ¼ Vn

i �
Dt
jT j
fKþ

i

X
j

eK�
j ðVj

 
� ViÞ

!
¼ Vn

i �
Dt
jT j
fKþ

i

X
j

eK�
j Vj

 !"
þ Vi

#
ðA:3Þ

for which N ¼ �Id and the matrices eKi;fKi are symmetric. This is why, in the following, we assume that

N ¼ �Id. From now on, we write with the form (A.3) of the scheme, even though, strictly speaking, it is not

any longer the N scheme. As we have seen before, it is important to write the vectorX
j

eK�
j Vj þ Vi

as a sum of simple waves. The matrix fKi plays the role of a combination of projectors.

We consider V, the linear interpolation of Vj on T . We see that

VðxÞ ¼ V0 þ
X3
j¼1

h~nj; xi
2jT j Vj;

where ~nj is the inward normal unit opposite to the node j of T and V0 is a constant vector.

The second step is to rewrite this equality with the right (resp. left) eigenvectors rjl (resp. ‘
j
l) of Kj (with

h‘kl ; r
j
li ¼ dkj ),

VðxÞ ¼ V0 þ
X3
j¼1

X4
l¼1

h~nj; xi
2jT j h‘jl;Vjirjl:

The last step is to introduce a point M 0
j on the side opposite to the vertex j, see Fig. 7, and to rewrite VðxÞ as

VðxÞ ¼ V0
0 þ

X3
j¼1

X4
l¼1

h~nj;M 0
jx

��!
i

2jT j h‘jl;Vjirjl :¼ V0 þ
X3
j¼1

X4
l¼1

h‘jl;Vjiuj
lðxÞr

j
l; ðA:4Þ

i.e., as a sum of simple waves.

We notice, thanks to the definition of the points M 0
l, l ¼ 1; . . . ; 3,

ul
jðMiÞrjl ¼ 0; ul

jðMkÞrjl ¼ 0; ul
jðMjÞrjl 6¼ 0:

Since the N scheme is linear, it is enough to evaluate the N scheme on each of the simple waves. Let us

consider the wave that vanishes for j ¼ 2 and 3. It is proportional to r1l :

Vi ¼ au1
l ðMiÞr1l :

We may assume that a ¼ 1. We have

Vnþ1
i ¼ u1

l ðMiÞr1l �
Dt
jT j
fKþ

i ðu1
l ðMiÞr1l þ eVÞ

with eV ¼ u1
l ðM1Þ K�

1 r
1
l ¼ k�l u

1
l ðM1Þrj1:

Hence,

u1
l ðMiÞr1l þ eV ¼ ðu1

l ðMiÞ þ k�l u
1
l ðM1ÞÞrjl;

where kl is the eigenvalue of K1 associated with r1l , and then
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Vnþ1
i ¼ u1

l ðMiÞr1l �
Dt
jT j u1

l ðMiÞ
�

þ k�l u
1
l ðM1Þ

�fKþ
i r

1
l :

Let us introduce !p
i the left eigenvector of fKi and lp

i the corresponding eigenvalue. We have

!p
i ðVnþ1

i Þ ¼ u1
l ðMiÞ

	
� Dt
jT j lp

ið Þþ u1
l ðMiÞ

�

þ k�l u

1
l ðM1Þ

���
!p

i ðr1l Þ;

that is

!p
i ðVnþ1

i Þ ¼ 1

�	
� Dt
jT j lp

ið Þþ
�
u1

l ðMiÞ �
Dt
jT j lp

ið Þþk�l u1
l ðM1Þ

�
!p

i ðr1l Þ:

Since k�l 6 0 and lp
ið Þþ P 0, this shows the stability of the scheme under a CFL-like condition,

8i and p;
Dt
jT j ðl

p
i Þ

þ
6 1: ðA:5Þ
Appendix B. Stability analysis for the limited scheme

Using the notations of Section 4.3.2, we show here that if bl
i 2 ½0; 1�, we have for simple waves,

kUn
i � kUik6 max

Mj2T
kurðMjÞk:

For a simple wave, we have

ðh eU nþ1
i ; tliÞ2 ¼ ðurhrr; tli � bl

ikhUi; tliÞ2;

which is convex in bl
i , so

ðurhrr; tli � bl
ikhUi; tliÞ2 6 maxððurhrr; tliÞ

2
; ðurhrr; tli � khUi; tliÞ2Þ:

Hence, we can rewriteX
l

ðh eUnþ1
i ; tliÞ2 ¼ kPUn

i k
2 þ kQðUn

i � kUiÞk2;

where P (resp. Q) is the orthogonal projector onto the subspace generated by the vectors of ftlg for

which

maxð urhrr; tlið Þ2; ðurhrr; tli � khUi; tliÞ2Þ ¼ ðurhrr; tliÞ
2

(resp. maxððurhrr; tliÞ
2
; ðurhrr; tli � khUi; tliÞ2Þ ¼ ðurhrr; tli � khUi; tliÞ2Þ:

We consider the examples of the Rusanov scheme and the system N scheme for which we have shown

that (30) is true.

B.1. Case of the Rusanov scheme

For a simple wave, we have shown that eU nþ1
i is proportional to r, and

k eUnþ1
i k6 max

Mj2T
kurðMjÞk
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so QðUn
i � kUiÞ is proportional to QðrÞ and we have

kPUn
i k

2 þ kQðUn
i � kUiÞk2 6 jurðMiÞj2kPrk2 þmax

Mj2T
kurðMjÞk2kQrk2

6 max
Mj2T

kurðMjÞk2ðkPrk2 þ kQrk2Þ ¼ max
Mj2T

kurðMjÞk2;

because P and Q are two orthogonal projectors. This ends the proof in the case of the Rusanov scheme.

B.2. Case of the system N scheme

For the sake of simplicity, we only consider the 2� 2 case of the Cauchy–Riemann system. The proof is

similar in the general case using the arguments of Appendix A.2.

The Cauchy–Riemann system reads

oU
ot

þ �1 0

0 1

� �
oU
ox

þ 0 1

1 0

� �
oU
oy

¼ 0:

Considering a direction ~ni, the eigenvalues of Ki ¼ K~ni are �k~nik, and the normalized orthogonal eigen-

vectors are denoted by r�i . An easy calculation shows that kKik ¼ k~nikId, henceX3
i¼1

K�
i ¼ � 2P3

j¼1 k~nik
Id :¼ aId:

Using this remark, we see that for a general simple wave Ui ¼ urðMiÞr, we have

eU ¼ N
X3
j¼1

K�
j Uj

 !
¼ a

X3
j¼1

k~njkurðMjÞhr; r�i i
2

 !
r;

and then, with cij ¼ ak~njkk~nikhr; r�i i
2 P 0,

eUnþ1
i ¼ Un

i � k
X3
j¼1

cij urðMiÞ
�

� urðMjÞ
�
hrþi ; rirþi

because (setting urðMjÞ � 1), að
P3

j¼1 k~njkhr; r�i i
2Þ ¼ 1.

Another way of stating this result is

h eUnþ1
i ; rþi i ¼ urðMiÞ

(
� k

X3
j¼1

cij urðMiÞ
� 

� urðMjÞ
�!)

hr; rþi i :¼ A hr; rþi i

h eUnþ1
i ; r�i i ¼ urðMiÞhr; r�i i:

We have

kQð eU nþ1
i Þk2 ¼ kQðAhr; rþi irþi Þk

2 þ kQðurðMiÞhr; r�i ir�i Þk
2

6 max
Mj2T

kurðMjÞk2fkQðhr; rþi irþi Þk
2 þ kQð½hr; r�i i�r�i Þk

2g

¼ max
Mj2T

kurðMjÞk2kQðrÞk2
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because Q is an orthogonal projector. Then, since P and Q are orthogonal projectors, we have

kPðrÞk2 þ kQðrÞk2 ¼ 1

so

k eUnþ1
i k2 6 max

Mj2T
kurðMjÞk2

because

A2
6 max

Mj2T
kurðMjÞk2:
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