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Abstract

We consider the numerical solution of the shallow water equations on unstructured grids. We focus on flows over wet

areas. The extension to the case of dry bed will be reported elsewhere. The shallow water equations fall into the category of
systems of conservation laws which can be symmetrized thanks to the existence of a mathematical entropy coinciding, in
this case, with the total energy. Our aim is to show the application of a particular class of conservative residual distribution
ðRDÞ schemes to the discretization of the shallow water equations and to analyze their discrete accuracy and stability
properties. We give a review of conservative RD schemes showing relations between different approaches previously pub-
lished, and recall L1 stability and accuracy criteria characterizing the schemes. In particular, the accuracy of the RD

method in presence of source terms is analyzed, and conditions to construct rth order discretizations on irregular triangular
grids are proved. It is shown that the RD approach gives a natural way of obtaining high order discretizations which,
moreover, preserves exactly the steady lake at rest solution independently on mesh topology, nature of the variation of
the bottom and polynomial order of interpolation used for the unknowns. We also consider more general analytical solu-
tions which are less investigated from the numerical view point. On irregular grids, linearity preserving RD schemes yield a
truly second order approximation. We also sketch a strategy to achieve discretizations which preserve exactly some of these
solutions. Numerical results on steady and time-dependent problems involving smooth and non-smooth variations of the
bottom topology show very promising features of the approach.
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1. Introduction

This paper considers the solution of the two-dimensional shallow water equations on unstructured
meshes. The shallow water system describes the motion of shallow free surface flows under the action of
gravity force. We consider the case of frictionless flow over wet non-flat bed. The extension to dry bed
including bed friction will be reported elsewhere. The equations constitute a non-homogeneous system of
conservation laws in terms of local water height and discharge (or momentum), where the source term mod-
els the effects of the variation of the bottom on the flow. It is known that this system admits a mathematical
entropy, in the sense of Harten [1], which symmetrizes the system and coincides with the total energy in the
flow [2]. A review of the nonlinear stability principle associated to the total energy can be found in [3] and
will only be briefly recalled in this paper. Moreover, the shallow water system has a number of exact solu-
tions with a known simple analytical form. Among these we consider the approximation of the so called
lake at rest solution consisting of still flow over a non-flat bottom. Independently on the shape of the bot-
tom, the system admits the exact steady solution consisting of zero flow speed and constant total height of
the water. We also review additional truly two-dimensional steady solutions which are less investigated from the

numerical view point.

We are interested in the application of the family of conservative residual distribution ðRDÞ schemes pro-
posed in [4–8] to the discretization of the shallow water equations. Due to the lack of a multidimensional con-
servative linearization of the flux Jacobians of the system [9], standard matrix RD schemes cannot be applied.
The class of schemes of [4–8] gives a simple solution to this problem. Previous investigations considering the
application of residual distribution to the shallow water equations have been published in [10–12]. The
schemes considered in the references are however non-conservative or based on ad hoc conservative correc-
tions and do not propose a general framework for the discretization of systems of conservation laws. More-
over, the references do not contain any theoretical basis for the analysis of the accuracy and stability of the
discretizations and consider only steady-state computations or time-dependent computations based on first
order inconsistent discrete approximations. Here, we show how the schemes of [4–8] can be used to approx-
imate steady and time-dependent solutions of the shallow water equations and, following [6,7,13,14], we pro-
pose nonlinear schemes which are formally second order accurate and which provide a non-oscillatory
approximation of discontinuities. The reader may consult [15] for an alternative construction of second order
monotone RD discretizations for time dependent problems.

The structure of the paper is the following. We start by recalling the shallow water equations, their sym-
metric form, the associated energy stability principle and several exact steady-state solutions including the lake
at rest solution. In Section 3 we then present the conservative schemes of [4–7] for steady and unsteady prob-
lems. We show how to extend these scheme to problems with source terms. We analyze the accuracy of RD
schemes in presence of source terms. Second order RD schemes are proved to guarantee the preservation of
the exact lake at rest solution independently on the topology of the mesh, on the variation of the bottom and
on the order of interpolation of the unknowns. Differently from other numerical techniques [16–19], this is
achieved very naturally thanks to the truly residual character of the schemes. Finally, we present and discuss
the numerical results obtained on a number of representative steady and time-dependent test cases in Section
4. Some comments related to the future development of the method are proposed in the conclusion.
2. The shallow water system and its properties

2.1. Conservation law form of the equations

Frictionless shallow free surface flows under the action of gravity force can be modeled by the following
system of the shallow water equations:
ou

ot
þr �FðuÞ �Sðu; x; yÞ ¼ 0 on X� ½0; tf � � R2 � Rþ; ð1Þ
where X · [0, tf] is the space-time domain over which solutions are sought, and the vector of conserved variables

and fluxes are given by
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u ¼
H

Hu

Hv

264
375; FðuÞ ¼ ½F1 F2 � ¼

Hu Hv

Hu2 þ g H2

2
Huv

Huv Hv2 þ g H2

2

264
375 ð2Þ
with H the local relative water height,~u ¼ ðu; vÞ the flow speed and g the gravity acceleration. The source term
SðuÞ models the effects of the shape of the bottom on the flow and is given by
Sðu; x; yÞ ¼ � 0 gH oBðx;yÞ
ox gH oBðx;yÞ

oy

h iT

; ð3Þ
where the superscript T denotes the transpose of a vector (or of a matrix) and B(x,y) is the local height of the
bottom. We define Htot = H + B, the total water height (Fig. 1). We consider only flows over wet bed
(H > e > 0). The extension to dry flows (H P 0) will be reported elsewhere. In the simplified case of flat bot-
tom, in which we will assume B = 0 "(x,y)2X, system (1) expresses the conservation of the total water height
Htot = H and of the discharge H~u in presence of the gravity force. Note that the system indeed admits physical
discontinuous solutions (hydraulic jumps). As a consequence, the use of conservative numerical discretizations
is necessary for a correct approximation of these features. Moreover, the schemes used to approximate (1)
should also have some form of L1 stability in order to provide a non-oscillatory numerical solution in cor-
respondence of discontinuities.

2.2. Symmetric quasi-linear form and total energy equation

One of the most interesting properties of system (1) is that the total energy in the flow
EðuÞ ¼ H
1

2
gH þ gBþ~u �~u

2

� �
; ð4Þ
respects the inequality [2,3]
oE
ot
þr � ð~uEÞ þ r � ~u

gH 2

2

� �
6 0: ð5Þ
The energy E, which is convex in u, acts for the system as a mathematical entropy, in the sense of Harten [1]. In
particular, introducing the vector of symmetrizing variables v given by [3]
v ¼ oEðuÞ
ou

T

¼
p

u

v

264
375; p ¼ gH �~u �~u

2
; ð6Þ
the system can be written in the symmetric quasi-linear form
A0

ov

ot
þ A1

ov

ox
þ A2

ov

oy
�Sðv; x; yÞ ¼ 0 ð7Þ
with the notation Sðv; x; yÞ ¼SðuðvÞ; x; yÞ and with the symmetric Jacobians fAkg2
k¼0 given by
A0 ¼
ou

ov
; A1 ¼

oF1

ov
; A2 ¼

oF2

ov
: ð8Þ
Fig. 1. Shallow water equations: basic unknowns.



290 M. Ricchiuto et al. / Journal of Computational Physics 222 (2007) 287–331
Note that the convexity of E(u) also implies that A0 is positive definite. The total energy equation is recovered
multiplying on the left (7) by vT, obtaining [3]
vTA0

ov

ot
þ vTA1

ov

ox
þ vTA2

ov

oy
� vTSðv; x; yÞ ¼ vT ouðvÞ

ot
þr �FðvÞ �Sðv; x; yÞ

� �
6 0: ð9Þ
The symmetry of the flux Jacobians guarantees that the matrix
K ¼ A1n1 þ A2n2
has real eigenvalues and eigenvectors 8~n ¼ ðn1; n2Þ 2 R2, hence the system admits simple wave-like solutions
traveling with speeds associated with the eigenvalues of the flux Jacobians. For completeness, we report the
eigenvalues of K = A1n1 + A2n2, given by
k1 ¼~u �~n; k2;3 ¼ k1 � ak~nk

with a the speed of propagation a ¼

ffiffiffiffiffiffiffi
gH
p

. It is also useful to introduce the Froude number
Fr ¼
ffiffiffiffiffiffiffiffiffi
~u �~u
p

a
: ð10Þ
2.3. Steady solutions

Developing the second and third lines of (1) and (2), we get
u
oðHuÞ

ox
þ oðHvÞ

oy

� �
þ H u

ou
ox
þ v

ou
oy
þ g

oðH þ BÞ
ox

� �
¼ 0
and
v
oðHuÞ

ox
þ oðHvÞ

oy

� �
þ H u

ov
ox
þ v

ov
oy
þ g

oðH þ BÞ
oy

� �
¼ 0:
Using the notation
I ¼ u2 þ v2

2
þ gðH þ BÞ ¼ u2 þ v2

2
þ gH tot;
we get
H u
ou
ox
þ v

ou
oy
þ g

oðH þ BÞ
ox

� �
¼ H

oI

ox
þ Hv

ou
oy
� ov

ox

� �

and
H u
ov
ox
þ v

ov
oy
þ g

oðH þ BÞ
oy

� �
¼ H

oI

oy
þ Hu

ov
ox
� ou

oy

� �
:

The steady shallow water equations are equivalent to:
oðHuÞ
ox
þ oðHvÞ

oy
¼ 0; ð11aÞ

oðHuÞ
ox
þ oðHvÞ

oy

� �
~uþ HrIþ H curl~u

�v

u

� �
¼ 0: ð11bÞ
We look for elementary solutions of (11a) and (11b).

2.3.1. The lake at rest solution

We recall here the so called lake at rest exact solution of the equations. This solution is easily obtained
assuming u = v = 0 and integrating (1) over an arbitrary control volume V obtaining
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Z
V

oH
ot

dxdy ¼ �
I

oV

H~u �~ndl ¼ 0
and
 Z
V

oðH~uÞ
ot

dxdy ¼ �
Z
V

gHrH tot dxdy:
If Htot(x,y, t = 0) = H0 "(x,y) 2 X, from the arbitrariness of V, one gets the exact solution
H totðx; y; tÞ ¼ H totðx; y; t ¼ 0Þ ¼ H 0 8ðx; yÞ 2 X and t P 0;

u ¼ v ¼ 0 8ðx; yÞ 2 X and t P 0:
ð12Þ
Note that this is independent on the shape of B(x,y), as long as $Htot is integrable. Later on we will show a
class of schemes preserving exactly this solution independently on the form of B(x,y), mesh topology and de-
gree of the discrete polynomial approximation of the unknowns.

2.3.2. Two-dimensional solutions

In order to mimic geophysical flows, we look for solutions such that
r �~u ¼ 0:
This divergence-free condition is satisfied if
u ¼ ow
oy
; v ¼ � ow

ox
for some given function w. Then (11a) becomes
u
oH
ox
þ v

oH
oy
þ Hr �~u ¼ 0;
that is
u
oH
ox
þ v

oH
oy
¼ ow

oy
oH
ox
� ow

ox
oH
ox
¼ detðrw;rHÞ ¼ 0;
so that a simple choice is H = w + a where a is a constant.
We now examine (11b). We have
curl~u ¼ � ou
oy
þ ov

ox
¼ �Dw;
so that a curl-free solution is obtained provided Dw = 0 and then
B ¼ g�1 C � krwk2

2

 !
� w� a;
where C is another constant.
We now have to choose w. It is well known that harmonic functions are real parts of holomorphic func-

tions, w(x,y) = Re f(z) where f is holomorphic in z = x + iy. The function f is arbitrary. Examples will be given
in the results section.

3. Conservative RD schemes

3.1. Basic formulation

Consider an unstructured discretization of X composed by non-overlapping triangles. We denote the mesh
by Th, with h a reference global element size (e.g. largest element diameter) and by E the generic element in the



292 M. Ricchiuto et al. / Journal of Computational Physics 222 (2007) 287–331
grid. Given a vector of state variables w(u), on Th, we denote the piecewise linear continuous interpolation of
the nodal values wi = w(ui) by wh. We consider schemes of the form
jSij
dui

dt
þ
X
E2Di

/iðwhÞ ¼ 0 8i 2 sh ð13Þ
with fu0
i gi2Th

¼ fu0ðxi; yi; t ¼ 0Þgi2Th
, being u0(x,y) the initial solution, |Si| the area of the median dual surface

of node i and Di the stencil of node i, i.e., the set of triangles containing i as a node (see Fig. 2). In the homo-
geneous case S ¼ 0, the quantities /i(wh) determine some form of the splitting
X

j2E

/jðwhÞ ¼ /hðwhÞ ¼
I

oE
FðwhÞ � n̂dl 8E 2Th: ð14Þ
The quantity /h(wh) is called the local element residual while the /js are referred to as the local nodal residuals

or split residuals. If not stated otherwise, we assume the residual /h to be computed with exact integration. As
remarked in [4–8], the direct use of the integral formulation of the problem, guarantees that, as long as the
consistency relation (14) is satisfied, scheme (13) reduces to a discrete approximation of the Rankine–Hugon-
iot jump conditions across a discontinuity, hence the schemes are conservative by construction. Indeed, when
seeking a discontinuous steady-state solution, scheme (13) can be seen as an iterative procedure to reduce the
conservation defect represented by the residual. Clearly, the definition of the splitting (14) determines the final
properties of the discretization. However, before giving some design criteria for the /js and introducing the
schemes used in this paper, we will add some remarks concerning the computation of the residual. In partic-
ular, we remark that using Gauss’ theorem one can write (see Fig. 3)
/hðwhÞ ¼
Z

E
r �FðwhÞdxdy ¼

Z
E

oFðwhÞ
ow

� rwh dxdy
and finally for a piecewise linear wh
/h ¼
X
j2E

eK jwj; eK j ¼
1

2

Z
E

oFðwhÞ
ow

� �
�~nj ð15Þ
with~nj the inward pointing vector normal to the edge of E facing node j, scaled by the length of the edge. In
(15) the eK j matrices represent the projection of an exact mean-value flux Jacobian along ~nj. As we will see
later, the sign of these Jacobians, defined in the usual matrix sense via eigenvalue decomposition, can be used
to devise upwind discretizations. Here we limit ourselves to the following remarks.

(i) The computation of the exact mean-value Jacobians, needed to evaluate the residual as in (15) and for
the distribution, is difficult or even impossible, especially if one seeks a closed form analytical expres-
sions. To partially cure this, in [20] the authors propose to replace the exact mean-value Jacobians with
approximate ones, obtained through volume (surface in 2D) Gaussian integration of the quasi-linear
form. In the reference, the authors prove a Lax–Wendroff theorem for the RD schemes obtained in this
Fig. 2. Median dual cell Si and stencil Di.
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way, guaranteeing, under standard hypotheses and provided that the number of Gaussian points is large

enough, the convergence to the correct weak solutions. Unfortunately, the cost of this technique is high,
even with the adaptive quadrature strategy proposed in the reference.

(ii) The simpler approach proposed in [4–8] and used here relies on a direct approximation of the contour
integral in (14), thus ensuring the conservative character of the schemes. Arbitrary linearizations can be
used to evaluate the flux Jacobians, needed in the distribution step. To distinguish this case from the one
of Eq. (15), we shall denote by Kj the projection of the flux Jacobians along~nj, when an arbitrary (inex-
act) linearization is used.

(iii) In the non-homogeneous case (1), the schemes are still defined by (13), except that now /i(wh) determine
some form of the splitting
X
j2E

/jðwhÞ ¼ /hðwhÞ ¼
I

oE
FðwhÞ � n̂dl�

Z
E

Sðwh; x; yÞdxdy: ð16Þ
As defined by (16), the residual still represents a degree of non-equilibrium, this time not only related to
conservation but to the balance between the local net flux through the element and the forcing terms. The
integrals (16) are computed with quadrature formulas of the same order (see Section 4 for details).

3.2. Fully discrete schemes

3.2.1. Integration of the ODE

When steady solutions are sought, it is customary to integrate the system of ODEs (13) with a properly
chosen time discretization. Denoting by wn

h and wnþ1
h the piecewise continuous linear discrete interpolation

of the nodal values fwiðtnÞgi2Th
and fwiðtnþ1Þgi2Th

, the following schemes will be considered.
Explicit Euler scheme
unþ1
i ¼ un

i �
Dt
jSij

X
E2Di

/iðwn
hÞ 8i 2Th ð17Þ
with Dt = tn+1 � tn the time-step.
Crank–Nicholson ðCNÞ scheme. Two different formulations of the CN scheme are considered. The first is

given by
jSij
dui

Dt
¼ �

X
E2Di

/iðwnþ1
h Þ þ /iðwn

hÞ
2

8i 2Th ð18Þ
with dui ¼ unþ1
i � un

i . We also consider the CN scheme
jSij
dui

Dt
¼ �

X
E2Di

/iðw
nþ1=2
h Þ 8i 2Th ð19Þ
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with w
nþ1=2
h ¼ wðunþ1=2

h Þ and
u
nþ1=2
h ¼ 1

2
ðun

h þ unþ1
h Þ:
The CN scheme necessitates at each iteration the solution of a nonlinear system of algebraic equations.

3.2.2. Space-time schemes

When considering time-dependent flows, it is known that the formulation (13) is inconsistent and limits the
accuracy in space to first order [14]. For this reason, in the time-dependent case we make use of the space-time

formulation obtained by replacing (13) with the algebraic system of nonlinear equations
X
E2Di

UiðwhÞ ¼ 0 8i 2Th; ð20Þ
where now in each element of Th, the Ujs define some form of the splitting of the space-time residual Uh(wh)
X
j2E

UjðwhÞ ¼ UhðwhÞ ¼
Z tnþ1

tn

Z
E

ouðwhÞ
ot

þr �FðwhÞ �Sðwh; x; yÞ
� �

dxdy dt: ð21Þ
The conservative schemes proposed in [6–8] are obtained by approximating (21) as
Uh ¼ jEj
3

X
j2E

duj þ
Dt
2

I
oE
ðFn þFnþ1Þ � n̂dl� Dt

2

Z
E
ðSn þSnþ1Þdxdy ð22Þ
with Fn ¼Fðwn
hÞ, Sn ¼Sðwn

h; x; yÞ and similarly for Fnþ1 and Sn+1. Using (16), last expression can be con-
veniently recast as
Uh ¼ jEj
3

X
j2E

duj þ
Dt
2

/hðwnþ1
h Þ þ

Dt
2

/hðwn
hÞ: ð23Þ
A trivial splitting of Uh is obtained by setting
Ui ¼
jEj
3

dui þ
Dt
2
ð/iðwnþ1

h Þ þ /iðwn
hÞÞ
in (20), with /i a given splitting of the spatial residual /h. Summing up over the elements, one ends with
jSijdui þ
Dt
2

X
E2Di

ð/iðwnþ1
h Þ þ /iðwn

hÞÞ ¼ 0;
which is nothing else that (18). This shows that first-order and inconsistent schemes can be recast as space-time
schemes when combined with the CN time integration (18).

Another possibility is to approximate (21) as
Uh ¼ jEj
3

X
j2E

duj þ Dt
I

oE
Fðwnþ1=2

h Þ � n̂dl� Dt
Z

E
Sðwnþ1=2

h ; x; yÞdxdy ð24Þ
with w
nþ1=2
h as in (19). We remark that, in smooth regions, (22) and (24) are equally accurate approximations of

(21). As before, we can recast the last expression as
Uh ¼ jEj
3

X
j2E

duj þ Dt/hðwnþ1=2
h Þ; ð25Þ
which can be used to show that first-order and inconsistent RD schemes can be recast as space-time schemes
of this type when combined with the CN time integration (19). For a given splitting of the spatial residual /i,
this is achieved by setting
Ui ¼
jEj
3

dui þ Dt/iðw
nþ1=2
h Þ:
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3.3. Basic properties

We recall here some design criteria that can be used for the definition of the split residuals /j, and Uj. The
issue of conservation has been discussed in the previous subsection and will not be mentioned. We just assume
that all the schemes respect (14) (or (20)), and hence are conservative due to the definition of /h (respectively,
Uh). Note that under this hypothesis and under a continuity assumption on the split residuals, a scheme of the
form (13) can be shown to respect a Lax–Wendroff theorem ensuring that provided some standard stability

assumptions are met, if convergent (with h) conservative RD schemes convergence to a weak solution of
the problem. The proof of this theorem can be found in [21] for the case of exact evaluation of /h and in
[20] for the case of approximate quadrature. We remark that no general convergence proof exist up to now
for RD, except for some scalar schemes. For the schemes considered in this paper, the practical experience
shows that they are stable and convergent. In the following, we consider the issues of the non-oscillatory char-
acter of the solution, and of the accuracy of the method.

3.3.1. L1 stability criterion

When approximating discontinuous solutions, the non-oscillatory character of the discrete approximation
is an important property. For scalar problems, a LED (local extremum diminishing) Principle on unstructured
meshes [22,23] can be used to characterize the stability of (13). This ultimately translates into a positivity cri-
terion when one of the time integration schemes presented in the previous subsection is applied and for the
space-time schemes as well [22,14,23,6–8]. In the simplest case of a linear (or linearized) scalar problem, this
positivity criterion can be explicitly stated by rewriting the fully discrete scheme as
AUnþ1 ¼ BU n
with Un+1 and Un the arrays of the nodal unknowns. A scheme is positive if A is a monotone
ðAii P 0; Aij 6 0Þ diagonally dominant matrix and B is a positive matrix ðBij P 0 8i; jÞ. For a homoge-
neous problem, this condition can be shown to guarantee a discrete maximum principle [22,14,23,8]. An exten-
sion of this criterion to linear systems has been recently proposed in [13]. Consider for example the symmetric
system
ov

ot
þ A1

ov

ot
þ A2

ov

oy
¼ 0: ð26Þ
The basic idea behind the analysis presented in the reference is that for RD schemes the variation of the solu-
tion can be expressed as the convex combination of local signals
dvi

dt
¼
X
E2Di

cE
devi

dt
; cEjSij

devi

dt
¼ �/i 8E 2Th ð27Þ
with the scalars cE respecting
cE 2 ð0; 1�;
X
E2Di

cE ¼ 1
and in the case of the schemes considered here given by
cE ¼
jEj

3jSij
:

Denoting by Æ,æ the standard Euclidean product, in the case of a linear system, it is shown in [13] that the solu-
tion can locally be decomposed in simple waves
vhðx; yÞ ¼
X

r

X
j2E

ur
j rr; ur ¼ hvj; rri ¼ Cr

j þ ar
j
~n �~x on E
with Cr
j ; a

r
j 2 R,~x ¼ ðx; yÞ the position vector and rr an eigenvector of K ¼ A01n1 þ A02n2. If a linear scheme is

used to discretize the equations, the wave decomposition leads to [13]
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/i ¼
X

r

X
j2E

cr
ijður

j � ur
i Þrr;
implying that also the /js are sum of simple waves. Due to the linearity of the scheme, one can then consider
the evolution due to each simple wave, obtaining
cEjSij
devi

dt
¼ �

X
j2E

cr
ijður

j � ur
i Þrr:
The last relation finally leads to
cEjSij
devi

dt
; rr

� �
¼ �

X
j2E

cr
ijður

j � ur
i Þkrrk2

;

which allows to extend the scalar LED principle to the simple wave r. Note that this does not imply that if vn
h is

a simple wave, then so is vnþ1
h , however, it gives a means of explaining the monotone behavior exhibited by

some first order linear schemes. Indeed, when this analysis is performed for a fully discrete scheme and in
the case vn

h is a simple wave, a scheme is said to be stable if it is possible to show a direction ~n for which
kevik 6 max
j2E
kur

j rrk: ð28Þ
Since, as remarked before, vnþ1
i can be written as a convex combination of the evi values, the bounds (28) imply

a local stability of the discrete solution.

Remark 3.1. The extension of this criterion to the non-homogeneous case, and hence its application to the
shallow water equations, is still unclear. For linear symmetric systems with a source term Sðx; yÞ independent

on the solution, some very local results can be obtained following [13]. In particular, for some schemes one can
show that the solution respects bounds of the type
min
j2Di

ur
j þ a min

j2Di
uS;r

j 6 hevi; rri 6 max
j2Di

ur
j þ a max

j2Di

uS;r
j ð29Þ
with a P 0, and where the component uS;r
j is of the form
uSr
j ¼ hSðxj; yjÞ; rri: ð30Þ
However, it is difficult to go further with (29).
3.3.2. Linearity preservation and residual schemes

Case of steady homogeneous systems. The resolution of complex structures is another essential issue when
approximating solutions of conservation laws. The accuracy of the schemes considered here can be character-
ized by a residual property.

This property is best presented by resorting to the following analysis. Let w be an exact smooth solution
verifying r �FðwÞ ¼ 0. Let wh be a rth order accurate continuous piecewise polynomial approximation of
nodal values of w, fwi ¼ wðxi; yiÞgi2Th

. Let Fh be a continuous rth order accurate approximation on Th of
FðwÞ. Define the error
EðwhÞ :¼
X
i2Th

ui

X
E2Di

/iðwhÞ
with ui the nodal values of a smooth function u 2 C1
0ðXÞ. Since wh is not the numerical solution given by the

RD scheme but the rth order continuous piecewise polynomial approximation of the smooth exact solution w,
in general EðwhÞ 6¼ 0. The magnitude of this error gives an estimate on the accuracy of the schemes. It has been
shown [24,23,25] that, provided that the mesh satisfies the constraint
C1 6 sup
E2Th

h
jEj 6 C2; C1;C2 2 Rþ;
at steady-state a RD scheme respects the error estimate EðwhÞ ¼ OðhrÞ provided that
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of the

M. Ricchiuto et al. / Journal of Computational Physics 222 (2007) 287–331 297
/i ¼ Oðhrþ1Þ; ð31Þ

see Appendices A and B for more details. Hence, in the case of the piecewise linear approximation considered
here, the condition /i ¼ Oðh3Þ, represents the condition for a RD scheme to be second order accurate.

Remark 3.2. Note that the condition /i ¼ Oðhrþ1Þ only guarantees that the truncation error of the scheme is
OðhrÞ. However, in no way this guarantees that the scheme actually does converge with the rate r. Some
additional stability properties must be verified to achieve this. As a counter-example, we mention that the
Galerkin scheme does verify the accuracy condition, however the error blows up under mesh refinement due to
the unstable character of the scheme.

The important fact is the following estimate (now wh is the second order continuous piecewise polynomial
approximation of the smooth exact solution w, and Fh is a second order approximation of FðwÞ)
/h ¼
Z

E
r �FhðwhÞdxdy ¼

Z
E
r � ðFhðwhÞ �FðwÞÞdxdy ¼

I
oE
ðFhðwhÞ �FðwÞÞ � n̂dl ¼ Oðh3Þ;
since Fh is a second order accurate. Last estimate allows to give the following characterization.

Definition 3.3 (Linearity preserving scheme). A RD scheme is linearity preserving ðLPÞ if
/iðwhÞ ¼ bi/
hðwhÞ
with uniformly bounded matrices bi:
max
E2Th

max
j2E
kbjk < C <1 8/h;wh; u

0
h; h; . . .
If a continuous rth order approximation is used in the discretization, LP schemes satisfy by construction the
accuracy condition /i ¼ Oðhrþ1Þ.

Ultimately, this definition gives a criterion for the design of high order accurate schemes.
Case of unsteady homogeneous systems. The analysis of the time dependent case is quite similar. Details are

reported in Appendix A. The idea is, given a smooth solution of the time dependent problem (denoted by u)
and continuous rth order accurate approximations of u and FðuÞ (denoted by uh and Fh) to estimate the
error
Eðuh; tf Þ :¼
XN

n¼0

X
i2Th

unþ1
i

X
E2Di

UiðuhÞ
with unþ1
i the nodal value at time tn+1 of a smooth function u 2 C1(X · [0,tf]) with compact support. As before,

since uh is not the numerical solution given by the RD scheme but the rth order continuous piecewise polynomial

approximation of the smooth exact solution u, in general Eðuh; tf Þ 6¼ 0. Its magnitude gives an estimate of the
accuracy of the scheme.

The analysis of Appendix A applies both when the discretization in time is done via a finite difference
scheme (or any classical high order time integration method), and when using a space-time approach (see,
e.g. [26,27]). In particular, in the appendix we show that, provided that the approximation in time is at least
rth order accurate, if
Ui ¼ Oðhrþ2Þ;

then the scheme respects an error estimate of the type Eðuh; tf Þ ¼ OðhrÞ.1 In the case of a piecewise linear
approximation, the condition reduces to Ui ¼ Oðh4Þ.

As in the steady case, the important fact is that simple manipulations show that Uh ¼ Oðhrþ2Þ (Uh ¼ Oðh4Þ
for a linear approximation). Hence, the use of a LP scheme, defined by
e condition Ui ¼ Oðhrþ2Þ is not the same as for steady-state, in which case one must have /i ¼ Oðhrþ1Þ. This is due to the definition
residuals which are obtained by integration in space and time, giving and extra h in the scaling of Ui.
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Ui ¼ biU
h

with bi uniformly bounded (see Definition 3.3), is sufficient to guarantee the formal satisfaction of a OðhrÞ
(respectively, Oðh2Þ) error bound (however, see Remarks 3.2 and A.9).

Extension to non-homogeneous systems. We extend the analysis of [23–26,28] to non-homogeneous systems
in Appendix B. More precisely, in the appendix we prove the conditions for the RD schemes considered here
to respect an error estimate of the type E ¼ OðhrÞ.

The details of the proof are given in Appendix B. As in all the other cases, the important fact to recall is that
the condition allowing to have an OðhrÞ error bound is (in the steady case)
/iðwhÞ ¼ Oðhrþ1Þ

with wh a continuous rth order approximation of a smooth exact solution of the problem w. Since, by simple
manipulations one can show that /hðwhÞ ¼ Oðhrþ1Þ, we conclude that, once more, a valuable criterion for the

construction of a rth order scheme is given by Definition 3.3, that is by the use of a linearity preserving scheme.
Similar conclusions are obtained in the time dependent non-homogeneous case (see Appendix B for details).

3.3.3. Linearity preservation and the lake at rest solution

The meaning of the LP condition is that, for a piecewise linear approximation, provided that /i = bi/
h

(Ui = biU
h in the time dependent case) with bi uniformly bounded, within Oðh2Þ exact solutions of the contin-

uous problem are also solutions of the discrete equations (once more we refer to Appendices A and B for more
details). For the shallow water equations, this has a very interesting application. We can easily construct
schemes that preserve exactly some steady solutions.

Proposition 3.4. Denote by w the set of quantities chosen as primary variables in the numerical approximation of
(1). Provided that the same numerical representation is used for w and for the local height of the bottom B(x, y),

and that the local residual is evaluated exactly with respect to H and B, linearity preserving RD schemes preserve

exactly the lake at rest solution, independently on topology of the mesh, character of B(x, y) and polynomial

degree of the approximation, for the following three different choices of w:

1. conservative variables u, Eq. (2);

2. symmetrizing variables v, Eq. (6);

3. primitive variables p ¼ ½H u v �T.

Proof. The proof is obtained quite easily by noting that on the lake at rest solution, for all the choices of vari-
ables, the vector of unknowns reduces to w ¼ ½H 0 0 �T. Suppose now to discretize the spatial domain X
with a mesh Th composed of non-overlapping elements E. On Th denote by wh and Bh continuous piecewise
polynomial approximations of w and B that can be written as
wh ¼
X
i2Th

wiwi; Bh ¼
X
i2Th

wiBi
with i the generic node of the mesh and with the shape functions wi(x,y) respecting the obvious consistency
constraint
X

j2E

wjðx; yÞ ¼ 1: ð32Þ
Consider now the semi-discrete scheme (13) and compute the spatial residual
/h ¼
Z

E
ðr �Fh �ShÞdxdy:
The first component of /h is
Z
E
r � ðH h~uhÞdxdy ¼

I
oE

Hhð~uh � n̂Þdl ¼ 0;
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since~uj ¼ 0 in all the nodes of E and so will be any consistent interpolation~uh. Second and third components
can be written together in vector form as
Z

E
ðr � ðH h~uh �~uhÞ þ gH hrðHh þ BhÞÞdxdy ¼

I
oE

H h~uhð~uh � n̂Þdlþ g
Z

E
H hrH h

tot dxdy:
Since ~uh ¼ 0, these components of the residuals reduce to
g
Z

E
HhrH h

tot dxdy ¼ g
Z

E
H h
X
j2E

Hh
totj
rwj dxdy ¼ gH 0

Z
E

Hh
X
j2E

rwj dxdy ¼ 0;
since on the lake at rest solution Hh
totj
¼ H 0 8j 2 E and using condition (32). This shows that 8E 2Th, /h = 0

on the lake at rest solution, hence for any LP scheme
jSij
dui

dt
¼ 0;
which achieves the proof for scheme (13). In the case of the space-time schemes, a similar reasoning leads to
the conclusion that on the lake at rest solution the nonlinear system (20) reduces to the identity 0 = 0. This
shows that the proposition holds also for these schemes. h

Remark 3.5. Note that the hypothesis that /h must be computed exactly with respect to the discrete approx-
imations of H and B, does not mean that it has to be exact with respect to the whole vector wh, the fluxes being
polynomials containing monomials of different degrees in the different components of wh. Moreover, the
result not only applies to the (physical) choices of variables listed in the proposition but to any set of variables
reducing to w ¼ ½H 0 0 �T on this exact solution.

Remark 3.6. In theory, we can do similar things for other two-dimensional solutions. The problem reduces to
finding proper approximations Fh and Sh, such that for a steady flow the residual is exactly zero. For exam-
ple, assume that we start with a linear approximation of the primitive variables ph ¼ ½Hh;~uh� of Proposition
3.4. Suppose to be looking for a solution on which r � ðH~uÞ ¼ 0. This is a strong hypothesis, however it is
true for problems with constant discharge. The big advantage of the conservative RD approach considered
in this paper is that it allows to mimic the behavior of the continuous solutions. In particular, as long as exact
integration is used, hence preserving conservation, we are allowed to play with the differential form of the
equations. In particular, we can write for the second and third components of the residual
Z

E

o

ox
Hhu2

h

H huhvh

� �
þ o

oy

H huhvh

H hv2
h

� �
þ gH hrBh

� �
¼
Z

E
r �~qðphÞ

uh

vh

� �
þHhrIðphÞ þ Hh curl~uh

�vh

uh

� �� �
;

ð33Þ

where~qðphÞ ¼ Hh~uh and IðphÞ ¼~u2

h=2þ gðH h þ BhÞ are numerical approximations of the local discharge and
energy, consistent with ph. The idea is then to add to the natural approximations FðphÞ and SðphÞ terms of
the type
rðIh �IðphÞÞ ¼ r
X

j

Ijwj �IðphÞ
 !

ð34Þ
and
r � ð~qh �~qðphÞÞ ¼ r �
X

j

~qjwj �~qðphÞ
 !

ð35Þ
with wj the standard linear basis functions. On piecewise linear elements, when included in the residual these
corrections give lead to terms of Oðh3Þ, which are within the truncation error. Hence these terms do not spoil
the accuracy of LP schemes. Moreover, one easily checks that on an initial solution with constant discharge
~q ¼~q0 and energy I ¼ I0, and assuming that the rotational term is zero, one gets
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/h ¼

R
Er �~qh ¼~q0 �

P
j
~nj=2R

Eð~uhr �~qh þ H hrIhÞ ¼ �u~q0 �
P

j
~nj=2þ HI0

P
j
~nj=2

264
375 ¼ 0
with u� and H average velocity and water height. We see that these corrections guarantee that the residual van-
ishes exactly on solutions with constant discharge and energy, thus allowing an exact preservation of this class
of analytical solutions. Unfortunately, the hypothesis of a vanishing rotational terms is extremely strong. In-
deed, in general we do not know yet how to handle this term. The only case that we know of in which we can
guarantee that curl~uh vanishes identically is when computing pseudo-1d solutions with grid aligned velocity,
on structured grids. As an example, one easily checks that for the grid on the left in Fig. 4 one has (with the
notation and local node numbering of the right picture in the same figure)
ovh

ox
� ouh

oy

� �
A

¼ ovh

ox
� ouh

oy

� �
B

¼
X

j

vj
njx

2
�
X

j

uj
njy

2
¼ �u0

n1y þ n3y

2
¼ 0
using the fact that the flow is quasi-1d (u3 = u1 = u0), that it is aligned with the grid (v = 0), and that
0 ¼

P
jnjy ¼ n1y þ n3y , since n2y = 0. In practice, on this type of grids, one verifies that pseudo-1d solutions

are preserved up to machine accuracy by LP schemes, when introducing the corrections (34) and (35). At
present, we do not know how to generalize this technique to more general situations.
3.4. Examples of linear conservative RD schemes

We give some examples of RD schemes for (1). We focus our attention on truly upwind schemes. The gen-
eralization of the ideas of the paper to non-upwind schemes will be reported in a forthcoming publication.

3.4.1. Multidimensional upwind schemes

Perhaps one of the biggest advantages of the RD approach is its ability to incorporate true multidimen-
sional upwinding into the discretization. A multidimensional upwind ðMUÞ scheme is defined as one for which
[29] (see Eq. (15))
eKþi ¼ 0) /i ¼ 0 on any E 2Th
with eK�i defined in the usual matrix sense, using the eigenvalue decomposition of eK i. Note that, for a scalar
problem this corresponds to splitting the element residual only to the nodes situated downstream in E with
respect to the local multidimensional wave speed. In this paper we consider the following MU schemes.

The LDA scheme. The LDA scheme is perhaps the most successful linear linearity preserving RD scheme. It
is defined by the splitting
/LDA
i ðwhÞ ¼ bLDA

i /hðwhÞ ¼ Kþi N/h; N ¼
X
j2E

Kþj

 !�1

: ð36Þ
First of all, note that due to the definition of bLDA
i , the use of exact mean-value Jacobians eK i or of approx-

imate ones, denoted by Ki, does not alter the conservative character of the scheme, which respects (16) by con-
Fig. 4. Regular grid of Remark 3.6.
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struction. For this reason, from now on we assume that (36) is obtained with an approximate linearization,
which is the simplest possible approach. Note also that since the shallow water system (1) and (2) is symetriz-

able, the matrices Kþi N are always defined, see [24]. In fact, since the Jacobian matrices of the system have no

common eigenvalues, the matrix
P

j2EKþj is invertible, see again [24] for details. For steady computations, fully
discrete versions of the scheme can be obtained by choosing one of the time integration strategies of Section
3.2. For time-dependent computations a second order scheme is obtained by using the space-time formulation
of Section 3.2.2 (however, see [30,15]), still distributing the (space-time) residual with bLDA

i defined by (36). A
different definition of the space-time LDA scheme is also possible. The scheme is obtained noting that, in the
case of a homogeneous linear system such as (26), the residual (21) becomes
2 win
Uh ¼
X
j2E

ðCnþ1
j vnþ1

j þ Cn
j vn

j Þ
with
Cnþ1
j ¼ Dt

2
Kj þ

jEj
3
; Cn

j ¼
Dt
2

Kj �
jEj
3
:

In [8,31] it is shown that the Cj matrices are true generalizations to space-time prismatic elements of the Kj

Jacobians. Under a proper time-step restriction [8,31] (see also Section 4), the eigenvalues of all the Cn
j matrices

are negative. A conservative and space-time MU scheme is then obtained as
UST-LDA
i ðwhÞ ¼ bST-LDA

i UhðwhÞ ¼ Cþi MUh; M ¼
X
j2E

Cþj

 !�1

ð37Þ
with Cþj ¼ Cnþ1;þ
j , and Uh an approximation of (21) [6–8].

The N scheme. The N scheme is the optimal upwind first order scheme, i.e., the one with the least amount of
cross-wind numerical dissipation. For steady problems, if the residual is computed as in (15), it is defined by
the splitting
/N
i ðwhÞ ¼ eKþi ðwi � winÞ; win ¼ �eN X

j2E

eK�j wj: ð38Þ
A more general formulation is obtained by manipulating the last expression as follows [8]:
/N
i ¼ eKþi wi þ eKþi eN X

j2E

eK�j wj ¼ eKþi wi þ eKþi N
X

j2E
eK jwj

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{/LDA
i

�eKþj eN X
j2E

eKþj wj
having used the relation eK�j ¼ eK j � eKþj . Finally one has, dropping theeover the flux Jacobians
/N
i ðwhÞ ¼ /LDA

i ðwhÞ þ dN
i ðwhÞ; dN

i ðwhÞ ¼
X
j2E

Kþi NKþj ðwi � wjÞ: ð39Þ
First of all we remark that due to the relations
X
j2E

/LDA
j ¼ /h;

X
j2E

dN
j ¼ 0
as written in (39), the N scheme is conservative independently on the linearization used for the flux Jacobians,

and of the definition of /h. In particular, the conservative scheme considered in this paper is obtained by com-
puting the residual as in (16), while a simple average is used to evaluate the Kjs (see Section 4). One easily
shows that the dN

j s are local dissipation terms (see, e.g. [24,23,8]). Hence, the conservative N scheme can be
written as the LDA scheme plus some anisotropic dissipation. This approach is quickly shown to be equivalent
to the formulation of [4] which is obtained by redefining win in (38) in a way that forces the validity of (16)2 (see
[8] for more details).
¼ �N /h �
P

j2EKþj wj


 �
, which reduces to (38) when using an exact mean-value linearization.
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Concerning the time-dependent case, the N scheme can be extended to the space-time framework of Section
3.2.2 in two ways. One way is to use the Crank–Nicholson time-integrators (18) or (19), in which case we will
refer to the scheme simply as to the N scheme, with
UN
i ¼
jEj
3

dui þ
Dt
2
ð/N

i ðwnþ1
h Þ þ /N

i ðwn
hÞÞ or UN

i ¼
jEj
3

dui þ Dt/N
i ðw

nþ1=2
h Þ: ð40Þ
Alternatively, one can use the formulation of [31]. In this case, we refer to the space-time ST-N scheme as the
one defined by the local nodal residuals (see Eq. (37) for the notation)
UiðwhÞST-N ¼ bST-LDA
i UhðwhÞ þ dST-N

i ; dST-N
i ¼

X
j2E

Cþi MCþj ðwnþ1
i � wnþ1

j Þ ð41Þ
with Uh(wh) as in (22) or (24). In the linear case, the ST-N scheme reduces to a truly space-time variant of the
N scheme (see [7,8] for more details). In the linear case both the N and the ST-N scheme are L1 and L2 stable.

3.5. Nonlinear schemes

To complete the review of RD schemes, we briefly recall the construction of the nonlinear schemes. Several
approaches are possible but we will only discuss two of them, one of which is actually used in the computa-
tions presented later.

3.5.1. Blended schemes

The first approach we consider is the nonlinear blending of a LP scheme with a monotone one. As noted in
[13,24] the choice of the two underlying linear schemes is constrained by the need of some compatibility
between the two, in the sense that this technique works best when the linear schemes are based on similar dis-
tribution strategies. For example, the blending between the N and the LDA scheme can be performed and is
well posed (and is the one most often used in practice [23,24,32,4,33–35]). Blending central discretizations,
such as the SUPG scheme [36,32], with the N scheme can lead to ill-posed situations in which the blending
parameter cannot be computed in a way that guarantees the positivity (or the accuracy) of the scheme. A gen-
eral guideline could be that central monotone schemes can only be blended with central LP schemes and sim-
ilarly for MU schemes. In general a blended scheme can be written as
/i ¼ ðI � hðvhÞÞ/LP
i ðvhÞ þ hðvhÞ/M

i ðvhÞ;

where M stands for monotone, and the blending matrix h(vh) is computed in a way that ensures local positivity
(or L1 stability) and linearity preservation in smooth regions. Possible choices for this matrix are described in
[23,24,32,4,33] and will not be discussed here. In the case of the blended LDA/N scheme, relation (39) allows
to give a different interpretation of the blending. Indeed one easily shows that
/LDA=N
i ¼ /LDA

i ðvhÞ þ hðvhÞdN
i ðvhÞ: ð42Þ
Hence, the blending can be seen as the addition to the LDA scheme of a properly scaled dissipation guaran-
teeing non-oscillatory approximations of discontinuities and second-order of accuracy. In the case of the
blending between the N and the LDA scheme, this was already recognized in [34,35]. This fact has been used
in [28] to construct very high order non-oscillatory schemes for scalar conservation laws.

3.5.2. Limited schemes
The drawback of the nonlinear blending is that the definition of h(vh) is generally difficult. Moreover,

blended schemes often lack robustness. An approach that has been shown to lead to more robust nonlinear
schemes is the limiting of a monotone scheme. This technique is thoroughly discussed in [13,23] and finds
its theoretical justification in the L1 stability criterion introduced in the same references. For a linear system
of the type (26), the idea behind this approach is, given a monotone scheme with nodal residuals /M

i and a
local direction ~n, to decompose the nodal residuals as
/M
i ¼

X
r

hlr;/M
i irr ¼

X
r

uM;r
i rr;
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being lr and rr the left and right eigenvectors of A1n1 + A2n2. Each uM;r
i can be seen as a scalar residual. As a

result, the element residual is decomposed as:
/h ¼
X

r

urrr; ur ¼
X
j2E

uM;r
j :
On each scalar wave one constructs nonlinear scalar residuals ur
i respecting
ur
i u

M;r
i P 0;

ur
i ¼ biu

r; jbij <1;P
j2E

ur
j ¼ ur:

8>><>>:

The first condition guarantees that, if the monotone scheme respects the L1 stability criterion, so does the
nonlinear scheme. The proof is reported in [13] and will not be recalled here. Second and third conditions
guarantee that the resulting scheme is consistent and linearity preserving. There are several ways of construct-
ing mappings fuM;r

j gj2E ! fur
j gj2E respecting the three constraints above. A review can be found in [13,23,25],

while conditions for the well-posedness of the whole procedure are given in [6–8]. The advantage of this ap-
proach, compared to the blending, is that it only needs the evaluation of one scheme. It also results in more
robust schemes as shown in [13,23]. Linearity preservation is obtained by construction. Conversely, the L2 sta-
bility properties of the scheme are not clear. This is confirmed by the poor iterative convergence that limited
nonlinear RD schemes shown in practice. This issue is discussed in [37], and is only briefly recalled here, to-
gether with the solution adopted in the reference. The main problem of the limiting approach is that it pro-
duces schemes which are entirely based on L1 stability conditions, without taking into account neither the
dissipative behavior of the resulting scheme, nor the directional propagation of the information, typical of
many solution to (26). As shown in [37], this can lead to situations in which the final algebraic problem is very
ill-conditioned. To cure this, in the reference it is proposed to rewrite the limited schemes as:
/iðwhÞ ¼ b	i /
hðwhÞ þ hhðwhÞ

Z
E

oFðwhÞ
ow

� rwir �FðwhÞdxdy ¼ b	i þ
hðwhÞ

h
Ki

� �
/hðwhÞ; ð43Þ
where h(wh) guarantees that the least-squares type correction is only active in smooth regions, and b	i is the
distribution matrix of the basic (non-stabilized) limited scheme. In [37] it is shown that this approach indeed
cures the problem. Moreover, even though strict monotonicity is formally lost, a proper definition of h(wh)
yields in practice very little oscillations even for very difficult computations, as confirmed by the numerical
results reported in [37]. We refer to the reference for further details concerning the extension to steady non-
linear problems. We also mention that the extension of the work of [37] to the time-dependent case is under
development.

In this paper, we use nonlinear schemes obtained by limiting the N scheme using the mapping: ur
i ¼ 0 if

uM;r
i ¼ 0 or ur = 0, otherwise, ur

i ¼ biu
r with
bi ¼
maxð0; bM

i ÞP
j2E maxð0; bM

j Þ
; bM

j ¼
uM;r

i

ur
:

In steady computations, the monotone scheme is given by the N scheme (39) with definition (16) of the resid-
ual, while in time-dependent computations we use the space-time N scheme corresponding to the CN time-
stepping (19) with the residual computed according to (24) or the ST-N scheme (41) with the same definition of
the residual. Being LP the nonlinear schemes respect Proposition 3.4. As already remarked, the extension of
the work of [37] to the time-dependent case is under development. So, in time-dependent computations, the
nonlinear schemes are obtained with the basic limiting strategy, as in [14,7].
4. Computational details and numerical results

In this section we discuss the results obtained on the shallow water equations. We consider a number of
representative steady and time-dependent problems involving flows over flat and non-flat bottom. For the
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computations we have used the conservative N scheme and its limited variant. In particular, the steady results
have been computed with scheme (13) with explicit Euler local time-stepping. The distribution has been
obtained according to (39) for the N scheme, or using the limiting procedure of Section 3.5.2 for the limited
N scheme (LN scheme). The time-step has been computed in each node according to
Dti ¼ m
jSijP

E2Di
max

k
kk;þ

i

ð44Þ
with kk
i is the kth eigenvalue of Ki. If not stated otherwise, we took m = 0.8. For flows over flat bed the residual

has been computed according to (14) using 3 points Gaussian formulas on each edge of the element, yielding
exact integration in terms of the linearly varying symmetrizing variables vh (6). We also implemented version
of the schemes based on linearly varying primitive (see Proposition 3.4) and conserved variables. We observed
almost no changes in the numerical output. In presence of non-zero bed slope, the integral of the source term
has been evaluated as
Z

E
HrBhðx; yÞdxdy ¼

X
j2E

HBj
~nj

2

with the average relative water height H computed integrating exactly
H ¼ 1

jEj

Z
E

HðvhÞdxdy
when assuming a linear variation of vh. Note that H(vh) can be easily shown to be quadratic in vh so that a 3
points formula involving the mid-points of the edges is enough for this purpose. We have also implemented
more involved formulas in which H(vh) is written as the sum of a linear component (corresponding to the lake
at rest solution) plus the difference due to the non-zero velocity and integrating the linear component as in the
proof of Proposition 3.4 and the rest exactly (see also Remark 3.6). No differences have been observed in the
numerical results. The use of the primitive or of the conservative variables as primary unknowns has no effect
on the results obtained on non-flat bottom cases, as long as the hypotheses of Proposition 3.4 are respected.

In the time-dependent computations, we used either the space-time version of the N scheme corresponding
to the CN scheme (19) (referred to as N scheme in the results), or the ST-N scheme (41). In all the compu-
tations the time-step has been set to
Dt ¼ 0:75 min
E2Th

DtE; DtE ¼
2

3
min
j2E

jEj
max

k
kk;þ

j

with DtE the value of the time-step guaranteeing [31,8,7] (see also Section 3)
X
j2E

dST-N
j ¼ 0; Cn;þ

j ¼ 0:
The space-time residual is given by (24) with flux and source-term integral computed as in the steady case only

at v
nþ1=2
h . Both in steady and unsteady computations, the nonlinear scheme has been implemented as described

in Section 3.5, setting ~n ¼~u (the velocity vector) for the wave decomposition. In the following, when talking
about the limited N (LN) scheme we refer either the scheme obtained by limiting scheme (39) or the same
scheme coupled with time-discretization (19) in the space-time framework. The scheme obtained by limiting
the ST-N scheme is referred to limited ST-N (LST-N) scheme. The nonlinear system of algebraic equation
(20) has been solved as in [6,7] with an explicit pseudo-time iterative technique. As in the reference, we ob-
served that a number of iterations going from 20 to 40 is needed to converge the N scheme to machine accu-
racy in pseudo-time. For the nonlinear scheme, the same number of iterations leads to a decrease of the L1

norm of the residual of 3–4 orders of magnitude. As observed by several authors, [14,13,6,7], machine accu-
racy is almost never reached for the limited scheme, except when adding the stabilization term (43). In this
case, we will explicitly mention the use of this term in the text. We remark once again that the extension of
the results of [37] to the time-dependent case are under development, so the nonlinear space-time limited
schemes are obtained without any extra stabilization, as in [14,7]. Also the results obtained in time dependent
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computations are very little affected by the choice of the primary set of unknowns and, in the case of the N
scheme, by the use of (18) instead of (19).

Independently on the choice of primary unknowns wh (conservative, entropy, or primitive variables), all the
results shown in the paper have been obtained by evaluating on each element E the flux Jacobians needed in
the Kj matrices (and for the computation of the time step) using the local arithmetic average of the nodal val-
ues of wh, which are the ones actually stored and evolved throughout the computation. The boundary condi-
tions have been weakly enforced as in [38]. This is true for the reflective (inviscid wall) condition, for
characteristic (far field) condition and for sub-critical inlet/outlet. An exception to this are the super-critical
inlet condition, and periodicity, which have been imposed exactly, in a strong nodal sense.

4.1. Flows over flat bed

4.1.1. Hydraulic jump over a wedge

This problem has been considered to confirm the conservative and non-oscillatory character of the schemes.
It consists of a super-critical Fr = 2.74 flow over a 8.95� wedge. We have run the test with the N and LN
schemes. A sketch of the initial solution as a close-up view of the mesh are given in Fig. 5. The mesh size
is h = 1/20. In the same figure, we report the convergence history of the explicit Euler time-integration in terms
of the L1 norm of the residual of the relative water height H. From the figure we see that, while the linear
scheme converges to machine accuracy without any problem, the convergence of the limited scheme is some-
what erratic. This can be improved by adding the stabilization term (43), with however very little change in the
solution (not shown). Indeed, it is in smooth regions that the extra stabilization is active, hence there is no
great influence on the results for this case (we refer to [37] for more details on the matter). The results are visu-
alized in terms of water height and Froude number. The contours of the computed relative height and a com-
parison of its outlet distribution with the exact solution are reported in Figs. 6 and 7 for both schemes. The
following observations can be made. The discontinuity is captured monotonically, the LN scheme giving a
much sharper approximation. This is particularly clear from Fig. 7, from which we also see that angle and
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strength of the jump are correctly reproduced, confirming the conservative character of the schemes. Similar
comments can be made by looking at the contour lines of the computed Froude number, reported in Fig. 8,
and at its comparison with the exact solution at the outlet, Fig. 9.

4.1.2. Trans-critical break of a circular dam

We simulate the break of a circular dam separating two basins with water levels H = 10 and H = 0.5. The
radius of the initial discontinuity is r = 60. Due to the difference in water height, the flow becomes rapidly



0.50.7511.251.51.7522.252.5

2

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

y

Exact

N schemeO
ut

le
t F

ro
ud

e 
nu

m
be

r

O
ut

le
t F

ro
ud

e 
nu

m
be

r

Exact

LN scheme

0.50.7511.251.51.7522.252.5

2

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

y

Fig. 9. Hydraulic jump over a wedge. Outlet Froude number. Left: N scheme. Right: LN scheme.

0 25 50 75 100
0

10

20

30

40

50

60

70

80

90

100

110

x

y

H = 10

H = 0.5

Initial solution

Weight height contours

20 30 40 50 60 70
20

30

40

50

60

70

y

x

h = 2

Fig. 10. Transcritical dam-break: Initial state (left) and mesh (right, h = 2).

M. Ricchiuto et al. / Journal of Computational Physics 222 (2007) 287–331 307
trans-critical. A sketch of the initial solution and a zoom of the grid (h = 2) are reported in Fig. 10. Symmetry
(reflective) boundary conditions have been used on the left and bottom boundaries, while on the top and on
the right we imposed a characteristic far-field condition. The simulations have been run with the N scheme,
with the ST-N scheme and with their limited variants until time t = 3. Contour plots of computed water height
Froude number are given in Figs. 11 and 12. Even on this irregular grid, the flow acceleration and the right
moving bore are very well reproduced. Even without extra stabilization of type (43), the LN scheme (second
picture from the left) gives a quite smooth approximation of the flow acceleration. Concerning the LST-N
scheme, the Froude number contours in the smooth part present small perturbations. At the origin of this fea-
ture might be the same mechanism acting when limiting centered monotone schemes, well described in [37].
However in this case the effects are less pronounced, and mainly visible in the velocity components (hence
in the Froude number). Improvements are expected in the approximation of the smooth part, once the
approach of [37] will be extended to the space-time schemes.

The capturing of the right moving water front, on the other hand, is monotone with all the schemes. The
limited schemes yield a very sharp approximation of this feature. As remarked in [6,7], due to its upwind char-
acter in space and time, the ST-N scheme (third picture from the left) shows a considerably higher numerical
dissipation compared to the N scheme (extreme left). Indeed, the water height waves (Fig. 11) are blurred into
a unique smooth profile, while the right moving wave in the Froude contours (Fig. 12) is considerably
smeared. Note that no problem whatsoever is encountered in the critical point. The computed water height
and Froude number distributions along the line y = x are shown in Figs. 13 and 14. The plots confirm our
previous observations.
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4.1.3. Asymmetric break of a dam

This problem is taken from [39], and it is similar to the previous one, except that the geometry is more com-
plex. We consider the sudden break of a dam separating two basins with water heights 5 and 10. The dam
breaks asymmetrically at time t = 0 and we simulate the problem until time t = 7.2. A sketch of the geometry
of the problem and a zoom of the unstructured mesh are given in Fig. 15. The reference mesh size if h = 2. The
length of the breach is 75 and it starts at y = 95. The dam itself has a finite width of 10 and its left side is posi-
tioned at x = 95. Reflective boundary conditions are applied on all the edges of the domain. We show the
results obtained with the nonlinear LN and LST-N schemes in terms of relative water height contours
(Fig. 16), Froude number contours (Fig. 17) and distributions of water height and Froude number along
the line y = 160 (Fig. 18). The contour plots show that both schemes compute in a very smooth way the water
acceleration on the left of the dam, while the water wave moving to the right is very sharp and monotone in
both the results. The reflection of this wave on the upper wall of the domain is clearly visible. The line plots of
Fig. 18 confirm these observations.

4.2. Flows over non-flat bed

In this section we present some results obtained on non-flat, smooth and non-smooth bed shapes. The first
test is a well-known 1D test for the shallow water equations on non-flat bed involving the steady trans-critical
flow with a shock over a smooth hump. We then consider two tests involving the computation of the lake at
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rest solution. As a consequence of Proposition 3.4 the application of a linearity preserving scheme leads to an
exact preservation of the analytical solution. This is indeed observed experimentally when using either scheme
(13) in conjunction with the limited N scheme and the explicit Euler time-stepper, the limited N scheme or the
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limited ST-N scheme: the norm of the (spatial) residual stays at machine zero. In order to show the perfor-
mances of the schemes in presence of variation of the bed height, we show the results obtained on problems
involving perturbations of the exact lake at rest solution. The ST-N scheme has shown to be way too dissipa-
tive to be able to resolve this type of flows, hence no results with this scheme are shown. Moreover, the limited
N scheme and the limited ST-N scheme have given nearly identical results. Only the ones obtained with the
limited N scheme are shown. We test the schemes in two situations involving a smooth and a non-smooth var-
iation of the bottom respectively. Lastly, we give an example of one of the truly two-dimensional solutions
described in Section 2.3.2.

4.2.1. Trans-critical flow with a shock over a smooth hump
This is a particular (one-dimensional) case of the exact solutions of Section 2.3. It is obtained by assuming

the following variation of the bottom [39–41]
BðxÞ ¼ 0:2� 0:05ðx� 10Þ2 if 8 6 x 6 12;

0 otherwise:

(
ð45Þ
Different steady solutions can be computed involving fully sub-critical, smooth trans-critical and trans-critical
flow with a shock. In order to assess the shock capturing capabilities of the N scheme and of its limited variant
in presence of non-flat bed, we consider here the case of steady trans-critical flow with a shock. We solve the
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shallow-water equations on the spatial domain [0, 20] · [0,0.5] on an irregular unstructured mesh similar to the
ones used in the other computations. The reference mesh size is h = 1/10. We assume B(x,y) = B(x) "y with
B(x) as in (45). Periodic boundary conditions are applied along the y direction. On the left boundary we assign
as boundary condition the discharge Hu = 0.18 and zero v velocity, while on the right boundary we set
H = 0.33. The steady-state solutions obtained with the N scheme and the LN scheme, using formulation
(13) with explicit Euler time-stepping, are reported in Fig. 19. We can remark that the solutions are monotone
and the shock approximation is very sharp, no problems are encountered in the critical point, the acceleration
being smooth in both solutions, the approximation of the discharge (which should be constant and equal to
0.18 everywhere) is very good, despite of the fact that the problem has been solved on a 2D irregular mesh instead

that in 1D. In particular, note that the peak of the error in the shock is due to the fact that across the discon-
tinuity the direction of the velocity is not well-defined, locally giving place to large errors in the velocity
components.

4.2.2. Lake at rest solution and LP schemes

We verify experimentally Proposition 3.4. On the domain [0,1]2, we consider an initial state in which the
velocity is zero and H = 1 � B(x,y) with [17,42,43,39]
Fig. 19
(solid
Bðx; yÞ ¼ 0:8e�50ððx�0:5Þ2þðy�0:5Þ2Þ:
We compute the solution up to time t = 0.5 with the (space-time) limited N scheme on an irregular triangu-
lation with the same topology as the one depicted in Fig. 10, and h = 1/100. In Table 1, we report the values
(computation run in double precision) of the norms of the errors on water-height and velocity components.
The results obviously confirm the theoretical result of the proposition. The numerical output is similar
"t > 0, and independently on the choice of the primary unknowns. The results of the table have been obtained
in symmetrizing variables.

4.2.3. Water height perturbation over 2D smooth bed
In this section we consider a test initially proposed in [17], and more recently used in [39,42,43] to assess the

performances of well-balanced formulations of very high-order relaxation, finite difference and finite volume
WENO, and discontinuous Galerkin discretizations. The spatial domain of the problem is [0,2] · [0, 1]. The
following smooth bottom shape is assumed
Bðx; yÞ ¼ 0:8e�5ðx�0:9Þ2�50ðy�0:5Þ2
corresponding to an ellipsoidal hump centered at [0.9,0.5]. The initial solution is obtained by perturbing the
exact lake-at-rest state in the band x 2 [0.05, 0.15]: at t = 0, the velocity is set to zero everywhere, while the
relative water height is set to
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Table 1
Norm of the errors at time t = 0.5, LN scheme

L1 L1 L2

H 7.491837e � 17 7.085969e � 17 7.107835e � 17
u 7.478237e � 17 7.161000e � 17 7.169336e � 17
v 7.478237e � 17 7.177553e � 17 7.177653e � 17

Fig. 2
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H ¼
1:01� Bðx; yÞ if 0:05 < x < 0:15;

1� Bðx; yÞ otherwise:

�

We solve the problem on an unstructured discretization of the domain with reference mesh size h = 1/100. As
in [42,43] the gravity acceleration is set to g = 9.812. A contour plot of the total water height Htot = H + B at
time t = 0, and a zoom of the grid are reported in Fig. 20. Characteristic BCs are imposed on the right and left
end of the spatial domain, while the upper and lower boundaries are treated as symmetry lines. We consider
the solution at four different times: t = 0.12, t = 0.24, t = 0.36 and t = 0.48. In Figs. 21 and 22 we visualize the
results obtained with the space-time LN scheme. On the top rows we have reported the contours of Htot, and
on the bottom rows, we have reported the distribution of Htot along the line y = 0.5. The scaling of the bed
height used in the line plots is reported in the figures.

The following observations can be made. In the region ahead of the perturbation, the exact solution is per-

fectly preserved up to machine accuracy, as predicted by Proposition 3.4. In the region behind the perturba-
tion, the solution quickly gets back to the lake-at-rest state with a small noise, probably due to grid
irregularities. With respect to the results obtained, e.g. in [42], with a fifth-order finite difference WENO
scheme on a structured mesh with h = 1/100, our results reproduce very well the interaction. The small struc-
tures of the solution shown in the reference are clearly visible in the results of the LN scheme. For this type of
test, we expect perhaps some improvements in the approximation of the smooth part of the interaction, when
the technique of [37] will be extended to the time-dependent case. Moreover, the use of a very high-order dis-
cretization (>2) is beneficial when approximating this type of problem, involving the propagation of a small
perturbation. This is also a topic of future research. We recall, however, that Proposition 3.4 also applies to
higher-order polynomial interpolations, as the ones used, e.g. in [26,27]. In this perspective, the results of this
section are very encouraging: the LN scheme well reproduces the structure of the solution, while yielding a
monotone approximation, and preserving exactly the lake-at-rest state in the unperturbed region. In particu-
lar, while this last property is a natural consequence of the residual approach used in this work, the well-bal-
anced schemes of [42,43] are based on ad hoc constructions allowing to achieve, in the WENO and
discontinuous Galerkin frameworks, the exact balance between flux divergence and source term.

For completeness, we report in Fig. 23 the total water height and the Froude number along the line y = 0.5,
in the unperturbed region x 2 [0.5,2]. The results are the ones obtained with the N and LN schemes at time
t = 0.12. The plots show the preservation of the exact solution up to machine accuracy obtained with the LP
nonlinear scheme, and the very small deviation of the N scheme.

4.2.4. Water height perturbation over 2D non-smooth bed

We also consider a variant of the previous problem involving a non-smooth variation of the bed height. In
particular, we set
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Fig. 21. Water height perturbation over smooth bed. Solution of the LN scheme at t = 0.12 (left) and t = 0.24 (right). Top: contour plot of
total water height (20 contours). Bottom: distribution of Htot at y = 0.5 (h0 = 0.9915).
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Fig. 22. Water height perturbation over smooth bed. Solution of the LN scheme at t = 0.36 (left) and t = 0.48 (right). Top: contour plot of
total water height (20 contours). Bottom: distribution of Htot at y = 0.5 (h0 = 0.9915).
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Bðx; yÞ ¼ 0:6e�wðx;yÞ
with
wðx; yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� 0:9Þ2 þ ðy � 0:5Þ2

q
if 0:3 6 y 6 0:7 and 0:9 6 x 6 1:1;

5ðx� 0:9Þ2 þ 50ðy � 0:5Þ2 otherwise:

8<:

In Fig. 24, we report a 3D view of bed shape B (properly scaled for plotting reasons). The computational set-
up and the initial state are identical to the ones used in the previous test. The solution is qualitatively very close
to the one obtained on the previous problem, until the perturbation reaches the discontinuity in B. We report
in Fig. 25 the solution obtained with the LN scheme at times t = 0.30 and t = 0.45. As before, the scaling of
the bed height used in the line plots is indicated in the pictures. The remarks made for the previous test apply
also to these results. The lake-at-rest solution is preserved exactly in the unperturbed region, despite of the
non-smoothness of the shape of the bottom, and of the irregular mesh. Similarly, the total water height behind
the perturbation gets back to a constant value very close to one. The numerical solution of the nonlinear
scheme is quite stable and monotone, even if the data of the problem are non-smooth, and the mesh quite
irregular. Very small oscillations are present at later times of the simulation only in correspondence of the sin-
gular corners of B(x,y), at (x,y) = (0.9,0.3), (x,y) = (1.1,0.3), (x,y) = (0.9,0.7) and (x,y) = (1.1,0.7). We be-
lieve that this is a consequence of the extremely low velocity and almost flat profile of Htot, that these
oscillations are not dissipated by the scheme. We expect this to be improved by the adaptation of the technique
described in [37]. As done for the previous problem, in Fig. 26 we compare the solution of the N scheme with
the one of LN scheme at time t = 0.15 in the unperturbed region, along the line y = 0.5: the LN scheme pre-
serves the lake-at-rest state up to machine accuracy while very small perturbations are introduced by the first-
order linear scheme.

4.2.5. Example of a truly 2D exact solution
We consider now the approximation of a particular member of the family of 2D exact solutions of Section

2.3. In particular, as described in Section 2.3.2, on the spatial domain [�1,1]2 we consider a solution in which
the velocity field is divergence-free, and obtained from the harmonic function
w ¼ xy
as
u ¼ ow
oy
¼ x; v ¼ � ow

ox
¼ �y:
The relative water height is taken as H = 1.5 + w, while the bed height is computed from
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Fig. 25. Water height perturbation over non-smooth bed. Solution of the LN scheme at t = 0.30 (left) and t = 0.45 (right). Top: contour
plot of total water height (20 contours). Bottom: distribution of Htot at y = 0.5 (h0 = 0.992).
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gð1:5þ wÞ þ gBðx; yÞ ¼ 30� x2 þ y2

2

with the gravity acceleration taken to be g = 10. Some elements of the exact solution are visualized in Fig. 27.
Note that the bottom and top boundaries are sub-critical inlets, while the left and right boundaries are sub-
critical outlets. For this choice of parameters, the Froude number never exceeds one. Starting from the exact
solution, we march toward steady-state using the nonlinear LN scheme (obtained by limiting (39)). The results
are obtained by adding to the basic scheme the stabilization term proposed in [37], described in Section 3.5.2.
The CFL parameter m in (44) is set to m = 0.1. We compute the solution on a series of 4 unstructured irregular
triangulations, similar to the ones used for the other problems. To have the same local irregularity of the grid
in every computation, the meshes are generated independently. The reference mesh sizes are computed as

~h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� j½�1; 1�2j=#E

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
8=#E

p
and are given by h0 = 0.040112472606, h1 = 0.020088585092, h2 =

0.01007317032, and h3 = 0.0050547294049. Note that, due to the lack of locally refined regions, these reference
lengths correspond almost exactly to the (uniform) mesh spacing along the boundaries, given by ~h0 ¼ 1=25,
~h1 ¼ 1=50, ~h2 ¼ 1=100, and ~h3 ¼ 1=200. Weak boundary conditions are used everywhere. In Fig. 28 we show
the iterative convergence obtained on each calculation, in terms of the (properly shifted) L1 norm of the water
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Fig. 27. Some description elements for the multidimensional steady solution.
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height residual. When compared to the iterative convergence plot of Fig. 5, this result confirms the beneficial
effect of the additional stabilization term of [37]. Next, we measure the rate of convergence toward the exact
solution. The results obtained for the water height H are summarized in Table 2 and in Fig. 29, and confirm
the second order of accuracy of the scheme.
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Table 2
2D exact solution

log(h) logðk�HkL1Þ logðk�HkL1 Þ logðk�HkL2 Þ
�1.39672 �3.50751 �3.54667 �3.52892
�1.69705 �4.35415 �4.35622 �4.35571
�1.99683 �4.92696 �4.92785 �4.92765
�2.29630 �5.44660 �5.44720 �5.44704

Grid convergence: relative water height H, limited N scheme.

Fig. 29. 2D solution: grid convergence of the LN scheme. Relative water height H.
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5. Conclusions

In this paper we have discussed the application of a family of conservative discretizations of the RD type to
the solution of the shallow-water equations. The accuracy of the schemes has been characterized. We have
given conditions to obtain schemes which are second order accurate in presence of source terms and, shown
that the RD framework allows easily to construct schemes respecting these conditions by construction. These
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schemes have also been proved to preserve exactly the lake at rest solution independently on the topology of
the mesh, on the complexity of the bed shape and on the order of interpolation of the unknowns, which is very
important for very high order extensions of the method which could be obtained following [25–27]. We also
suggested a way to extend this property to more general analytical solutions. We have shown one technique to
obtain nonlinear second order schemes with a strong L1-stable character which also preserve the lake at rest
solution. An extensive numerical validation has been discussed. Results on a wide number of steady and time-
dependent problems, involving the solutions of the shallow water equations on flat and non-flat bed, show the
great potential of the approach.

The main challenges which remain to be faced are the extension of the schemes to the computations of dry
areas, the inclusion of source terms containing stronger nonlinearities, such as the ones modeling bed friction,
and the extension of the accuracy to more than second order. All these issues have as a common denominator:
the improvement of the L2 stability properties of the nonlinear schemes obtained with the limiting procedure.
This will be initially achieved by adapting the technique proposed in [37]. Similar ideas can be coupled with
higher order interpolation elements (see [25,23,27] for an overview) to obtain very high order schemes respect-
ing an L1 stability criterion. These schemes are expected to be extremely competitive with state of the art dis-
continuous Galerkin discretizations.
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Appendix A. Truncation error and accuracy analysis for time dependent problems

In this appendix, we consider the solution of
ou

ot
þr �FðuÞ ¼ 0 on X� ½0; tf �;

uðx; y; t ¼ 0Þ ¼ u0ðx; yÞ:
ð46Þ
We will analyze the semi-discrete (discrete in time) equivalent of (46)
ou

ot
þr �FðuÞ ’

Xp

i¼0

ai

Dtnþ1�i
dunþ1�i þ

Xq

j¼0

hjr �Fnþ1�j ð47Þ
having denoted duk = uk � uk�1, with uk = u(x,y, tk), Fnþ1�j ¼Fðunþ1�jÞ, and with Dtk = tk � tk�1 the (var-
iable) time step.

Remark A.1. The ai and hj coefficients can either be associated either to a finite difference formula used to
approximate the time derivative, or to a high order time integration scheme, or, in the framework of a space-
time approximation, to Gauss integration is time given a polynomial variation in time for u and F (see, e.g.
[26,27]). The analysis of this appendix applies to all these cases.

The analysis can be done if the time step is not uniform, provided that the ratio between any consecutive
time steps is uniformly bounded from below and above. For consistency, the coefficients ai and hj in (47) verify
Xp

i¼0

ai ¼ 1;
Xq

j¼0

hj ¼ 1: ð48Þ
In the following, in order to simplify the text, we assume a uniform time step, Dt.
We assume that (47) is a kth order approximation in time of (46), with k P 1. In particular, if the argument

u in (47) has a smooth variation in time, then
Xp

i¼0

ai
dunþ1�i

Dt
þ
Xq

j¼0

hjr �Fnþ1�j ¼ ou

ot
þr �FðuÞ þ OðDtkÞ: ð49Þ
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For a given smooth u, let uh be a rth order accurate continuous piecewise smooth interpolant of the nodal
values fuigi2Th

, with r P 2:
uh ¼
X

E2Th

X
j2T

wjuj ð50Þ
with, wj(x,y) continuous over the whole domain. We denote by Fh ¼FhðuhÞ a rth order accurate continuous
piecewise smooth interpolant of the flux FðuÞ. Without loss of generality, we assume that
Xp

i¼0

ai
dunþ1�i

h

Dt
þ
Xq

j¼0

hjr �Fnþ1�j
h ¼ ouh

ot
þr �FhðuhÞ þ OðDtkÞ ð51Þ
at least within each element E.

Remark A.2. Given Th, the rth order interpolant uh can be built in several ways. One, used in [25–28], is given
by the use of r � 1th Lagrangian triangular elements. However, other possibilities exist to build such
continuous polynomials, e.g. based on the use of orthogonal polynomial and Gauss–Lobatto expansions. We
refer to [44–46] and to the review [47] for further details. In any case, when r P 3 the interpolant (50) involves
values of the solutions in nodes other than the vertices of the elements.

Finally, we note that if u is a smooth exact solution of (46), then
Xp

i¼0

ai
dunþ1�i

Dt
þ
Xq

j¼0

hjr �Fnþ1�j ¼ ou

ot
þr �FðuÞ þ OðDtkÞ ¼ OðDtkÞ; ð52Þ
where the last equality is true since u verifies (46) in a pointwise manner.
An example of a second order discretization of type (47) is the Crank–Nicholson scheme (see also Eqs. (18)

and (19))
unþ1 � un

Dt
þ 1

2
r �Fn þr �Fnþ1

 �

:

Other second order (as well as higher order) time integration methods such as the three points backwards
scheme, the Adams–Bashfort scheme, etc., also fit in this framework.

We set, with clear notations,
Uh ¼
Z tnþ1

tn

Z
E

Xp

i¼0

ai
dunþ1�i

h

Dt
þ
Xq

j¼0

hjr �Fnþ1�j
h

 !
dxdy dt :¼

Z tnþ1

tn

Z
E

Wnþ1ðuhÞdxdy dt: ð53Þ
Finally, we consider the RD schemes that write, at the time level tn+1,
X
E2Di

Ui ¼ 0; ð54Þ
where in all elements
X
j2E

Uj ¼ Uh: ð55Þ
We look for the truncation error of the scheme. In particular, the purpose of this appendix is to describe what
we intend by truncation error, and to precise conditions on the residuals Ui for which we have the best possible
error.

Analysis. We follow the error analysis of [23–25], extending it to the time dependent case. The result
obtained here improve the estimate initially given in [26]. Using the same technique, similar results have been

independently obtained in [48].
The idea is to derive an estimate of how well an RD scheme reproduces the weak formulation of the prob-

lem, in correspondence of a smooth solution. This is obtained by replacing the argument in the RD equations

with a continuous interpolant of a smooth exact solution. When doing this, the remainder gives us an estimate of
the accuracy of the method.
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Assumption A.3 (Mesh regularity). In the following, we consider triangulations Th that are shape regular, i.e.
there exists C, a finite constant independent of Th such that in all the elements of Th ratio of the inner
diameter to the outer one is uniformly bounded by a constant Cmesh.

Assumption A.4 (Time step scaling). We assume the existence of two positive constants C0 and C1, eventually
depending on the ai and hj coefficients in (47), and on the definition of the distribution scheme (54), such that
the time step verifies
C0 6
Dt
h
6 C1 ð56Þ
uniformly with respect to h.

Let now u 2 C1(X · [0, tf]) with u(Æ, t) having compact support on X. We set ut
i :¼ uðxi; yi; tÞ. We denote by

uh the (r-order accurate) continuous piecewise polynomial spatial approximation of u obtained as
ut
h ¼ uhðx; y; tÞ ¼

X
i2Th

ut
iwi ¼

X
i2Th

uiðxi; yi; tÞwi
with wi rth order continuous piecewise polynomial basis functions on Th. Note that, due to the regularity of u,
we have
ou
ot

���� ����
L1ðXÞ

6 C2; jutþDt
h � ut

hj 6 C2Dt ð57Þ
and
kukL1ðXÞ <1; jui � ujj 6 krukL1ðXÞh 6 C3h ð58Þ
for some positive constants C2 and C3, and
kuhkL1ðXÞ 6 kukL1ðXÞ; kruhkL1ðXÞ 6 C2 ð59Þ
with C4 depending on C3 and the constant Cmesh. All the constants are uniform over [0, tf].
The global error is computed by multiplying (54) by unþ1

i :¼ utnþ1

i , and by adding for each mesh point and
for each of the time levels between t = 0 to t = NDt = tf. We thus obtain the truncation error:
Eðuh; tf Þ :¼
XN

n¼0

X
i2Th

unþ1
i

X
E2Di

UiðuhÞ
 !

¼
XN

n¼0

X
E2Th

X
i2E

unþ1
i UiðuhÞ

 !
: ð60Þ
We recall that uh is not the solution obtained with the RD scheme but the continuous rth order piecewise poly-

nomial interpolant of u, smooth exact solution to (46). Hence Eðuh; tf Þ is in general non-zero, and its magnitude
is an indicator of the accuracy of the discretization.

Denoting by Uc
i the Galerkin residual
Uc
i ¼

Z tnþ1

tn

Z
E

Xp

i¼0

ai
dunþ1�i

h

Dt
þ
Xq

j¼0

hjr �Fnþ1�j
h

 !
wi dxdy dt;
we note that the identities
X
i2E

ðUi � Uc
i Þ ¼ 0;

X
i2E

ujðUi � Uc
i Þ ¼ 0
allows to write (see Eq. (53))
X
i2E

unþ1
i Ui ¼

Z tnþ1

tn

Z
E

unþ1
h Wnþ1ðuhÞdxdy þ 1

K

X
i2E

X
j2E

ðunþ1
i � unþ1

j ÞðUi � Uc
i Þ;
where unþ1
h ¼ utnþ1

h ¼ uhðx; y; tnþ1Þ, and K is the total number of nodes (i.e., degrees of freedom) of the element.
Thus (60) rewrites
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Eðuh; tf Þ ¼ Iþ IIþ III
with
I ¼
XN

n¼0

Z tnþ1

tn

Z
R2

unþ1
h

Xp

i¼0

ai
dunþ1�i

h

Dt

 !
dxdy dt;

II ¼
XN

n¼0

Z tnþ1

tn

Z
R2

unþ1
h

Xq

j¼0

hjr �Fnþ1�j
h

 !
dxdy dt;

III ¼ 1

K

XN

n¼0

X
E2Th

X
i2E

X
j2E

ðunþ1
i � unþ1

j ÞðUi � Uc
i Þ:
We rewrite I + II as
Iþ II ¼
XN

n¼0

Z tnþ1

tn

Z
R2

unþ1
h Wnþ1 dxdy dt

¼
XN

n¼0

Z tnþ1

tn

Z
R2

uhðx; y; tÞWnþ1 dxdy dt þ
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞWnþ1 dxdy dt:
Now note that, due to (51) we have for the rth order approximation in space uh:
Z tf

0

uh
ouh

ot
þr �Fh

� �
dt ¼

XN

n¼0

Z tnþ1

tn
uh

ouh

ot
þr �Fh

� �
dt

¼
XN

n¼0

Z tnþ1

tn
uhW

nþ1ðuhÞdt þ
XN

n¼0

Z tnþ1

tn
uhOðDtkÞdt:
Due to (58), the last term can be estimated to an order of
Oð#time stepsÞ � OðDtÞ � OðDtkÞ ¼ OðDt�1Þ � OðDtÞ � OðDtkÞ ¼ OðDtkÞ:
The compactness of u, hence of uh, finally allows to write
XN

n¼0

Z tnþ1

tn

Z
R2

uhW
nþ1ðuhÞdxdy dt ¼

Z tf

0

Z
R2

uhðx; y; tÞ
ouh

ot
þr �Fh

� �
dxdy dt þ OðDtkÞ: ð61Þ
And finally we have for the error (see Eq. (60))
Eðuh; tf Þ ¼
Z tf

0

Z
R2

uhðx; y; tÞ
ouh

ot
þr �Fh

� �
dxdy dt

þ
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞ

Xp

j¼0

ai
dunþ1�i

h

Dt

 !

þ
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞ

Xq

j¼0

hjr �Fnþ1�j
h

 !
dxdy dt

þ 1

K

XN

n¼0

X
E2Th

X
j2T

ðui � ujÞðUi � Uc
i Þ þ OðDtkÞ: ð62Þ
We look at each of the terms assuming that the exact solution u of (46) is smooth, so that (46) is satisfied in
a pointwise manner. Under this assumption:
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 First term
Z tf

0

Z
R2

uh
ouh

ot
þr �Fh

� �
dxdy dt

¼
Z tf

0

Z
R2

uh
oðuh � uÞ

ot
þr � ðFh �FÞ

� �
dxdy dt

¼ �
Z tf

0

Z
R2

ðuh � uÞ ouh

ot
þ ðFh �FÞ � ruh

� �
dxdy dt þ

Z
R2

ðu0
h � u0Þuh dxdy:
Since both uh and Fh are rth order accurate in space, uniformly in time, and due to the compactness and
regularity of u (see Eqs. (57)–(59)), both terms are of OðhrÞ.

 Second and third terms. We make use of (52) to rewrite these terms as
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞðWnþ1ðuhÞ �Wnþ1ðuÞÞdxdy dt

þ
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞOðDtkÞdxdy dt ¼ Aþ B: ð63Þ
Note now that, due to (57), within [tn, tn+1] the difference unþ1
h � uhðx; y; tÞ is OðDtÞ. Using the compactness

of uh, and recalling that the number of time steps N is of OðDt�1Þ, the last term finally gives an B ¼ OðDtkþ1Þ.
We now estimate A. We split Wn+1(uh) � Wn+1(u) in the two contributions due to the time variation of the
unknown, and the transport term. The first part gives:
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhÞ

Xp

i¼0

ai
dðuh � uÞnþ1�i

Dt

 !
dxdy dt:
As already remarked, [tn, tn+1], the difference unþ1
h � uhðx; y; tÞ is OðDtÞ, hence ðunþ1

h � uhðx; y; tÞÞ=Dt ¼ Oð1Þ.
Since N ¼ OðDt�1Þ, and due to the compactness and boundedness of u, the whole integral is
Oðuh � uÞ ¼ OðhrÞ, since the spatial approximation is rth order accurate.
We now consider the term
XN

n¼0

Z tnþ1

tn

Z
R2

ðunþ1
h � uhðx; y; tÞÞ

Xq

j¼0

hjr � ðFh �FÞnþ1�j

 !
dxdy dt

¼ �
XN

n¼0

Z tnþ1

tn

Z
R2

Xq

j¼0

hjðFh �FÞnþ1�j � rðunþ1
h � uhÞdxdy dt
having integrated by parts, and having used the compactness of u. The last term can be easily estimated by
using again the compactness and regularity of u (see Eqs. (57)–(59)), and using the fact that Fh is a rth
order accurate approximation of F, leading to:
�
XN

n¼0

Z tnþ1

tn

Z
R2

Xq

j¼0

hjðFh �FÞnþ1�j � rðunþ1
h � uhÞdxdy dt

¼ OðDt�1Þ � OðDtÞ � OðhrÞ � OðDtÞ ¼ OðDthrÞ:
So we finally get for the second and third terms in (62)
Aþ B ¼ OðhrÞ þ OðDthrÞ þ OðDtkþ1Þ ¼ OðhrÞ þ DtðOðhrÞ þ OðDtkÞÞ:


 Last term. So far, we have obtained
Eðuh; tf Þ ¼ OðDtkÞ þ OðhrÞ þ DtðOðhrÞ þ OðDtkÞÞ þ 1

K

XN

n¼0

X
E2Th

X
i2E

X
j2E

ðunþ1
i � unþ1

j ÞðUi � Uc
i Þ:
Using (56), and isolating terms related to the accuracy of the temporal and spatial approximations (k and r,
respectively), we rewrite the last estimate as
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Eðuh; tf Þ ¼ OðhkÞ þ OðhrÞ þ 1

K

XN

n¼0

X
E2Th

X
i2E

X
j2E

ðunþ1
i � unþ1

j ÞðUi � Uc
i Þ: ð64Þ
We finally analyze the last term, trying to deduce conditions for the scheme to be rth order accurate.
First of all, note that, since N ¼ OðDt�1Þ ¼ Oðh�1Þ, due to the second in (58), and since the total number of
nodes in a bounded domain is of Oðh�2Þ, we can immediately say that
1

K

XN

n¼0

X
E2Th

X
i2E

X
j2E

ðunþ1
i � unþ1

j ÞðUi � Uc
i Þ ¼ Oðh�2ÞOðUi � Uc

i Þ: ð65Þ
We start by analyzing Uc
i . Using (52) we easily get:
Uc
i ¼

Z tnþ1

tn

Z
E

wi Wnþ1ðuhÞ �Wnþ1ðuÞ

 �

dxdy dt þ
Z tnþ1

tn

Z
E
OðDtkÞdxdy dt

¼
Z tnþ1

tn

Z
E

wi Wnþ1ðuhÞ �Wnþ1ðuÞ

 �

dxdy dt þ Oðhkþ3Þ ð66Þ
having used (56), and the fact that the area of element E is jEj ¼ Oðh2Þ.Next we evaluate the first integral. We
immediately observe that
Z tnþ1

tn

Z
E

wi

Xp

i¼0

ai
dðuh � uÞnþ1�i

Dt
dxdy dt ¼ Oðhrþ2Þ
having used (56), the fact that wi is uniformly bounded, that jEj ¼ Oðh2Þ, and that uh is a rth order accurate
approximation. Concerning the remaining term, we first rewrite it as
Z tnþ1

tn

Z
E

wi

Xq

j¼0

hjr � ðFh �FÞnþ1�j dxdy dt

¼ Dt
I

oE
wi

Xq

j¼0

hjðFh �FÞnþ1�j � n̂dl� Dt
Z

E

Xq

j¼0

hjðFh �FÞnþ1�j � rwi dxdy:
For the first part, considering that wi is uniformly bounded, that joEj ¼ OðhÞ, and that Fh is rth order accu-
rate, we get:
Dt
I

oE
wi

Xq

j¼0

hjðFh �FÞnþ1�j � n̂dl ¼ Oðhrþ2Þ:
Similarly, since Fh is rth order accurate, since rwi ¼ Oðh�1Þ, while jEj ¼ Oðh2Þ, we have
�Dt
Z

E

Xq

j¼0

hjðFh �FÞnþ1�j � rwi dxdy ¼ Oðhrþ2Þ:
Using (66), we conclude that Uc
i ¼ Oðhrþ2Þ þ Oðhkþ3Þ. Plugging this information into (64), and using (65), we

get for the error
Eðuh; tf Þ ¼ OðhkÞ þ OðhrÞ þ Oðh�2ÞOðUiÞ þ Oðh�2ÞOðhrþ2Þ þ Oðh�2ÞOðhkþ3Þ
¼ OðhkÞ þ OðhrÞ þ Oðh�2ÞOðUiÞ: ð67Þ
Last expression gives the two conditions for the method to be rth order accurate. These conditions are sum-
marized in the following proposition.

Proposition A.5 (Truncation error and rth-order accuracy). Given any smooth function u 2 C1(X · [0, tf]),

satisfying the regularity assumptions (57)–(59), and with u(Æ, t) with compact support on X. Given a triangulation

satisfying the regularity assumption A.1. Given time step and mesh size uniformly of the same order as in

assumption A.2. Given uh, the continuous rth order accurate piecewise polynomial interpolant of a smooth exact
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solution to (46), and Fh, a continuous rth order accurate piecewise polynomial approximation of FðuÞ. The RD
scheme (53)–(55) verifies the truncation error estimate
Eðuh; tf Þ :¼
XN

n¼0

X
i2Th

ui

X
E2Di

UiðuhÞ ¼ OðhrÞ ð68Þ
provided that the following conditions are met

1. the time integration scheme (47) is at least rth order accurate, i.e., k P r;
2. Ui ¼ Oðhrþ2Þ.

Remark A.6. The weak form of the problem (46) is, for any u, C1 function with compact support on R2,
�
Z tf

0

Z
R2

u
ou
ot
þF � ru

� �
dxdy dt þ

Z
R2

u0ðxÞuðx; y; 0Þdxdy ¼ 0:
We have shown that under the assumptions of Proposition A.5, the truncation error is
Eðuh; tf Þ ¼ �
Z tf

0

Z
R2

uh
ouh

ot
þFh � ruh

� �
dxdy dt þ

Z
R2

u0
hðxÞuhðx; y; 0Þdxdy ð69Þ
up to terms of order OðhrÞ. As similar analysis was done, e.g. in [49,50], following [51]. In particular, following
[51], we say that the scheme is rth order accurate if
kEðuh; tf Þk 6 Cðu; hÞhr ou
ot

���� ����
1
þ kruk1

� �
:

Here, this can be achieved if the conditions k P r and Ui ¼ Oðhrþ2Þ are met.

The LP property. If the condition k P r is met, if uh is the rth order interpolant of a smooth exact solution
u, and given Fh, the rth order approximation of FðuÞ, a simple estimate of Uh(uh) gives
Uh ¼
Z tnþ1

tn

Z
E

Wnþ1ðuhÞdxdy dt ¼
Z tnþ1

tn

Z
E

Wnþ1ðuhÞ �Wnþ1ðuÞ

 �

dxdy dt þ
Z tnþ1

tn

Z
E
OðDtkÞdxdy dt

¼
Z tnþ1

tn

Z
E

Xp

i¼0

ai
dðuh � uÞnþ1�i

Dt
dxdy dt þ

Z tnþ1

tn

Z
E

Xq

j¼0

hjr � ðFh �FÞnþ1�j dxdy dt þ Oðhkþ3Þ

¼ Oðhrþ2Þ þ
Z tnþ1

tn

I
oE

Xq

j¼0

hjðFh �FÞnþ1�j � n̂dldt ¼ Oðhrþ2Þ þ Oðhrþ2Þ ¼ Oðhrþ2Þ:
Having used (52) to obtain the second line; (56) and the fact that jEj ¼ Oðh2Þ to obtain the third; the facts that
uh is a rth order approximation, that jEj ¼ Oðh2Þ, assumption (56), Green–Gauss theorem, and the hypothesis
that k P r to obtain the fourth; the rth order of accuracy of Fh, and the fact that joEj ¼ OðhÞ to get to the
final result. As a consequence of this estimate we can give the following characterization.

Definition A.7 (Linearity preserving schemes). A RD scheme for which Ui = biU
h, with bi uniformly bounded,

that is
max
E2Th

max
j2E
kbjk < C <1 8Uh; uh; u

0
h; h;Dt; . . .
is said to be Linearity Preserving ðLPÞ. For a rth order variable and flux approximation, Linearity preserving
residual distribution schemes verify by construction the truncation error estimate
Eðuh; tf Þ ¼ OðhrÞ:
Remark A.8 (Second order space-time schemes). The analysis of this appendix extends trivially to the space-
time schemes used in this paper. It suffices to use the Crank–Nicholson scheme in (47). In particular, the con-
dition for second order of accuracy becomes in this case
Ui ¼ Oðh4Þ:
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Remark A.9 (Why Ui ¼ Oðhrþ2Þ is not sufficient). We end this appendix by recalling the argument of Remark
3.2. The condition Ui ¼ Oðhrþ2Þ only guarantees that the truncation error of the scheme is OðhrÞ (provided that
k P r is also verified). However, in no way it guarantees that the scheme actually does converge with the
proper rate. Some additional stability properties must be enjoyed by the scheme in order to achieve this.
As a counter-example, we mention that the Galerkin scheme does verify Proposition A.5, however the error
blows up under mesh refinement due to the unstable character of the scheme.
Appendix B. Truncation error and accuracy analysis for non-homogeneous problems

In this appendix we analyze the accuracy of the RD approximation in presence of source terms, that is we
consider the steady problem
r �FðwÞ �Sðw; x; yÞ ¼ 0: ð70Þ
The analysis extends to the inhomogeneous case the one of [23–25], and to systems the one of [28]. As in the
previous appendix, the idea is to derive an estimate of how well an RD scheme reproduces the weak formu-
lation of the problem, in correspondence of a smooth solution.

In the following, we consider grids verifying the regularity assumption A.1. We also consider a smooth
function u 2 C1

0ðXÞ verifying (58) and (59).
Let w be a smooth exact solution, verifying (70) in a pointwise manner. Let wh be its rth order accurate

continuous piecewise polynomial approximation on Th (see Remark A.2 concerning the choice of wh):
wh ¼
X
i2Th

wiwi ¼
X
i2Th

wiwðxi; yiÞ
with wi rth order continuous piecewise polynomial basis functions on Th. We consider now scheme (13) at
steady-state
X

E2Di

/i ¼ 0 8i 2Th ð71Þ
and analyze the error
EðwhÞ :¼
X
i2Th

ui

X
E2Di

/i

 !
ð72Þ
when the argument of the residuals /i is replaced by wh. Once more we underline that wh is not the numerical
solution given by (71), but the rth order continuous piecewise polynomial approximation of a smooth exact
solution w. Hence, in general EðwhÞ 6¼ 0. The magnitude of this error gives an estimate on the accuracy of the
schemes.

By inverting the two summations in (72) we have
EðwhÞ ¼
X

E2Th

X
i2E

ui/iðwhÞ
 !

: ð73Þ
We write the term between brackets as
X
i2E

ui/iðwhÞ ¼
X
i2E

ui/
c
i ðwhÞ þ

X
i2E

ui /iðwhÞ � /c
i ðwhÞ


 �
¼
Z

E
uh r �FhðwhÞ �Shðwh; x; yÞð Þdxdy þ

X
i2E

ui /iðwhÞ � /c
i ðwhÞ


 �

with /c

i ðwhÞ the Galerkin fluctuation
/c
i ðwhÞ ¼

Z
E

wiðr �FhðwhÞ �Shðwh; x; yÞÞdxdy ð74Þ



M. Ricchiuto et al. / Journal of Computational Physics 222 (2007) 287–331 327
and with FhðwhÞ and Shðwh; x; yÞ continuous rth order accurate numerical approximations of the flux and of
the source term on Th.

Thus, Eq. (73) becomes
EðwhÞ ¼
Z

X
uh r �FhðwhÞ �Shðwh; x; yÞð Þdxdy þ

X
E2Th

X
i2E

ui /iðwhÞ � /c
i ðwhÞ


 �
¼ Iþ II:
Since by hypothesis w verifies (70) in a pointwise manner, we can estimate I by
Z
X

uhðr �FhðwhÞ �Shðwh; x; yÞÞdxdy

¼
Z

X
uhðr � ½FhðwhÞ �FðwÞ� � ½Shðwh; x; yÞ �Sðw; x; yÞ�Þdxdy:
The next step is to use Green formula on each element and to sum up. Using the continuity of FhðwhÞ across
element edges, we get
Z

X
uh r � ðFhðwhÞ �FðwÞÞdxdy ¼ �

Z
X
ruhðFhðwhÞ �FðwÞÞdxdy ¼ OðhrÞ;
FhðwhÞ being an rth order accurate approximation of FðwÞ, and thanks to (58). Since Sh is also an rth order
accurate approximation of S, (58) ensures that
Z

X
uhðShðwh; x; yÞ �Sðw; x; yÞÞdxdy ¼ OðhrÞ: ð75Þ
Hence we see that on a smooth solution, given rth order accurate flux and source term approximations, we
have I ¼ OðhrÞ.

Then we estimate II. We start by estimating /c
i ðwhÞ:
/c
i ðwhÞ ¼

Z
E

wir � ½FhðwhÞ �FðwÞ�dxdy �
Z

E
wiðShðwh; x; yÞ �Sðw; x; yÞÞdxdy

¼
I

oE
wiðFhðwhÞ �FðwÞÞ � n̂dl�

Z
E
ðFhðwhÞ �FðwÞÞ � rwi dxdy

þ
Z

E
wjðShðwh; x; yÞ �Sðw; x; yÞÞdxdy

¼ Oðhrþ1Þ þ Oðhrþ1Þ þ Oðhrþ2Þ ¼ Oðhrþ1Þ ð76Þ
having used the boundedness of wi, the fact that Fh and Sh are rth order accurate, the fact that
rwi ¼ Oðh�1Þ, and that joEj ¼ OðhÞ and jEj ¼ Oðh2Þ. The next remark is that, since
X

i2E

/i ¼
Z

E
r �FhðwhÞ �Shðwh; x; yÞð Þdxdy ¼

X
i2E

/c
i ;
we have
X
j2E

/jðwhÞ � /c
jðwhÞ


 �
¼ 0:
We can thus rewrite II as
II ¼
X

E2Th

X
i2E

uið/i � /c
i Þ ¼

1

K

X
E2Th

X
i2E

X
j2E

ðui � ujÞð/i � /c
i Þ:
being K the total number of nodes (i.e. degrees of freedom) of the element. Using the estimate on I, we see that,
to preserve the accuracy of the approximation of the flux and of the source term, we must make sure that
II ¼ OðhrÞ. Last expression shows that
II ¼ Oð#EÞ � Oðui � ujÞ � Oð/i � /c
i Þ
using (59), and since #E ¼ Oðh�2Þ for a shape regular mesh in two dimensions, we get
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II ¼ Oðh�1Þ � Oð/i � /c
i Þ;
so that, to satisfy II ¼ OðhrÞ, we must have /i � /c
i ¼ Oðhrþ1Þ. Finally, estimate (76) leads to the following nec-

essary condition for second order of accuracy.

Proposition B.1 (Truncation error and rth-order accuracy). Given a smooth function u 2 C1
0ðXÞ, satisfying the

regularity assumptions (58) and (59). Given a triangulation satisfying the regularity assumption A.1. Given wh, the

rth order accurate continuous piecewise polynomial approximation of w, a smooth exact solution to (70), and

denoting by Fh and Sh continuous rth order accurate approximations to the exact flux and source term FðwÞ,
and Sðw; x; yÞ on Th. A RD scheme verifies the truncation error estimate
EðwhÞ :¼
X
i2Th

ui

X
E2Di

/iðwhÞ ¼ OðhrÞ ð77Þ
provided that the condition
/i ¼ Oðhrþ1Þ

is met.

Remark B.2. The weak form of the problem (70) is, for any u, C1
0 function with compact support on R2,
�
Z

R2

FðwÞ � rudxdy þ
Z

R2

uSðw; x; yÞdxdy ¼ 0:
What we have shown is that under the assumptions of Proposition B.1, the truncation error is
EðwhÞ ¼ �
Z

R2

FhðwhÞ � ruh dxdy þ
Z

R2

uhShðw; x; yÞdxdy ð78Þ
up to terms of order OðhrÞ. As in Appendix A, we recall the analysis of [49–51]. In particular, following [51], we
say that the scheme is rth order accurate if
kEðwhÞk 6 Cðu; hÞhr kuk1 þ kruk1

 �

:

Here, this can be achieved provided that the condition /i ¼ Oðhrþ1Þ is met (however, see Remarks 3.2 and
A.9).

The LP property. Given continuous and rth order accurate flux and source terms approximations, Fh and
Sh, for a smooth exact solution one has
/hðwhÞ ¼
I

oE
ðFh �FÞ � n̂dl�

Z
E
ðSh �SÞdxdy ¼ Oðhrþ1Þ þ Oðhrþ2Þ ¼ Oðhrþ1Þ:
As a consequence, we can give the following characterization.

Definition B.3 (Linearity Preserving scheme). A RD scheme is linearity preserving ðLPÞ if its distribution
coefficients are uniformly bounded with respect to the solution and the data of the problem:
max
E2Th

max
j2E
kbjk < C <1 8/h; uh; u

0
h; h . . .
LP schemes satisfy by construction the error Eq. (77).

Remark B.4 (Choice of Fh and Sh). The condition /i ¼ Oðhrþ1Þ, only requires Fh to be rth order accurate
and continuous, hence the use of the piecewise polynomial approximation
Fh ¼
X
i2Th

Fiwi
is sufficient, even though the choice Fh ¼FðwhÞ is also possible. Conversely, since jEj ¼ Oðh2Þ, it might ap-
pear that a piecewise polynomial approximation of the source of degree r � 2 (hence r � 1th order accurate) is
sufficient to guarantee /h ¼ Oðhrþ1Þ. This is not true, since the analysis (in particular Eq. (75)) is only valid for
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a rth order approximation Sh. For example, for r = 2, an element-wise constant value of the source term can
be used only if consistent with a second-order approximation in smooth regions. For example, one can use
ShjE ¼S ¼ 1

3

X
j2E

Sj or ShjE ¼S ¼Sð�w;�x; �yÞ
with �x and �y the coordinates of the gravity center of E, and �w ¼ whð�x; �yÞ.

Remark B.5 (Extension to the time dependent case). The extension of the analysis to the time dependent case
ou

ot
þr �FðuÞ �Sðu; x; yÞ ¼ 0 on X� ½0; tf �;

uðx; y; t ¼ 0Þ ¼ u0ðx; yÞ
is easily obtained, with minor modifications, from the analysis of Appendix A. In particular, it suffices to re-
place the temporal approximation (47) by (with obvious notation)
ou

ot
þr �FðuÞ �Sðu; x; yÞ ’

Xp

i¼0

ai

Dtnþ1�i
dunþ1�i þ

Xq

j¼0

hjðr �Fnþ1�j �Snþ1�jÞ:
The definition of the element residual (second in (53)) remains unchanged but now
WðuhÞnþ1 ¼
Xp

i¼0

ai

Dtnþ1�i
dunþ1�i

h þ
Xq

j¼0

hjðr �Fnþ1�j
h �Snþ1�j

h Þ
with uh, Fh, and Sh continuous and rth order accurate piecewise polynomial approximations on Th of u,
FðuÞ, and Sðu; x; yÞ, being u a smooth exact solution of the problem. The analysis remains unchanged, using
the Galerkin residual given by
Uc
i ¼

Z tnþ1

tn

Z
E

WðuhÞnþ1wi dxdy dt:
The main difference is that, due to the new definition of W(uh)n+1, the first terms in Eq. (62) becomes now
Z tf

0

Z
R2

uh
ouh

ot
þr �Fh �Sh

� �
dxdy dt

¼
Z tf

0

Z
R2

uh
oðuh � uÞ

ot
þr � ðFh �FÞ � ðSh �SÞ

� �
dxdy dt

¼ �
Z tf

0

Z
R2

ðuh � uÞ ouh

ot
þ ðFh �FÞ � ruh þ ðSh �SÞuh

� �
dxdy dt þ

Z
R2

ðu0
h � u0Þuh dxdy

¼ OðhrÞ ð79Þ
due to the regularity of u, and to the fact that uh, Fh, and Sh are rth order accurate. Eq. (62) also contains the
additional term
�
XN

n¼0

Z tnþ1

tn

Z
R2

unþ1
h � uhðx; y; tÞ


 � Xq

j¼0

hjS
nþ1�j
h

 !
dxdy dt:
However, the use of (63) shows that this term leads to an extra error
�
XN

n¼0

Z tnþ1

tn

Z
R2

unþ1
h � uhðx; y; tÞ


 � Xq

j¼0

hjðSh �SÞnþ1�j

 !
dxdy dt ¼ Oðhrþ3Þ;
since unþ1
h � uhðx; y; tÞ ¼ OðDtÞ ¼ OðhÞ in [tn, tn+1], and since Sh is rth order accurate. This term is hence neg-

ligible with respect to the remaining ones.
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The rest of the analysis is identical. One easily shows Uc
i ¼ Oðhrþ2Þ þ Oðhkþ3Þ, and ultimately the

preliminary error estimate is given precisely (67), which leads to the same conditions for the an RD scheme to
be rth order accurate, as in Proposition A.5.

In particular, if the time integration scheme is kth order accurate with k P r, and if Ui ¼ Oðhrþ2Þ one has
Eðuh; tf Þ :
XN

n¼0

X
i2Th

ui

X
E2Di

UiðuhÞ ¼ OðhrÞ:
Moreover, the error can be rewritten as
Eðuh; tf Þ ¼ �
Z tf

0

Z
R2

uh
ouh

ot
þFh � ruh þShuh

� �
dxdy dt þ

Z
R2

u0
hðxÞuhðx; y; 0Þdxdy þ OðhrÞ
and bounded as
kEðuh; tf Þk 6 Cðu; hÞhr kuk1 þ k
ou
ot
k1 þ kruk1

� �
:

As in the other cases, one easily shows that, provided that k P r, for a rth order approximation in space
Uh ¼ Oðhrþ2Þ. As a consequence, linearity preserving schemes still respect this error estimate by construction.
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