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Abstract

A new double flux model is associated with the recent MUSCL-AUSMþ-triad approach. This coupling

allows to do rapid, accurate and stable numerical computations. 1-D and 2-D inert and reactive flows are
presented.

� 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The simulation of unsteady flows where very stiff phenomena occur, requires that the algo-
rithms have some qualities. Particularly, when several reactive species are present in the flow, the
strong gradients appearing across the flame have to be captured properly. It is necessary to use a
method that is able to follow the physical and chemical events with good accuracy and stability if
the wavelike oscillatory behavior have to be taken into account. This accuracy is also linked with
the mesh refinement and consequently with the number of grid points, therefore the approach has
to be easily vectorizable, parallelizable and to have a number of elementary operations as small as
possible in order to have reasonable computational costs. At the end, if shock waves exist in the
flow or may be formed, it is judicious to apply a �shock capturing scheme�. In order to satisfy all
these constraints, the approach presented in [1,2] has been retained. It uses a triad of limiters that
minimizes the numerical error terms while keeping the stability and robustness of the well-known
TVD-MUSCL schemes.
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When several species diffuse through an interface where the pressure and velocity are constant,
the resolution of the hyperbolic part of the Navier–Stokes equations in conservative form de-
velops pressure oscillations at the interface [3]. Some models have been proposed to simulate
multi-component flows but either they present others inconveniences as the appearance of os-
cillations on others quantities [3–5], either they are written for specific cases as the tracking of
material fronts without mixing [6,7], or for studies of species mixing with constant CPi [8]. The
cancellation of pressure oscillations is possible only if the primitive algorithm is not strictly
conservative [9,10].

Recently, a simple model called �double flux model� preserving the pressure and the velocity
across the contact discontinuities has been presented [11]. We show that this model can be ex-
tended to the reactive flows composed with species whose CPi depend on the temperature. This
model is coupled with the recent AUSMþ-MUSCL-triad approach [1,2]. Its implementation is
easy and the computational cost is cheap. We have focused our attention on the hyperbolic terms
of the Navier–Stokes equations. The diffusion terms, when they are called, are solved with clas-
sical second-order centered schemes. This �double flux model� is applied to 1-D and 2-D H2–O2

and H2–O2–N2 front flames with the Rogers–Chinitz combustion model [12]. Firstly, by com-
parison with DNS results obtained from a code developed by D. Th�eevenin et al. [13], we show that
the used numerical approach has a negligible numerical diffusion and captures correctly the
convection of a front between two different gases. After that, we apply this model to a 1-D and a
circular H2–O2 reactive front. The pressure and velocity are effectively preserved. At the end, the
interaction vortices-front flames is studied. The vortex pair is created by the interaction between a
spot of temperature and a shock. The set up of the turbulence field comes from the oscillation of
the shock and the development of a pressure field after this interaction emphasized by the periodic
conditions in the transverse direction. Two front flames are located just behind the shock. The
distortion of the flames, first by the vortices and after that by the turbulent field, is studied.

2. Equations, models and numerical algorithms

2.1. Equations

The basic equations studied in this paper come from the hyperbolic part of the compressible
Navier–Stokes equations applied on a reactive multi-component mixture. The 1-D conservative
form is written:

Vt þ fx ¼ S with

V ¼
qYi

qu

qE

264
375; f ¼

quYi

qu2 þ p

quH

264
375; S ¼

W
�

i

0

0

264
375

V ðx; 0Þ ¼ V 0ðxÞ; �1 < x < þ1; tP 0:

ð1Þ

q, Yi, u, p, T , E and H represent the density, the mass fraction of species i, the velocity, the static
pressure, the temperature, the total energy and the total enthalpy. To close this system, the
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equation of state, the total energy, the specific heat at constant pressure and the relation for the
sum of the species mass fractions are given by:

p ¼ qRT
XN
i¼1

Yi

Mi
;

E ¼
XN
i¼1

hi0Yi

�
þ
Z T

T0

YiCPiðsÞds


� p

q
þ u2

2
;

CP ¼
XN
i¼1

YiCPi;
XN
i¼1

Yi ¼ 1; CPi ¼ CPiðT Þ;

ð2Þ

where hi0 and T0 are the heat and temperature formations for species i, Mi and CPi the molecular
weight and specific heat at constant pressure of species i and R the universal gas constant. W

�
i

represent the chemical reaction rates.
Each CPi is determined by a continuous piecewise linear function in temperature based on

JANNAF tables:

CPi ¼ ak
i T þ bk

i

with ak
i and bk

i constants on the interval of temperature Ik ¼ ½ðk � 1ÞT D; kT D	, k ¼ 1; 2; 3; . . . and
T D ¼ 100 K. When T 2 Im, enthalpy hi is expressed

hi ¼ hi0 þ
Xm
k¼1

Z Tk

Tk�1

ðak
i sþ bk

i Þdsþ
Z T

Tm

ðam
i sþ bm

i Þds ¼ hm0

i0 þ
Z T

Tm

ðam
i sþ bm

i Þds:

In the last interval Im, the linear evolution of CPi is replaced by a constant evolution CPi ¼ bm
i . So

as to keep the correct value of hi, the expression of bm
i is

bm
i ¼ am

i

2
ðT þ TmÞ þ bm

i :

Writing hm
i0 ¼ hm0

i0 � bm
i Tm and hm

0 ¼
PN

i¼1 h
m
i0Yi, E is expressed

E ¼ hm
0 þ

XN
i¼1

bm
i YiT � p

q
þ u2

2
¼ hm

0 þ CPT � p
q
þ u2

2
¼ hm

0 þ p
qðc � 1Þ þ

u2

2
: ð3Þ

We know Eq. (1) are ill-adapted to solve the material fronts separating two fluids having
different values of the ratio of the specific heat c (see [3,9,10]). The �double flux model� allows to
cure this weakness. We extend this model to flows when c depends on the species but on the
temperature too.

2.2. Double flux model

When u (u 6¼ 0) and p are constant at time n, the continuity and momentum equations give

dq ¼ �ruDq;

dðquÞ ¼ �ru2Dq;
ð4Þ

where r ¼ dt=Dx, Dð
Þ ¼ ð
Þnjþ1=2 � ð
Þnj�1=2 and dð
Þ ¼ ð
Þnþ1
j � ð
Þnj .
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And therefore

unþ1 ¼ un:

The velocity is conserved.
The energy equation is reduced, from relations (3) and (4), to

dðqhm
0 Þ þ pd

1

c � 1

� 

þ 1

c � 1
dp ¼ �ru Dðqhm

0 Þ
�

þ pD
c

c � 1

� 


:

The pressure is conserved ðdp ¼ 0Þ if c and qhm
0 are frozen on the domain ½j� 1=2; jþ 1=2	 �

½n; nþ 1	. The principle of the �double flux model� is based on this result and includes two steps.
The first step uses the previous result to keep a uniform pressure across the interface and the
second step modifies the thermodynamical values, that have been frozen during the first step, in
order to obtain the correct value of the total energy. This model can be applied to the finite
thickness interfaces as the diffusion zones where c varies not only with the species concentration
but with the temperature variations too.

The construction proposed, taken from [10], holds for all numerical schemes that satisfy

if un
j and pn

j are uniform; then unþ1
j ¼ un

j :

Flux splitting schemes, such as van Leer or AUSM do not. AUSMþ fulfills this constraint thanks
to the concept of the common speed of sound [15,16].

2.2.1. First step

In the MUSCL approach, the interface flux is classically expressed

Fjþ1
2
¼ F UL

jþ1
2
;UR

jþ1
2

� �
with U ¼ ½Yi; u; p; T 	.

With the proposed model, two interface fluxes are computed. The first F L
jþ1

2

¼
F UL

jþ1
2

;UR
jþ1

2

;W L
jþ1

2

� �
assumes that fluids in both cells j and jþ 1 (i.e. on both sides of the interface)

are W L fluids. The second F R
jþ1

2

¼ F UL
jþ1

2

;UR
jþ1

2

;W R
jþ1

2

� �
assumes that fluids in both cells j and jþ 1

are W R fluids with W ¼ ½c;qhm
0 	. For uniform velocity and pressure, this model affects only the

total energy balance, through the internal energy contribution. Mass and momentum are perfectly
conserved (essentially conserved if u and p are continuous) (see [11]).

This definition of two fluxes at each interface is equivalent to freeze c and qhm
0 on each domain

½j� 1=2; jþ 1=2	 � ½n; nþ 1	 (for a one time step scheme, we freeze them only on the interval

½j� 1=2; jþ 1=2	) and to get W L
jþ1=2 ¼ W R

j�1=2 ¼ W n
j . The conserved quantities are computed as:

ðqYiÞnþ1

ðquÞnþ1

qnþ1E�

24 35
j

¼ V n
j � dt

Dx
F LðUL

jþ1=2;U
R
jþ1=2;WjÞ

h
� F RðUL

j�1=2;U
R
j�1=2;WjÞ

in
:

The thermodynamical quantities are updated in the following step.
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2.2.2. Second step

From (3), we compute, at mesh point j (subscript df means double flux)

pnþ1
df ¼ ðcnj � 1Þ qnþ1E�

h
� ðqhm

0 Þ
n � 1

2
ðqu2Þnþ1

i
j
;

T nþ1 ¼ pnþ1
df

R
PN

i¼1

ðqYiÞnþ1
j

Mi

;

Cnþ1
Pi ¼ CPiðT nþ1Þ; cnþ1

df ¼ cðY nþ1
i ;Cnþ1

Pi Þ;
Inþ1
m ¼ ImðT nþ1Þ; ðhm

i0Þ
nþ1 ¼ hm

i0ðT nþ1; T nþ1
m Þ;

to update

ðqEÞnþ1 ¼ pnþ1
df

cnþ1
df � 1

þ ðqhm
0 Þ

nþ1 þ ðqu2Þnþ1

2
:

It is essential to follow the order of these steps and sub-steps, otherwise any improvement
disappears.

2.2.3. Remark

This set of two steps amounts to split time variation of the internal energy de ¼ enþ1 � en up
two parts:

de ¼ d
p

ðc � 1Þq

� 

¼ 1

c � 1

� 
n

d
p
q

� 

þ p

q

� 
nþ1

d
1

c � 1

� 

¼ ðe� � enÞ þ ðenþ1 � e�Þ;

where e� ¼ E� � ðu2Þnþ1

2
. First, the time variation of e is computed with a time frozen c. That is

equivalent to do a spatial freezing of c on the interval ½j� 1=2; jþ 1=2	 during the first step since c
satisfies [3,11]

d
1

c � 1

� 

¼ �ruD

c
c � 1

� 

:

Then, at the second step, p
q is frozen at the time ðnþ 1Þdt and we compute the time variation of 1

c�1
.

2.3. Conservation loss

The conservation loss of the total energy has been quantify from two simulations when c varies
(1:2956 c6 1:38). The first simulation represents the convection of a square wave of H2 in O2.
Both interfaces are spread on about ten per cent of the grid mesh. The second case is a sequence of
H2 pockets separated by the air. The variations of c concern about 66% of the grid mesh. The
error at time n

ErrðnÞ ¼
PJ max

j¼1 ½W 0 � W n	PJ max
j¼1 W n

�����
�����;
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is plotted for W ¼ ½q; qu;qE	T. For the lonely wave, the error on the total energy reaches 10�3

from n ¼ 20; 000dt (Fig. 1). For the sequence of waves, the error is higher and reaches 10�2 at n ¼
60; 000dt (Fig. 2). In both simulations, the errors on the density and the momentum remain

Fig. 1. Conservation loss, variation of c on 10% of the domain.

Fig. 2. Left: temperature evolution, right: conservation loss (variation of c on 66% of the domain).
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negligible. We may consider this loss is admissible for a large set of applications even when c
varies on a large region of the computational domain.

2.4. Multi-time step algorithms

The double flux model may be used with the multi-time step algorithms. The basic idea of the
�double flux model� is the freezing of W n

j on the space ½j� 1=2; jþ 1=2	 � ½n; nþ 1	 during the time
integration ½n; nþ 1	 and its updating only at the end of all the time steps included in ½n; nþ 1	. We
describe the procedure with a second-order Runge–Kutta algorithm. In order to keep the pressure
through the interfaces, it is essential to follow the algorithm in the presented order.

W n
j is frozen on the space ½j� 1=2; jþ 1=2	 � ½n; nþ 1	 and the predictor eVVj is computed at time

nþ 1: fqYiqYifququfqEqE

264
375

j

¼ V n
j � dt

Dx
F LðUL

jþ1=2;U
R
jþ1=2;WjÞ

h
� F RðUL

j�1=2;U
R
j�1=2;WjÞ

in
:

The quantities eUU are updated:

eYiYi ¼
fqYiqYiPN
i¼1
fqYiqYi

;

~uu ¼ fququPN
i¼1
fqYiqYi

;

~ppdf ¼ ðcnj � 1Þ fqEqE
h

� ðqhm
0 Þ

n � 1
2
fququ~uu

i
j
;

eTT ¼ ~ppdf

R
PN

i¼1
eqYi
Mi

qYi
Mi
:

The corrected values are determined from the predicted ones:

ðqYiÞnþ1

ðquÞnþ1

ðqEÞ�

24 35
j

¼
V n
j þ eVVj

2
� dt
2Dx

F Lð eUUL
jþ1=2;

eUUR
jþ1=2;W

n
j Þ

h
� F Rð eUUL

j�1=2;
eUUR

j�1=2;W
n
j Þ
i
:

pnþ1
df ¼ ðcnj � 1Þ ðqEÞ�

h
� ðqhm

0 Þ
n � 1

2
ðqu2Þnþ1

i
j
;

T nþ1 ¼ pnþ1
df

R
PN

i¼1

ðqYiÞnþ1
j

Mi

;

Cnþ1
Pi ¼ CPiðT nþ1Þ; cnþ1

df ¼ cðY nþ1
i ;Cnþ1

Pi Þ;
Inþ1
m ¼ ImðT nþ1Þ; ðhm

i0
Þnþ1 ¼ hm

i0
ðT nþ1; T nþ1

m Þ;

to update
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ðqEÞnþ1 ¼ pnþ1
df

cnþ1
df � 1

þ ðqhm
0 Þ

nþ1 þ ðqu2Þnþ1

2
:

2.5. Limiters

With the MUSCL approach [14], the backward and forward extrapolated values of Ujþ1
2
can be

written as:

UL
jþ1=2 ¼ LðUj�1;Uj;Ujþ1Þ ¼ Uj þ

uðrjÞ
2

ðUjþ1 � UjÞ;

UR
jþ1=2 ¼ RðUj;Ujþ1;Ujþ2Þ ¼ Ujþ1 �

u 1
rjþ1

� �
2

ðUjþ1 � UjÞ:

Here, rj ¼ Uj�Uj�1

Ujþ1�Uj
is the slope ratio of the quantity U at node j. Optimal expressions of u have been

defined. They depend on the characteristics of the flow in order to keep good properties of the
accuracy and stability of the numerical scheme.

When velocity and pressure fluctuations exist in a flow field (turbulent flow for instance), the
flux splitting is activated and we have associated with it a triad of limiters utriad, each adapted to
the local variation of the physical quantities [1,2]. If the variation is monotone in interval
½j� 2; jþ 2	, the expression at the node j is

utriad ¼
1

2
ð1
�

� jÞmin r;
3� j
1� j

� 

þ ð1þ jÞmin 1;

ð3� jÞr
1� j

� 


with j ¼ 1=3:

When rj 6 0 or when rj > 0 and wave number k associated with the physical fluctuation verifies
k ¼ 2p

3Dx or k ¼ p
Dx, we get

utriad ¼ 0:

For the other cases, we choose the least dissipative limiter in order to develop the energy
cascade

utriad ¼ 1:

That corresponds to a centered interpolation of U . This set of limiters is coupled with the
AUSMþ splitting [15] whose the dissipative properties balance well the compressive effects of the
triad.

But when a flow has a constant pressure and a constant velocity, the AUSMþ splitting is not
called and the scheme becomes too compressive with the triad. It is advantageous to associate the
extrapolations with only one limiter MinMod, less compressive than the triad, in a MUSCL
procedure:

ud ¼ 1
2
½ð1� jÞminðr;xÞ þ ð1þ jÞminð1;xrÞ	

with j ¼ 1=3 and 16x6 4.
In practice, we adapt the limiter expression to the flow field (adaptive limiters). We use a switch

that allows to apply ud when the pressure fluctuations are weak ðDp=p6 eÞ. We have chosen
arbitrary e ¼ 0:001. The utriad is activated anywhere else only through the shocks where the first-
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order AUSMþ scheme ðu ¼ 0Þ is applied so for avoiding the overshoot and the spurious oscil-
lations behind the shock.

2.6. Navier–Stokes equations

This algorithm written for the Euler equations is introduced in a code which solves the Navier–
Stokes equations. If we assume

• the Lewis numbers are equal ðLei ¼ LeÞ,
• the diffusion velocity is represented by the Fick�s law,
• the Stokes� hypothesis is valid,
• the thermal conductivity k ¼ �llCP

Pr ,

the 1-D Navier–Stokes equations are written

Vi þ fx ¼ S with

V ¼
qYi

qu

qE

264
375; f ¼

quYi � �ll
PrLe

oYi
ox

qu2 þ p � 4
3
�ll ou

ox

quH � 4
3
�llu ou

ox �
�llCP
Pr

oT
ox �

�ll
PrLe

PN
i¼1 hi

oYi
ox

2664
3775; S ¼

W
�

i

0

0

264
375:

Pr is the Prandtl number of the mixture. Its value is fixed to 0.4 and Le ¼ 1. The viscosity of the
mixture is expressed

�ll ¼ 1
2

XN
i¼1

Xili

24 þ
XN
i¼1

Xi

li

 !�1
35;

where li is the viscosity of the pure component i and Xi ¼
Yi
MiPN

j¼1

Yj
Mj

. The viscosity li is obtained by a

fourth-order polynomial in T . All the viscous and diffusion terms are solved with a centered
second-order scheme in space. The simulations have been performed with the one-time step and
the two-time step schemes and with the same CFL. The results obtained being quasi-identical,
only the results obtained with the single time step scheme are presented.

3. 1-D numerical examples

3.1. 1-D convection of an inert front H2–O2

For this first case, the Euler equations are solved. The front H2–O2 is convected with a constant
velocity u ¼ 20 m/s in a uniform pressure field p ¼ 105 Pa. At t ¼ 0, the front thickness is 0.7 mm.
TH2

¼ 1000 K and TO2
¼ 2000 K. The run parameters are set as: CFL ¼ 0:5, x ¼ 1:5. The grid

mesh Dx ¼ 0:1 mm and the time step is dt � 2� 10�8 s. We compare the numerical and exact
solutions of the hydrogen mass fraction at t ¼ 4� 10�4 s (Fig. 3a). The front is convected with
the correct velocity and remains smooth. The numerical diffusion is weak. To have a better
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quantitative information about the numerical diffusion, we have used a DNS code [13] on this case
with the same grid mesh and time step and with the same initial solution, excepted for the velocity,
here equal to zero (Fig. 3b). The direct numerical simulation is performed with nonunity Lewis
numbers and the Soret effect are taken into account. A sixth-order-accurate in space and a fourth-
order-accurate in time schemes are used. This computation allows to compare the numerical
diffusion of the mass fractions and the temperature of our approach (Figs. 3a and 4a), with the
mass and thermal diffusions of the front at the same time (Figs. 3b and 4b). The physical diffu-
sions have spread the front on about 6 mm for the species and the temperature while the nu-
merical diffusion has spread them on 1.5 mm. The numerical diffusion of the proposed algorithm
is clearly weaker than the physical diffusions. This conclusion is also verified when the molecular
weights are close to each other (O2 and N2 for example) and for very different velocities (this case
has been performed with 0.5 m/s 6 u6 1800 m/s). A weak lagging of the computed solution
appears when the molecular weights ratio is high (Figs. 3a and 4a). The pressure (Fig. 5) and
velocity remain rigorously constant during the time integration. The evolutions of Cp and the
density are also presented in Fig. 5.

3.2. 1-D convection–diffusion of reactive fronts H2–O2

The initial values are the same than ones in the previous case but the profiles of mass fraction
YH2

and the temperature are defined as

YH2
¼ 1

2
1

�
þ tanh Cr

l
2

��
� jx� x0j





; T ¼ 1500 1

�
� 1

3
tanh Cr

l
2

��
� jx� x0j






Fig. 3. 1-D convection of an inert front; mass fraction of hydrogen, (a) exact solution (1) and numerical solution (2) at

t ¼ 4� 10�4 s (20,000 time steps), (b) DNS solution at t ¼ 0 and at t ¼ 4� 10�4 s.
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in order to have two symmetric fronts. This configuration allows to verify if the upwind schemes,
used to solve the hyperbolic part, keep the symmetry of the problem during the time evolution. At
t ¼ 0, the center of the plateau x0 ¼ 20 mm and its length l ¼ 6 mm with parameter Cr ¼ 80. The
Rogers–Chinitz model is applied [12]. This model was developed to represent H2–air combustion
kinetics with as few reaction steps and species as possible. It consists of the following two steps:

H2 þO2 $ 2OH

2OHþH2 $ 2H2O

Fig. 4. 1-D convection of an inert front; temperature, (a) exact solution (1) and numerical solution (2) at t ¼ 4� 10�4 s

(20,000 time steps), (b) DNS solution at t ¼ 0 and at t ¼ 4� 10�4 s.

Fig. 5. 1-D convection of an inert front; constant-pressure specific heat, pressure and density at t ¼ 4� 10�4 s.
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In this study, the first reaction step is assumed to be in a chemical equilibrium. In order to
compare with the DNS results, the diffusion and viscous terms are taken into account. In Fig. 6,
the evolution of the temperature on the right front, obtained with the Rogers–Chinitz model, is
compared to the result obtained with the DNS code and a detailed chemistry model (9 species and
38 reactions). With the Rogers–Chinitz model, the ignition occurs earlier because the first reaction
step. The maximum value of T is well described during the time evolution but its location is not
exactly at the correct place (xTmax

¼ 42:7 mm and xTmax
¼ 42:1 mm for the DNS computation). The

flame thickness is slightly thinner (3.8 mm at t ¼ 10�4 s instead of 4 mm for the DNS result).
The profiles of mass fractions YH2

, YO2
and YH2O, the temperature and the pressure are presented

at t ¼ 10�4 s in Fig. 7a. Even with a stiff source term, the pressure, and then the velocity, are
perfectly preserved with the proposed method and the symmetry of the flow is well-preserved.

With a pure conservative method, the solution presents (Fig. 7b), very quickly (here, at time
t ¼ 8� 10�6 s), oscillations on the pressure, temperature but more particularly on the velocity. At
the initial time, u ¼ 20 m/s and at t ¼ 8� 10�6 s we have already )340 m/s 6 u6 480 m/s and the
maximum value of the temperature is too high. Therefore, the nonuniform evolution of p in a
contact discontinuity may generate a bad description of the chemical process (see also some test
cases in [11]).

4. Extension to 2-D reactive flows

A time-splitting method is used. The 2-D finite difference operator is split into a product of
simpler operators:

Fig. 6. 1-D convection of reactive front H2–O2 (a) solution with the double flux and Rogers–Chinitz model, (b) solution

with the DNS code and detailed chemical model.
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V nþ2
j ¼ LHx

dt
6

� 

LHy

dt
6

� 

LPxy

dt
3

� 

Ls

2dt
3

� 

LPxy

dt
3

� 

LHy

dt
6

� 

LHx

dt
6

� 
� 

V n
j ; ð5Þ

where LHx and LHy are the operators associated with the hyperbolic terms in x- and y-directions,
LPxy is the operator associated with the parabolic terms and Ls is the operator that solves the
source terms of the Navier–Stokes equations.

4.1. Convection–diffusion of a circular flame

The last case is extended to 2-D flows. The spot of hydrogen has now a top-hat shape,
YH2

¼ 1
2
ð1þ tanhðCrðl2 � jr � r0jÞÞÞ with always Cr ¼ 80 and l ¼ 6 mm, r is the spot radius and r0

its center (x0 ¼ 5 mm, y0 ¼ 15 mm). The run parameters are Dx ¼ Dy ¼ 0:1 mm, CFL ¼ 0:5,
x ¼ 1:5. In order to avoid a too particular study (convection along an axis or a diagonal line for
example), the spot is convected with angle b ¼ �18� with the axis x. The velocity components are
u ¼ 78 m/s, v ¼ �25 m/s. The computational domain (x, y) has a dimension 40 mm by 20 mm. The
boundary conditions are periodic in both directions. If we plot the distribution of the temperature
at t ¼ 1:6� 10�4 s (Fig. 8), we observe the circular shape is well preserved during the convection.
As in 1-D simulations, the pressure and velocity are perfectly conserved. We have also plotted, at
the same time, the position of the spot of temperature if it had been advected only (thick con-
tours). The exact and computed contours are perfectly concentric. Therefore, the model, proposed
here, may be extended to the multi-dimensional problems.

Fig. 7. 1-D convection of reactive fronts, (a) solution with the double flux model at t ¼ 10�4 s, (b) solution with the

classical conservative scheme at t ¼ 8� 10�6 s.
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4.2. Interaction vortices-reactive fronts H2–O2–N2

4.2.1. Initial conditions
In order to verify if the model proposed here is valid also for flows with strong variations of the

pressure, we study the interaction of a spot of temperature moving in a supersonic flow with a
steady shock. The gas is composed with air excepted in a zone, that runs alongside the shock, filled
in with H2/N2 ðYH2

¼ 0:233Þ. This interaction sets up two counter-rotating vortices that are going
to stretch both fronts H2/N2–air. The interaction of an isolated cylindrical gas inhomogeneity with
a shock has been studied experimentally and numerically by some laboratories ([17–21] for ex-
ample). We have added, just behind the shock, two diffusion zones. The interest of this problem is
the study of the action of a vortex pair, with an inner high temperature, on the quenching of a
gaseous front when the chemical reactions appear simultaneously with this interaction or have
already started or are completely developed. In this paper, we simulate the case where the vortex
pair stretches the fronts at the beginning of reactions.

The dimensions of the domain ðx; yÞ are 30 mm� 10 mm. The inlet flow conditions are T ¼ 400
K, Mach number M ¼ 2:5, p ¼ 105 Pa. The y-component of the velocity is equal to zero. The
simulation is run on a fine grid (Dx ¼ Dy ¼ 25 lm). The thickness of all the fronts (circular and
straight fronts) are about 0.25 mm (ten cells). The shock is represented on one cell. The value of
the inlet Reynolds number calculated on the diameter of the spot is 50,000, time step dt ¼ 6� 10�9

s and CFL ¼ 0:5. The temperature in the spot is 2000 K and about 400 K in the H2/N2 zone. The
pressure and velocity in front of and behind the shock are constant at t ¼ 0. Periodic conditions
are applied on the upper and lower boundaries. The spatial distribution of the temperature just
before the interaction spot-shock is presented in Fig. 9.

Fig. 8. 2-D convection of a circular H2–O2 front, temperature at t ¼ 1:6� 10�4 s (8000 time steps), thick contours:

advection only.
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4.2.2. Results
The temperature field may be visualized during the interaction spot-shock in Figs. 10 and 11. At

t ¼ 3:3� 10�6 s after the hit, the 2-D shade numerical image shows clearly the four shock

Fig. 9. Interaction vortex-reactive fronts, temperature field just before the hit.

Fig. 10. Temperature field at t ¼ 3:3� 10�6 s.
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configuration formed that Henderson et al. [19] have called twin regular reflection–refraction
(TRR). The expansion fan is visible and its shape changes through the diffusion zone because the
mixing H2/N2 has a higher sound speed than the surrounding air. The vertical lines ahead of the
concentric waves come from the initialization of the computation. At t ¼ 0, since c is assumed to
vary through the shock, it is not possible to find directly the upstream values from the down-
stream ones. The jump conditions through the shock are calculated from a Newton method and
without taking account to the viscous effects. At the beginning of the simulation, weak oscillations
in the normal direction of the shock set up, mainly due to the activation of the viscous terms
which are absent at the initialization of the flow field.

At t ¼ 7� 10�6 s, the vortices generated at the edge of the bubble appear and induce a jet of air
along the axis of flow symmetry. The first diffusion zone is breathed between the vortex pair. The
concentric acoustic waves issue to the oscillations of the skin of the bubble are visible and develop
a complex acoustic system. The algorithm produces very thin shocks (spread at the most on two
cells) even when they are not aligned with the mesh. The contact discontinuities emanating from
the triple points are well represented too.

The view on Fig. 12 at the same time allows to verify the absence of overshoot and undershoot
near the shock and to observe the very stiff phenomena captured by this method.

A blow-up view of the temperature in the interaction region shows, at different times
(t ¼ 1:5� 10�6 s, 3:5� 10�6 s and 7� 10�6 s), the set up of an instability of the skin of the bubble
that appears gradually (Figs. 13–15). These plots all use forty equally spaced contours between
400 and 3000 K. At the end, a pocket of lower temperature is separated of the core of the bubble.
Inside the bubble, a complex acoustic waves system appears (Fig. 14) which becomes organized at
t ¼ 7� 10�6 s. The waves take the same direction and seem to be in phase with the instabilities of
the skin of the bubble (Fig. 15). These flow characteristics look like the phenomena in Hass and

Fig. 11. Temperature field at t ¼ 7� 10�6 s.
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Sturtevant�s experiment [17] and Quirk and Karni�s simulation [20] where instabilities appear
inside the bubble and where the interface becomes instable after the interaction.

The same simulation has been performed with limiter ud with x ¼ 1 (MinMod limiter). It
represents the lower limit of the second-order TVD domain and is considered as the more diffusive

Fig. 12. Temperature field at t ¼ 7� 10�6 s.

Fig. 13. Blow-up of the temperature field at t ¼ 1:5� 10�6 s.
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limiter. The temperature field is presented at t ¼ 7� 10�6 s. The comparison of Figs. 11 and 16
shows the main features of the flow are present in both simulations but they are clearly more
accentuated with the triad which keeps better the amplitude of the fluctuations as shown in [1,2].
The contact discontinuities, the skin of the bubble and the diffusion zones remain thinner with the
triad while the numerical diffusion of the MinMod limiter acts rapidly. Particularly, if we compare
Figs. 15 and 17 where the region of the bubble is plotted, we observe the same fluctuations but

Fig. 14. Blow-up of the temperature field at t ¼ 3:5� 10�6 s.

Fig. 15. Blow-up of the temperature field at t ¼ 7� 10�6 s.
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their amplitudes are much less attenuated with the triad than the MinMod limiter (so for visu-
alizing the waves in Fig. 17, the plots use 120 equally spaced contours between 400 and 3300 K
instead of 40 in Fig. 15).

The instability, which begins to appear along the first contact discontinuity in Fig. 11, is still
apparent in Fig. 18 (CD1). The second contact discontinuity (CD2) which is crossed by the incident
shock (S1) coming from the neighboring interaction spot-shock is also instable and develops the

Fig. 16. Temperature field at t ¼ 7� 10�6 s, MinMod limiter.

Fig. 17. Blow-up of the temperature field at t ¼ 7� 10�6 s, MinMod limiter.
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Kelvin–Helmholtz rolls. As in [21], a �mushroom� shape roll up of the cold flow can be seen,
related to the Rayleigh–Taylor instability.

The vortex pair influence on the diffusion zones is represented in Fig. 19, at t ¼ 2:7� 10�5 s.
The characteristic mushroom shape is visible but the acoustic waves system developed previously
has strongly distorted the first diffusion zone. At t ¼ 3:7� 10�5 s, the mass fraction of the hy-

Fig. 18. Blow-up of the temperature field at t ¼ 1:2� 10�5 s.

Fig. 19. Blow-up of the temperature field at t ¼ 2:7� 10�5 s.
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drogen is plotted in Fig. 20 and shows the strong effect of the velocity field on the stretching of the
diffusion zones. The diffusion of the hydrogen is visible mainly ahead of the vortices. Everywhere
else, the stretching of the front prevents an effective diffusion of it. The distributions of the mass
fractions of YOH and YH2O are drawn on Figs. 21 and 22. We notice the strong oscillations of the

Fig. 20. YH2
at t ¼ 3:7� 10�5 s.

Fig. 21. YOH at t ¼ 3:7� 10�5 s.
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flame surface area resulting from the competition between turbulent wrinkling and flame surface
consumption. The main production of YOH and YH2O remains located between the vortices and the
symmetry axis.

5. Conclusion

The �double flux model� is extended to the unsteady reactive flows, with CPi ¼ CPiðT Þ. This
approach associated with a shock-capturing technique allows to solve correctly the gaseous fronts
on very large ranges of the speed and the density ratio. This approach may be applied on reactive
flows where stiff phenomena exist (strong gradients of temperature, pressure and density). It keeps
a good accuracy associated with a good stability. This approach uses simple algorithms (MUSCL
approach and one time step) and is cheap compared with the algorithms using high-order schemes
in DNS code, for example. Its numerical diffusion is weaker than the mass and thermal diffusions.

The aim is now to extend this approach with more detailed chemical kinetics. With the intrinsic
qualities of this approach (good stability, correct accuracy and cheap computational costs), it
might be possible to realize 3-D simulations of unsteady reactive flows in a near future.
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