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Part 1

Generalities



CHAPTER 1

Locally compact groups and lattices

1. The Haar measure

Definition 1.1. A topological group is a group G endowed with a topology for which the
map (g, h) ∈ G×G→ gh−1 is continuous. G is said to be locally compact if every point
admits a compact neighborhood, or equivalently if the trivial element admits a compact
neighborhood.

In the above terminology, the term compact includes the Hausdorff axiom, according to
the French convention.

Example 1.2. We will encounter many locally compact groups.

• All Lie groups are examples of locally compact groups.
• Any group can be made locally compact by considering its discrete topology.

This is the topology we will usually use for countable groups.
• The additive group (Qp,+) is locally compact (for the topology given by its

ultrametric norm), and the subgroup Zp ⊂ Qp is a compact neighborhood of 0.

Definition 1.3. A Haar measure on a locally compact group is a (non-zero) Radon
measure λ on G which is invariant under left translation, in the sense that for all g ∈ G,
and all Borel set A ⊂ G, λ(gA) = λ(A).

We recall that a Radon measure is a measure which is finite on compact sets and regular,
meaning that for any Borel set A,

λ(A) = sup{λ(K) | K ⊂ A compact} = inf{λ(U) | U open set containing A}.

Example 1.4. If G = (R,+), the Lebesgue measure is a Haar measure. The counting
measure on a discrete group is a Haar measure.

The following observation follows from standard considerations on measurable functions.

Lemma 1.5. A Radon measure λ on a locally compact group is a Haar measure if and
only if for every f ∈ Cc(G) and every g ∈ G, we have

∫
G
f(x)dλ(x) =

∫
G
f(gx)dλ(x).

Theorem 1.6. If G is a locally compact group it always admits a Haar measure. More-
over, any two Haar measures on G are proportional.

We will not prove the existence part in this theorem because, one, it is rather long to
do and not much more instructive than the usual construction of the Lebesgue measure,
and two, because for our examples a Haar measure can often be found by more concrete
methods. For example, one can easily construct a left invariant volume form on a Lie
group: just pick an n-form on the tangent space at the identity of the Lie group G (where
n = dim(G)) and propagate it using the left translations Lg, g ∈ G. We shall see how to
concretely compute a Haar measure for G = SL2(R). Moreover, for all discrete groups
we already explained that the counting measure is a Haar measure.
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Proof. Let us prove the proportionality statement. Fix a Haar measure λ.

Claim 1. For all non-zero function f ∈ Cc(G) such that f ≥ 0 we have
∫
G
fdλ 6= 0.

To prove this claim, note that given such a function f , there exists ε > 0 such that
U := {x ∈ G | f(x) ≥ ε} is non-empty, and of course we have f ≥ ε1U . So it suffices to
prove that λ(U) > 0 for any non-empty open set U in G. By assumption, λ is non-zero
so there exists a Borel set A such that λ(A) 6= 0. Since λ is moreover regular we may
actually find a compact subset K ⊂ A such that λ(K) 6= 0.

If U ⊂ G is a non-empty open set, the collection of translates gU , g ∈ G is an open cover
of G, and in particular, of K. By compactness of K, we may extract from it a finite
sub-cover. In other words we find a finite set F ⊂ G such that K ⊂ ∪g∈FgU . But this
leads to an inequality on measures:

0 < λ(K) ≤
∑
g∈F

λ(gU) = |F |λ(U).

So we indeed arrive at the conclusion that λ(U) 6= 0, and Claim 1 follows.

Fix two non-zero functions f, g ∈ Cc(G), such that f, g ≥ 0.

Claim 2. The ratio
∫
G
fdλ/

∫
G
gdλ makes sense thanks to Claim 1. It does not depend

on λ.

Assume that µ is another Haar measure on G. We consider the function h : G×G→ R
given by the formula

h(x, y) =
f(x)g(yx)∫
G
g(tx)dµ(t)

.

This is easily seen to be a compactly supported continuous function. Moreover, we have∫
G
h(x, y)dµ(y) = f(x) for all x ∈ G. Therefore,∫

G

∫
G

h(x, y)dµ(y)dλ(x) =

∫
G

f(x)dλ(x).

On the other hand, since h is compactly supported and continuous, it is integrable, and
Fubini Theorem applies. Combining it with the fact that λ and µ are Haar measures we
get ∫

G

∫
G

h(x, y)dµ(y)dλ(x) =

∫
G

∫
G

f(x)g(yx)∫
G
g(tx)dµ(t)

dλ(x)dµ(y)

=

∫
G

∫
G

f(y−1x)g(x)∫
G
g(ty−1x)dµ(t)

dλ(x)dµ(y)

=

∫
G

∫
G

f(y−1x)g(x)∫
G
g(ty−1x)dµ(t)

dµ(y)dλ(x)

=

∫
G

∫
G

f(y−1)g(x)∫
G
g(ty−1)dµ(t)

dµ(y)dλ(x).

So we arrive at∫
G

f(x)dλ(x) =

∫
G

g(x)dλ(x)

∫
G

f(y−1)∫
G
g(ty−1)dµ(t)

dµ(y) =

∫
G

g(x)dλ(x)× C,

where C =
∫
G

f(y−1)∫
G g(ty

−1)dµ(t)
dµ(y), which does not depend on λ. This proves Claim 2.
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Now if λ′ is another Haar measure, we get for any two non-negative, non-zero functions
f, g ∈ Cc(G), ∫

G

fdλ =

∫
G
gdλ∫

G
gdλ′

∫
G

fdλ′.

Fixing g once and for all and setting α :=
∫
G
gdλ/

∫
G
gdλ′, we arrive at

∫
fdλ = α

∫
fdλ′.

So λ and αλ coincide as linear functionals on Cc(G), which implies that these two radon
measures are equal. �

Example 1.7. Consider the group H := {M(a, b) | a ∈ R∗, b ∈ R}, where

M(a, b) =

(
a b
0 1/a

)
.

This group is parametrized by R∗ × R. The Haar measure on this group is given by
da db/a2. One easily checks that indeed this formula defines an invariant measure. Ob-
serve that if we only allow positive a’s then the group that we obtain acts transitively by
homography on the upper half plane, and the stabilizer of every point is trivial. In fact
the Haar measure that we gave above is exactly the one coming from the usual hyperbolic
metric on the upper half plane (for which the group actually acts by isometries).

Example 1.8. The Haar measure on G := SL2(R) can be described as follows. Observe
that every element of G can be uniquely written as element of the form hk, where h ∈
H := {M(a, b) | a ∈ R∗+, b ∈ R} and k ∈ K := SO(2). This follow for instance
by considering the action by homography of G on the upper half plane. The action
is transitive and the stabilizer of the point i is K. So the decomposition follows from
Example 1.7.

More explicitly, for any g ∈ G, we can find a > 0, b ∈ R and θ ∈ [0, 2π[ such that

g = M(a, b)

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)
.

With this parametrization, one checks that the measure 1
a2
dθ da db is a Haar measure on

G.

Let us observe that a (left) Haar measure on G as we defined above needs not be right
invariant, that is, λ(Ag) needs not be equal to λ(A) for all g ∈ G, A ⊂ G. But there is a
nice way to measure this defect.

Fixing g ∈ G, the Radon measure defined by A 7→ λ(Ag) is again left invariant, because
h(Ag) = (hA)g for all Borel set A. So it is again a Haar measure and by the previous
theorem, it follows that there exists a constant ∆(g), depending on g such that

∆(g)λ(Ag) = λ(A) for all every set A ⊂ G.

Applying the above formula to Ag−1 gives ∆(g)λ(A) = λ(Ag−1), and thus we see that
∆(g) is characterized by the formula∫

G

f(xg)dλ(x) = ∆(g)

∫
G

f(x)dλ(x), for all f ∈ Cc(G).

This equation shows that ∆ is a continuous map from G to R∗+, and it is readily seen
that it is in fact a group homomorphism. Moreover, It does not depend on a choice of
the Haar measure λ.

Definition 1.9. The group homomorphism ∆ : G→ R∗+ is called the modular function
on the locally compact group G. G is called unimodular if this homomorphism is trivial.
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Example 1.10. We make the following observations.

• Discrete group are obviously unimodular since the counting measure is clearly
both left and right invariant.
• Compact groups are unimodular. To see this observe that any Haar measure λ

on such a group G is finite. Thus we have ∆(g)λ(G) = λ(Gg−1) = λ(G) for all
g ∈ G, showing that ∆ has constant value 1.
• Since the modular function is a character G → R∗+, any group that does not

admit a character is unimodular. For instance simple groups are unimodular.
This also gives another proof that compact groups are unimodular.

Remark 1.11. One should be careful that unimodularity doesn’t pass to subgroups. In
particular, the restriction of the modular function ∆G of a group G to a subgroup H
needs not be the modular function ∆H of the subgroup.

For example, we deduce from the previous exemple that SL2(R) is unimodular, since it has
no character. On the other hand it contains the subgroup H := {M(a, b) | a ∈ R∗, b ∈ R},
where

M(a, b) =

(
a b
0 1/a

)
.

But one verifies that the modular function on H is given by ∆H(M(a, b)) = a2, which is
non-trivial.

Exercise 1.12. We have only considered left Haar measures so far. One easily checks
that analogous results (existence and proportionality) also hold for right Haar measure.
Check that if λ is a left Haar measure then A 7→ λ(A−1) is a right Haar measure.
Moreover, check the formula∫

G

f(x−1)dλ(x) =

∫
G

∆(x)f(x)dλ(x), for all f ∈ Cc(G).

2. Lattices in locally compact groups

Definition 1.13. If G is a topological group, a discrete subgroup Γ < G is a subgroup
which is discrete in G for the induced topology. This amounts to saying that there is a
neighborhood U ⊂ G of the trivial element e ∈ G such that U ∩ Γ = {e}.

When Γ is a discrete subgroup in a locally compact group G, the map G → G/Γ is a
local homeomorphism, and it is even a covering map. So we may consider the Radon
measure λX on X := G/Γ obtained locally as the push forward of a right Haar measure
λ on G. This can be done precisely by using a partition of unity argument, and is well
defined because we chose a right invariant Haar measure on G.

Definition 1.14. A discrete subgroup Γ in a locally compact group G is called a lattice
if λX(X) <∞.

We will restrict our attention to locally compact, second countable groups (i.e. those
admitting a countable basis of open sets). We write l.c.s.c. for short.

Proposition 1.15. Given a discrete subgroup Γ in a l.c.s.c. group G. The following
facts are equivalent.

(i) Γ is a lattice in G;
(ii) There exists a set Ω ⊂ G with finite right Haar measure such that ΩΓ = G;
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(iii) There exists a Borel fundamental domain F ⊂ G for the right action of Γ on G with
finite Haar measure. This means that F is a Borel subset of G such that FΓ = G
and Fg ∩ Fh = ∅ for all distinct elements g, h ∈ Γ.

Lemma 1.16. For any discrete group Γ in a l.c.s.c. group there always exists a Borel
fondamental domain.

Proof. Fix a neighborhood V ⊂ G of e such that V ∩Γ = {e}, and pick a neighbor-
hood U ⊂ G of e such that U−1U ⊂ V . This is possible because the map (g, h) 7→ g−1h
is continuous on G × G. Since G is second countable, there exists a countable set of
elements (gn)n≥1 in G such that G =

⋃
n≥1 gnU .

Define inductively a sequence of Borel sets Fn ⊂ G, n ≥ 1 as follows. Set F1 = g1U and

Fn+1 = gn+1U \

(
gn+1U ∩

n⋃
k=1

gkUΓ

)
.

These are disjoint sets and better, for every n 6= m we have FnΓ ∩ FmΓ = ∅, while

n⋃
k=1

FkΓ =
n⋃
k=1

gkUΓ.

So the set F =
⋃
nFn is a Borel set such that FΓ = G. Assume now that g, h ∈ Γ are two

elements such that Fg ∩ Fh 6= ∅. There exist two indices such that Fng ∩ Fmh 6= ∅. By
construction this forces n and m to be equal. Since Fn ⊂ gnU we can then find x, y ∈ U
such that gnxg = gnyh, which leads to x−1y = gh−1 ∈ V ∩ Γ = {e}. So we conclude that
g = h.

Thus F is indeed a Borel fundamental domain. �

Proof of Proposition 1.15. Clearly (iii) implies (ii). Assuming (ii), note that
since the Haar measure is regular, we may enlarge Ω if necessary to assume that it is an
open set with finite measure. One observe that the push forward measure of Ω on G/Γ
majorizes the measure λX , because it does so locally. This forces λX(X) to be finite, and
(i) follows.

More generally, we claim that given any Borel fundamental domain F for the right Γ-
action on G, the measure λX is exactly the push forward of the restriction of the right
Haar measure λ to F by the projection map π : G → G/Γ. This implies in particular
λX(X) <∞ if and only if λ(F) <∞ and hence, that (iii)⇔ (i).

To prove this claim, it suffices to prove that these two measures coincide locally on G/Γ.
More precisely, it suffices to check that for all open set U ⊂ G such that Ug∩Uh = ∅ for
all g, h ∈ Γ, g 6= h, the two measures coincide on π(U). Take a Borel subset A ⊂ π(U).
We need to check that λX(A) = λ(π−1(A) ∩ F ). By definition, we have

λX(A) = λ(U ∩ π−1(A)) =
∑
g∈Γ

λ(U ∩ π−1(A) ∩ Fg).

In the last inequality above, we used the fact that G is the disjoint union of the sets Fg,
g ∈ Γ. Now since the measure λ is right-invariant and since the set π−1(A) is globally
right Γ-invariant, we further find

λX(A) =
∑
g∈Γ

λ(Ug−1 ∩ π−1(A)g−1 ∩ F) =
∑
g∈Γ

λ(Ug−1 ∩ π−1(A) ∩ F).
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Since the sets Ug, g ∈ Γ are pairwise disjoint and π−1(A) ⊂
⋃
g∈Γ Ug, we conlcude

λX(A) = λ(
⋃
g∈Γ

Ug−1 ∩ π−1(A) ∩ F) = λ(π−1(A) ∩ F),

as desired. �

In the above proof we used σ-additivity of the measure for sums indexed by elements of
Γ, without knowing a priori that Γ is countable. But this is indeed the case since G is
second countable and Γ is discrete inside G.

Example 1.17. It is trivial to see that Zn is a lattice in Rn, for which a fundamental
domain is given by [−1, 1[n. The quotient is the torus. In this case the measure λX is
just the Lebesgue measure on the torus.

A less trivial example is that of SL2(Z) inside SL2(R). To see that this is indeed a lattice,
one can use the fact that the action of SL2(Z) on the hyperbolic half-plane admits a
Borel fundamental domain with finite measure. We leave the details as an exercise. In
the same spirit, the fundamental group of any compact surface with negative curvature
embeds as a lattice inside PSL2(R).

From the above facts, we derive the following corollary, which rules out existence of
lattices in some pathologic cases.

Corollary 1.18. An l.c.s.c. group G admitting a lattice Γ is unimodular, and the
measure λX on the quotient space G/Γ is G-invariant.

Proof. If Γ is a lattice in G, then there exists a Borel fundamental domain F with
finite right Haar measure: λ(F) < ∞. Observe now that any two Borel fundamental
domains F and F ′ actually have the same measure λ. Indeed,

λ(F) =
∑
g∈Γ

λ(F ∩ F ′g) =
∑
g∈Γ

λ(Fg−1 ∩ F ′) = λ(F ′).

Now if g ∈ G, we see that gF is again a fundamental domain for the right Γ-action. This
implies that λ(gF) = λ(F), and hence λ is left g-invariant. So λ is both left and right
G-invariant, showing that G is unimodular.

The second assertion then follows from the definition of λX . �

If G and H and two l.c.s.c. groups with lattices Γ and Λ, respectively, then Γ × Λ is a
lattice in G×H. This silly example motivates the following definition.

Definition 1.19. A lattice Γ in a product of groups Πn
i=1Gi is said to be irreducible if

its projects on each of the factors onto a dense subgroup.

We shall see later that SLn(Z[
√

2]) embeds as an irreducible lattice inside SLn(R) ×
SLn(R).



CHAPTER 2

Recalls on Lie groups

This chapter is partially built on Helgason’s book [Hel78], Chapter II.

1. Main definitions and examples

Definition 2.1. A Lie group over k = R or C is a smooth manifold G over k which
admits a group structure such that the corresponding structure map m : (x, y) ∈ G×G 7→
xy−1 ∈ G is smooth. A morphism between two Lie groups will be by definition a smooth
group homomorphism.

We will most of the time focus on real Lie groups.

Remark 2.2. As usual with groups, one checks that the smoothness of the map (x, y) 7→
xy−1 is equivalent to that of the product map and the inverse map. It also implies that
for all g ∈ G, the translation maps Lg : x 7→ gx and Rg : x 7→ xg are smooth.

Example 2.3. Besides the trivial examples of Rn and Tn := Rn/Zn, here are some of
the standard examples to always keep in mind.

• The multiplicative group GLn(k) is an open set inside Mn(k). As such, it may
be endowed with the corresponding smooth structure. It is of dimension n2 as a
manifold.
• (Special linear groups) The subgroup SLn(k) consisting of matrices with deter-

minant 1 is a k-submanifold (because the determinant map is a submersion), and
it is invariant under the map m, so it is also a Lie group over k. Its dimension
over k is n2 − 1.
• (Orthogonal groups) For any non-degenerate quadratic form q over kn, the cor-

responding orthogonal group O(q, k) is clearly invariant under the product map.
It is a submanifold of Mn(k) because the map g ∈ Mn(k) 7→ gTQg ∈ Sn(k) is a
submersion (here Q stands for the matrix of q, and Sn(k) for the space of sym-
metric matrices). It is then a Lie group over k. Observe that if the two quadratic
forms are conjugate, then the subgroups are conjugate, thus isomorphic as Lie
groups. So in the complex setting O(q,C) is always isomorphic with O(n) while
in the real case, we get the groups O(p, q) indexed by the signature (p, q) of the
quadratic form. We will denote by SO(q) the intersection of O(q) with SLn(k).
• (Isometry groups) The semi-direct product SO(n,R)nRn is a Lie group (endowed

with the product structure as a manifold). It is the Lie group of orientation
preserving isometries of Rn.
• (Unitary groups) The group U(n) := {g ∈Mn(C) | g∗g = 1} is a real Lie group.

But it is not a complex Lie group, although it lives inside Mn(C). It is because
the map g ∈Mn(C) 7→ g∗g ∈ Sn(R) is a submersion (only defined over R).
• (Symplectic groups) The group Sp(2n, k) := {g ∈ M2n(k) | gTJg = J}, where

J =

(
0 In
−In 0

)
, is a Lie group over k.

9
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The advantage with Lie group, is that they come with a so-called Lie algebra, giving all
the tools from linear algebra to study them.

Definition 2.4. Given an arbitrary field k, a Lie algebra over k is a finite dimensional
k-vector space V , endowed with a bilinear map [·, ·] : V × V → V (the so-called Lie
bracket) which satisfies the two axioms:

• [X, Y ] = −[Y,X] for all X, Y ∈ V (anti-symmetry);
• [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0 for all X, Y, Z ∈ V (Jacobi identity).

Concretely, given any Lie group G, we define its Lie algebra g as follows.

As a vector space, the Lie algebra is just the tangent space TeG at the identity element.
This tangent space can be identified with the vector space of left invariant vector fields.

Recall that a vector field on the manifold G is the derivation of the algebra C∞(G), that
is, a linear map X : C∞(G)→ C∞(G) such that X(f1f2) = f1X(f2) + f2X(f1). On the
other side, for any g ∈ G, the translation map Lg : h ∈ G 7→ gh ∈ G induces a map
τg : f ∈ C∞(G)→ C∞(G). A vector field X on G is called left-invariant if it commutes
with τg for all g ∈ G, i.e. X(f ◦ Lg) = (X(f)) ◦ Lg, for all f ∈ C∞(G). Note that this
formula is equivalent to

(X(f))(g) = (X(f ◦ Lg))(e) for all g ∈ G.

We write Xg(f) instead of (X(f))(g), so that the map X 7→ Xe is a linear isomorphism
from the set of left invariant vector fields onto the tangent space of G at e. So we
identify this way g with the space of left invariant vector fields on G. Then the formula
[X, Y ] := XY − Y X (defined by composition of endomorphisms on C∞(G)) defines a
derivation of C∞(G), i.e. a vector field. The map [·, ·] is clearly bilinear and anti-
symmetric and the Jacobi identity is easily checked.

Definition 2.5. The Lie algebra (g, [·, ·]) defined above is called the Lie algebra of G.

Example 2.6. The Lie algebra of G = GLn(k) is Mn(k), endowed with the Lie bracket

[X, Y ] = XY − Y X.

Let us indicate how to prove this fact. First observe that since GLn(k) is open in-
side Mn(k), the tangent space at every point is naturally identified with Mn(k). Now
given a vector X ∈ Mn(k), we view it as a left-invariant vector field by the formula
g ∈ G 7→ gX ∈ Mn(k) ' TgG. Its effect on C∞(G) is given by X(f)(g) = (df)g(gX)
for all f ∈ C∞(G), g ∈ G. Differentiating further, we see that for all X, Y ∈ Mn(k),
Y (X(f))(g) = d2(f)g(gX, gY )+(df)g(gY X). Since the second derivative d2(f)g is a sym-
metric bilinear form, we get (Y (X(f))(g)−X(Y )(f))(g) = (df)g(gXY )− (df)g(gY X) =
(XY − Y X)(f)(g), as desired.

Now recall that for any sub-manifold N ⊂ M defined by a submersion φ : M → M ′

as N = φ−1({x}), the tangent space of N at a point is just the kernel of the derivative
of φ at that point. In particular we may compute the Lie algebras of all the standard
examples mentioned above.

Example 2.7. We have the following computations. We only describe the underlying
vector space, because the Lie bracket is simply the restriction of the Lie bracket on Mn(k).

• Since the derivative of the determinant map is the trace, the Lie algebra of SLn(k)
is the vector space of trace 0 matrices in Mn(k);
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• The Lie algebra of O(n) is the subspace of matrices such that XT + X = 0
(anti-symmetric matrices);
• The Lie algebra of U(n) are matrices such that X∗ + X = 0 (anti-hermitian

matrices);
• The Lie algebra of the symplectic groups Sp(2n) is the space of matrices satisfying
XTJ + JX = 0.

2. Isomorphisms

In this section we explore the relationship between a Lie group and its Lie algebra.
Observe that given any Lie group G and any finite group F , the product G × F is
naturally a Lie group, with the same Lie algebra as G. So we cannot distinguish these
two groups only with their Lie algebra. The following Lemma allows to get rid of that
noise.

Lemma 2.8. The connected component G0 of the identity of a Lie group G, is a normal
subgroup, which is open (and hence closed) inside G. In particular G0 is also a Lie group
and G and G0 have the same Lie algebra.

Proof. Since the map (g, h) 7→ gh−1 is continuous and equals e at (e, e), it maps the
connected set G0×G0 into G0. So G0 is a subgroup of G, and the same argument shows
that it is normal inside G (This is a general fact for locally compact groups).

Clearly since G is a manifold, it is locally connected, so G0 is open. Observe that an
open subgroup H in a locally compact group is always closed, since its complementary is
the union of the open sets gH, g ∈ G \H. �

The above definition allows to restrict to connected Lie groups. But there still exist
distinct connected Lie groups with the same Lie algebra. For example one can show that
SU(2) is a 2-covering of SO(3). In fact, this situation appears for every Lie group which
is not simply connected.

Lemma 2.9. The universal cover G̃ of a connected Lie group G is naturally endowed with

a Lie group structure such that the covering map G̃→ G is a group homomorphism. Its

kernel is contained in the center of G̃.

Proof. Denote by π : G̃→ G the covering map. Fix a lift e of the identity element

eG. We define the product on G̃ as follows. Fix g, h ∈ G̃ and choose paths t 7→ gt, ht ∈ G̃
between e and g, h: g0 = h0 = e, g1 = g, h1 = h. The product path t 7→ π(gt)π(ht) in

G is a path between eG and π(g)π(h). Lift it to a path γ inside G̃ starting at e. We set
gh := γ(1). One checks that this definition is independent of the choices of paths that
we made.

It is then easy to verify that this product law is associative, that e is a neutral element,
and that the inverse g−1 of g is the end point of a lift starting at e of the path t 7→ π(gt)

−1.
Moreover the covering map π is clearly a group homomorphism. Since it is also a local

homeomorphism, we may define the analytic structure of G̃ by declaring that π is locally
analytic. The fact that G is a Lie group implies that the structure map (g, h) 7→ gh−1 is
analytic.

Finally, take g, h ∈ G̃, with π(g) = e. Take a path t 7→ gt from e to g such that gt = g
for all t ≥ 1/2 and a path t 7→ ht from e to h such that ht = e for all e ≤ 1/2. We have:

• π(gt)π(ht) = π(gt) = π(ht)π(gt) if t ≤ 1/2;
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• π(gt)π(ht) = π(g)π(ht) = π(ht) = π(ht)π(gt) if t ≥ 1/2.

So gh = hg, as desired. �

A connected Lie group is always locally isomorphic to its universal cover in the following
sense.

Definition 2.10. Two Lie groups G and H are said to be locally isomorphic if there
exist open neighborhoods U ⊂ G and V ⊂ H of the identity elements eG and eH and an
analytic diffeomorphism ϕ from U onto V such that ϕ(gh) = ϕ(g)ϕ(h) for all g, h ∈ U
such that gh ∈ U .

Theorem 2.11. Consider two Lie groups G and H with Lie algebras g and h. Denote by

G̃ and H̃ the universal covers of the identity components of G and H respectively. The
following are equivalent.

(i) G and H are locally isomorphic;

(ii) G̃ and H̃ are isomorphic;
(iii) g and h are isomorphic.

Proof. To prove that (i) ⇔ (ii) first observe that being locally isomorphic is an

equivalence relation and that G (resp. H) is locally isomorphic with G̃ (resp. H̃). Then
we leave it to the reader to check that two simply connected groups are locally isomorphic
if and only if they are isomorphic.

We postpone the rest of the proof to the end of this section. �

The implication (ii)⇒ (iii) will rely on the following lemma.

Lemma 2.12. Consider two Lie groups G and H, with respective Lie algebras g and h.
If φ : G → H is a differentiable homomorphism then its derivative dφ : g → h is a Lie
algebra homomorphism.

Proof. Here the statement is ambiguous because the underlying vector space of the
Lie algebra may be viewed as the tangent space at the identity, in which case we consider
the derivative of φ at e, or as the vector space of left-invariant vector fields in which
case we consider the push forward of vector fields, but we need to check that the push
forward of a left-invariant vector field is again left invariant. This ambiguity is solved by
the following observation.

Take tangent vector X ∈ TeG, and denote by X ′ := (dφ)e(X) ∈ TeH. Then the left

invariant vector fields X̃ and X̃ ′ on G and H associated to X and Y satisfy the relation

X̃ ′(f)φ(g) := X̃(f ◦ φ)g, for all f ∈ C∞(H), g ∈ G. Indeed, by definition, we have

X̃ ′(f)φ(g) = X ′(f ◦ Lφ(g)) = X(f ◦ Lφ(g) ◦ φ).

But since φ is a homomorphism, φ ◦ Lg = Lφ(g) ◦ φ, and we deduce

X̃ ′(f)φ(g) = X(f ◦ φ ◦ Lg) = X̃(f ◦ φ)g,

as claimed.

To conclude the proof of the lemma, take X, Y ∈ g. Denote by X ′ := dφ(X) and Y ′ :=

dφ(Y ), and by X̃, Ỹ , X̃ ′, Ỹ ′ the left invariant vector fields corresponding to X, Y,X ′, Y ′.

For all f ∈ C∞(H) and h ∈ H, we have X̃ ′(Ỹ ′(f))φ(h) = X̃(Ỹ ′(f)◦φ))h = X̃(Ỹ (f ◦φ))(h)
and hence

(X̃ ′Ỹ ′ − Ỹ ′X̃ ′)(f)φ(h) = (X̃Ỹ − Ỹ X̃)(f ◦ φ)h.
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When h = e, the left hand side is by definition equal to [dφ(X), dφ(Y )](f) and the right
hand side is [X, Y ](f ◦ φ) = dφ([X, Y ])(f). Thus φ is a Lie algebra homomorphism. �

Applying the above lemma to the covering map G̃→ G, we deduce that a connected Lie
group and its universal cover have the same Lie algebra. So the implication (ii) ⇒ (iii)
readily follows.

The converse implication is based on the exponential mapping, which is the main tool to
pass from the Lie algebra g to the group G.

Fix a Lie group G and denote by g its Lie algebra. The exponential mapping is an
analytic map exp : g → G whose differential is the identity on g. In order to properly
define the exponential, we start with a lemma.

Lemma 2.13. Given a vector X ∈ g, denote by X̃ the corresponding left invariant vector
field. The differential equation

(2.1) γ′(t) = X̃γ(t) and f(0) = e

admits a unique solution γ : R → G, which is a one parameter subgroup. We define
exp(X) := γ(1). Then the map exp : g → G is smooth, and its derivative at e is the
identity.

Proof. First observe that since X̃ is left invariant, we have for all g, h ∈ G, (dLg(X̃))h =

X̃gh.

Existence and uniqueness of γ on a neighborhood of 0 follow from Cauchy Lipschitz
theorem. So we obtain a solution γ defined on an open interval I. We may assume that I
is the maximal open interval on which γ is defined. Observe that for all s ∈ I and t ∈ R
such that s+ t ∈ I, the map σ : t 7→ γ(s)−1γ(s+ t) satisfies: σ(0) = e and

σ′(t) = dLγ(s)−1(γ′(s+ t)) = dLγ(s)−1X̃γ(s+t) = X̃γ(s)−1γ(s+t) = X̃σ(t).

In particular σ is a solution to (2.1) which is defined on (I − s). By maximality of
I, we must have I = R. Moreover, σ and γ coincide for all s, t ∈ R, showing that
γ(s+ t) = γ(s)γ(t). So indeed γ is a one parameter subgroup of G.

The fact that exp is smooth also follows from the regularity of solutions of differential
equations with a parameter. To emphasize the dependance on X, let us write γt(X)
instead of γt for the solution of (2.1). From uniqueness, we see that γt(sX) = γts(X) for
all s, t ∈ R. This implies that γt(X) = exp(tX). From the chain rule, we see that

(d exp)0(X) =

{
d

dt
(t 7→ exp(tX))

}
t=0

= γ′(0) = X. �

Remark 2.14. In fact, the curve γ from the previous lemma is characterized as the
unique one parameter subgroup in G such that γ′(0) = X.

Definition 2.15. The map exp : g→ G is called the exponential mapping of G.

Example 2.16. When G = GLn(k) we recover the standard exponential of matrices.
Indeed, for X ∈ Mn(C), the curve γ : t 7→ exp(tX) =

∑
n≥0(tX)n/n! satisfies γ′(t) =

γ(t)X, which is indeed the same as X̃(γ(t)) with the description of the left invariant
vector field as in Example 2.6.

Proposition 2.17. The exponential mapping satisfies the following properties.
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(1) If Φ : G→ H is a differentiable homomorphism, and φ : g→ h is its derivative
at the identity element e then

Φ ◦ exp = exp ◦φ.

(2) For all X ∈ g, g ∈ G and all function f ∈ C∞(G), for all t ∈ R small enough
and N ∈ N, we have

f(g exp(tX)) =
N∑
n=0

1

n!
(X̃)n(f)g +O(tN+1).

(3) For all X, Y ∈ g and all t small enough, we have the two formulae

exp(tX) exp(tY ) = exp

(
t(X + Y ) +

t2

2
[X, Y ] +O(t3)

)
exp(tX) exp(tY ) exp(−tX) exp(−tY ) = exp

(
t2[X, Y ] +O(t3)

)
.

Proof. (1) Fix X ∈ g and define γ : t ∈ R 7→ Φ(exp(tX)). Denote by Y := φ(X) =

(dΦ)e(X). Denote by X̃ and Ỹ the left invariant vector fields on G and H associated

with X and Y . In the proof of Lemma 2.12 we saw that Ỹ (f)Φ(g) = X̃(f ◦ Φ)g for

all f ∈ C∞(H), g ∈ G. This formula rephrases as Ỹ (f)Φ(g) = ((dΦ)g(X̃g))(f). Hence

ỸΦ(g) = (dΦ)g(X̃g). Thus we get

γ′(t) = (dΦ)exp(tX)(X̃exp(tX) = Ỹγ(t).

By uniqueness, we see that γ(t) = exp(tY ), proving the formula.
(2) Fix X ∈ g. Observe that for all f ∈ C∞(G) and g ∈ G, we have

X̃g(f) = X(f ◦ Lg) =
d

dt
{f(g exp(tX))}t=0.

In particular, we deduce that

[X̃f ](g exp(uX)) =
d

dt
{f(g exp(uX) exp(tX))}t=0 =

d

du
{f(g exp(uX))}.

By induction, we then see that

[X̃nf ](g exp(uX)) =
dn

dun
{f(g exp(uX))}.

So the result follows from the smoothness of f .
(3) Let us only prove the first formula and leave the other one as an exercise. Fix a
smooth function f ∈ C∞(G) at e. From the computations in (2), we see that for all
n,m ≥ 0, we have

[X̃nỸ mf ](e) =
dn

dtn
dm

dsm
{f(exp(tX) exp(sY ))}s=0,t=0.

So we get the following generalization of (2).

(2.2) f(exp(tX) exp(sY )) =
N∑

n,m=0

tn

n!

sm

m!
[X̃nỸ mf ](e) +O(tN+1sN+1),

for t, s small enough. On the other hand, we know that there exists an analytic function
Z : I → g, defined on an open interval around 0 such that

exp(tX) exp(tY ) = exp(Z(t)) for all t small enough.
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Since Z(0) = 0, we may find Z1, Z2 ∈ g such that Z(t) = tZ1 + t2Z2 +O(t3) for all t ∈ I.
The result easily follows from expanding f(exp(Z(t))) and comparing the coefficients
with (2.2) applied to s = t. �

Note that (1) above implies in particular that the exponential mapping expH : h → H
on a subgroup H of G is the restriction of expG : g → G to the Lie subalgebra h. In
combination with Example 2.16, this gives that the exponential mapping on any linear
group is the usual exponential for matrices. This fact can also be derived from (2) above.

Even if we don’t provide the main tools to actually prove the implication (iii) ⇒ (i) of
Theorem 2.11, let us at least mention that it goes as one expects.

Idea of proof of Theorem 2.11, (iii)⇒ (i). Given a Lie algebra homomorphism
φ : g → h, if φ is the derivative of a group homomorphism Φ from G to H, it has to
satisfy Φ(exp(X)) = exp(φ(X)) for all X ∈ g, due to item (1) in Proposition 2.17.

So fix a neighborhood U0 of 0 in g such that exp is a diffeomorphism from U0 to its image
U := exp(U0). Denote by log : U → U0 the inverse map. Then for all g ∈ U , we set
Φ(g) := exp(φ(log(g))). In other words, we define Φ on U by the formula Φ(exp(X)) =
exp(φ(X)) for all X ∈ U0.

Of course, since φ is an isomorphism, we find that Φ is a diffeomorphism from U
onto its image. The hard part is to prove that this actually defines a group homo-
morphism, i.e. that Φ(exp(X) exp(Y )) = Φ(exp(X))Φ(exp(Y )), for all X, Y ∈ U0

such that exp(X), exp(Y ) ∈ U . One possibility for that is to show that the element
log(exp(X) exp(Y )) is obtained as an infinite (but convergent) sum of the form

log(exp(X) exp(Y )) = X + Y +
1

2
[X, Y ] +

1

12
[X, [X, Y ]]− 1

12
[Y, [X, Y ]] + . . .

where each term in the sum is a scalar multiple of “admissible” terms in the following
sense (with the involved scalars not depending on X and Y ). The set of “admissible”
elements in g is the smallest subset of g which contains X and Y and is stable under Lie
bracket. In other words, an admissible term is expressed as a word in X and Y , together
with a choice of placing the brackets.

This formula, called the Baker-Campbell Hausdorff formula is proved in [Hal15]. Note
that since φ is a Lie algebra homomorphism, it maps an admissible term in X, Y to
the the admissible term in φ(X), φ(Y ), with the same expression. So clearly, φ maps
log(exp(X) exp(Y )) to log(exp(φ(X)) exp(φ(Y ))). Proving the result. �

3. Lie subgroups

Exactly as there are two kinds of “sub manifolds”, there are two kinds of “Lie subgroups”:
the embedded subgroups, and the subgroups arising from an injective immersion. The
term “Lie subgroup” will be used for the second, larger class of subgroups.

Definition 2.18. Given a Lie group G, a Lie subgroup H ⊂ G is a Lie group such that
the inclusion map is an immersion at every point.

Example 2.19. Pick a point in a ∈ R2 which is not a multiple of a point in Q2 e.g.
a = (1,

√
2). In the torus T2 = R2/Z2, the image of the line Ra is a Lie subgroup. By

our choice of a it is dense in T2.
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Proposition 2.20. Given a Lie subgroup H ⊂ G, its Lie algebra h is naturally identified
with a Lie subalgebra of g. The embedding h ⊂ g may be described as

h = {X ∈ g | exp(tX) ∈ H, for all t ∈ R}1.

Moreover, any Lie subalgebra h ⊂ g is the Lie algebra of exactly one connected Lie
subgroup H of G.

Proof. Since the inclusion map i : H ↪→ G is an analytic group homomorphism, its
differential di is a Lie algebra homomorphism. Moreover, since i is an immersion, di is
injective, thus giving the desired inclusion h ↪→ g. We admit the other statements. �

While the above result gives a perfect correspondence between connected Lie subgroups
and Lie subalgebras, there also exist a nice characterization of embedded Lie subgroups.

Theorem 2.21 (Cartan, Von Neumann). An embedded Lie subgroup is always closed.
Conversely any closed subgroup of a Lie group is automatically an embedded Lie subgroup.

This result is very strong because it allows to pass from a mere topological property to a
much stronger Lie subgroup structure.

Corollary 2.22. Consider two Lie groups G and H, with G connected, and a Lie group
homomorphism Φ : G→ H. Denote by φ : g→ h its derivative. We have

(1) The kernel of Φ is a Lie subgroup of G. Its Lie algebra is the kernel of φ;
(2) The image of Φ is a Lie subgroup of H; its Lie algebra is the range of φ;

Proof. (1) Since Φ is continuous, its kernel is a closed subgroup, hence it is an
embedded Lie subgroup. Its Lie algebra is then {X ∈ g | Φ(exp(tX)) = eH for all t ∈ R}.
Since Φ(exp(tX)) = exp(tφ(X)) for all X ∈ g, we clearly see that the Lie algebra of
Ker(Φ) is the kernel of φ.

(2) Denote by H1 ⊂ H the Lie subgroup of H whose Lie algebra is φ(g). This group is
generated by the elements exp(φ(X)), X ∈ g. On the other hand Φ(G) is generated by
the elements Φ(exp(X)), X ∈ g. So we see that Φ(G) coincides with H1. �

4. The adjoint representation

There are in fact two adjoint representations: one for the Lie group, one for the Lie
algebra. We will see how they are related and give some extra properties.

Lie group setting. Given a Lie group G, we may define for each g ∈ G a smooth au-
tomorphism I(g) : h ∈ G 7→ ghg−1 ∈ G. Such group automorphisms are called inner
automorphisms. The differential of I at e is then an invertible endomorphism of the
Lie algebra g of G, denoted by Ad(g) ∈ L(g); it is even a Lie algebra automorphism.
The mapping Ad : G → GL(g) is then a linear representation of G, called the adjoint
representation.

Lie algebra setting. Given a Lie algebra g over k, a derivation D of g is a k-linear map
D : g → g such that D([X, Y ]) = [DX, Y ] + [X,DY ] for all X, Y ∈ g. One checks that
if D and D′ are two derivations, then so is DD′ −D′D. This operation turns the vector
space Der(g) of all derivations of g into a Lie algebra.

1In fact this description only holds if H has countably many connected components, which we will
always assume.



4. THE ADJOINT REPRESENTATION 17

It follows from the Jacobi identity that any X ∈ g, the endomorphism ad(X) : g→ g is
actually a derivation, called an inner derivation. The map ad : g → Der(g) is actually
a Lie algebra homomorphism, called the adjoint representation. The term representation
of a Lie algebra refers to a Lie algebra homomorphism from a given Lie algebra into the
Lie algebra L(V ) of all endomorphisms of a finite dimensional vector space V , endowed
with the Lie bracket of [X, Y ] = XY − Y X. Since ad is a representation, its image is a
Lie subalgebra of Der(g).

Lemma 2.23. Take a Lie group G with Lie algebra g. The group Aut(g) of all automor-
phisms of g is a Lie group. Its Lie algebra is Der(g). The subgroup Int(g) := {Ad(g) | g ∈
G} is a Lie subgroup of Aut(g). Its Lie algebra is ad(g). Finally the map ad : g→ Der(g)
is the derivative at e of the homomorphism Ad : G→ Aut(g).

Proof. Aut(g) is clearly a closed subgroup of GL(g) so it is an embedded Lie sub-
group. Denote by exp : L(g) → GL(g) the exponential mapping (which coincides with
the usual exponential of endomorphisms). We know that the Lie algebra of Aut(g) is
the set {D ∈ L(g) | exp(tD) ∈ Aut(g) for all g ∈ R}. On the one hand, observe that if
exp(tD) is a Lie algebra automorphism for all t ∈ R, then

(4.1) exp(tD)[X, Y ] = [exp(tD)X, exp(tD)Y ], for all X, Y ∈ g, t ∈ R.
If we differentiate this expression at e we get exactly the condition that D is a derivation.
Conversely, if D is a derivation, then we get by induction on n ≥ 1 that

Dn[X, Y ] =
n∑
i=0

n!

i!(n− i)!
[DiX,Dn−iY ], for all X, Y ∈ g.

One easily deduces that D verifies (4.1). So the Lie algebra of Aut(g) is indeed Der(g).

Let us now compute the derivative of Ad. First of all, recall that for all g ∈ G, Ad(g)
is itself the derivative at e of I(g) : h 7→ ghg−1. Thus we know that exp(Ad(g)X) =
I(g)(exp(X)) = g exp(X)g−1, for all g ∈ G, X ∈ g. This easily implies that g 7→ Ad(g)
is smooth. Proceeding as in Proposition 2.17 we find for all t ∈ R and X, Y ∈ g,

exp(Ad(exp(tX))tY ) = exp(tX) exp(tY ) exp(−tX) = exp(tY + t2[X, Y ] +O(t3)).

Hence for t small enough, Ad(exp(tX))tY = tY + t2[X, Y ] +O(t3). This shows that the
derivative at t = 0 of t 7→ Ad(exp(tX))Y = Y + t[X, Y ] + O(t2) is ad(X). So indeed,
d(Ad)e = ad.

Corollary 2.22 thus implies that ad(g) is the Lie algebra of Int(g) = Ad(G). �

Corollary 2.24. The kernel of the adjoint representation of a connected Lie group is
its center.

Proof. If Ad(g) = eGL(g), then Ad(g)X = X for all X ∈ g. This amounts to
exp(Ad(g)X) = exp(X), and further, I(g)(exp(X)) = exp(X), which means that g
commutes with all exp(X) for X ∈ g. Since G is connected, it is generated by the image
of the exponential map. So g follows in the center of G. This argument can clearly be
reversed to show the converse inclusion. �

Thanks to the above fact, we may also prove a nice correspondance between Lie groups
and Lie algebras in the case of trivial center.

Corollary 2.25. Two connected Lie groups with trivial center are isomorphic if and
only if their Lie algebras are isomorphic.
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Proof. We already know that if two Lie groups G and H are isomorphic, then so
are their Lie algebras g and h. Conversely, assume that φ : g → h is a Lie algebra
isomorphism. Then Ψ : T ∈ Aut(g) 7→ φTφ−1 ∈ Aut(h) is a group isomorphism, and
even a Lie group isomorphism. Moreover, its derivative is given by the same formula
ψ : T ∈ Der(g) 7→ φTφ−1 ∈ Der(h). It is easily checked that the inner derivation
ad(X) ∈ ad(g) is mapped to the derivation ad(φ(X)) ∈ ad(h). So ψ maps ad(g) to
ad(h), which shows that Ψ maps Ad(G) onto Ad(H). Moreover, since G ' Ad(G) and
H ' Ad(H), we are done. �



CHAPTER 3

Algebraic groups

In this chapter we go over some basic definitions of algebraic groups, over a field of
characteristic 0, but not necessarily algebraically closed (typically R or Q). We will use
a rather naive and incomplete approach.

We follow Benoist’s presentation [Ben08]. There are two more standard and compre-
hensive references on this topic: the book of Humphreys [Hum81] mostly deals with
algebraically closed fields but it is good to get familiar with the main concepts related to
algebraic groups. The book of Borel [Bor91] emphasizes more the field of definition and
allows non-algebraically closed fields.

1. Affine and projective algebraic k-varieties

Let us fix an algebraically closed field K and an arbitrary subfield k. We recall here the
definitions of affine and projective k-varieties.

Consider a k-vector space Vk and put V := K ⊗k Vk. Denote by K[V] the ring of regular
functions on V over K (i.e. polynomials), and by k[V] the k-subring of functions that
map Vk into k. Note that K[V] = K ⊗k k[Vk].

For a subset X ⊂ V denote by I(X) ⊂ K[V] the ideal of functions vanishing on X and
by Ik(X) := I(X) ∩ k[V]. Conversely if I ⊂ K[V] is an ideal we denote by V (I) ⊂ V the
set of common zeroes of the elements of I. Recall that the sets V (I) are the closed sets
of the Zariski topology on V. A Zariski closed subset is also called an affine algebraic
variety. Note that we may restrict the Zariski topology to any affine variety.

An ideal I ⊂ K[V] is said to be defined over k if it is spanned over K by its intersection
with k[V]. This is equivalent to I = K ⊗k (I ∩ k[Vk]). An affine variety X ⊂ V is said to
be defined over k if its ideal I(X) is defined over k. In contrast, X is said to be k-closed if
it is the zero set of some ideal I defined over k: X = V (I). These two definitions do not
coincide in general, but they do in characteristic 0. This fact is actually very convenient
in practice.

An algebraic variety X ⊂ V comes with its ring of regular functions K[X] = K[V]/I(X).
If X is defined over k, then the ring of k-regular functions k[X] = k[V]/Ik(X) is such that
K[X] = K⊗k k[X]. In this case we denote by Xk := X∩kd the set of k-points of X. Note
that the algebras k[X] appearing this way are finitely generated and reduced k-algebras.

Remark 3.1. In fact an affine algebraic variety X is homeomorphic (w.r.t. Zariski topolo-
gies) to the set of maximal ideals of its algebra K[X]. If it is defined over k it is not
necessarily the case that the set of k-points Xk corresponds to maximal ideals of k[X].
In fact a k-point x ∈ X corresponds to an ideal I = Ik(x) inside k[X] which is maximal
and such that k[X]/I = k. In particular, the notion of k-point is independent of the
algebraically closed field K that contains k. We leave this as an exercise to those that
followed the algebraic geometry course in the first semester.

19
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A morphism (or rational map) between two affine varieties X and Y is a map ϕ : X→ Y
for which composition f 7→ f ◦ ϕ defines a K-algebra morphism f∗ : K[Y]→ K[X] (this
sloppy formulation can easily be made rigorous). When X and Y are defined over k, we
say that f is defined over k if f∗(k[Y]) ⊂ k[X]. Not that any k-morphism maps k-points
into k-points.

A k-variety is said to be k-irreducible if it can not be covered by two proper k-closed
subsets (i.e. subvarieties). This amounts to saying that its ring of functions k[X] is
an integral domain. In this case we denote by k(Z) its fraction field, called the field
of k-rational functions. Using the Noetherian property of k[V] one can show that any
affine k-variety is a finite union of irreducible subvarieties. Its (finitely many) maximal
irreducible subvarieties are called the irreducible components of X.

The dimension of an irreducible k-variety X is the transcendence degree of the function
field k(X) over k. Here, k(X) is the fraction field of k[X].

The tangent space Tx of X at a point x is the K-vector space of point derivations on the
local ring, i.e. K-linear maps d : K[X]x → K such that d(fg) = d(f)g(x)+f(x)d(g) for all
f, g ∈ K[X]x. Here K[X]x denotes the ring of rational functions P/Q with P,Q ∈ K[X],
Q(x) 6= 0.

Exercise 3.2. More concretely, if X ⊂ V, check that we may identify Tx with the
subspace of V defined as the intersection of kernels of differentials dPx ∈ V as P varies
in I(X):

Tx =
⋂

P∈I(X)

Ker(dPx).

Deduce that if X is defined over k, and x ∈ Xk is a k-point then Tx(k) := g ∩ Vk spans
linearly Tx over K (better, Tx = K ⊗k Tx(k)).

Although the exercise gives a concrete way of picturing the tangent space, our initial
definition is more functional. In particular, we see that any K-morphism ϕ : X → Y
admits a differential dϕx : Tx(X)→ Tϕ(x)(Y) at any point x ∈ X. Also it makes it easier
to define the tangent bundle of X as the space of derivations of K[X], but we won’t discuss
its bundle structure precisely.

A point in an irreducible variety X is said to be smooth if its tangent space has minimal
dimension. We admit a few facts:

(1) The set of smooth points of a variety X is then a non-empty Zariski open set
(which is defined over k if X is).

(2) If x ∈ X is smooth then dim(Tx) = dim(X).
(3) In this case X ⊂ V coincides on a neighborhood of x with the zero set of poly-

nomials Pi ∈ I(X), 1 ≤ i ≤ dim(V)− dim(X) such that Tx = ∩i Ker(dPi).

The variety X is said to be smooth if all of its points are smooth.

In the case where k = R or C, the set of k-points of a smooth affine k-variety X ⊂ V
is an analytic submanifold of Vk with dimension dim(X) and the set of k-points of its
algebraic tangent space is equal to its analytic tangent space.

More generally, one may define k-schemes and general k-varieties by gluing affine k-
varieties. We won’t need the full generality here, but only the case of projective varieties.
We bypass the gluing procedure and define them as follows. A subset of the projective
space P(V) is said to be Zariski closed if it is the set of common zero of a family of
homogeneous polynomials Pi on V. Note that such zero set is indeed well defined in the
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projective space thanks to homogeneity. A Zariski closed set is also called a projective
variety, and it is said to be k-closed if the polynomials Pi have coefficients in k. Since we
only care about characteristic 0 we also say in this case that the variety is defined over k,
or is a k-variety. The set of k-points of a k-variety Z is by definition the set Z ∩ P(Vk).
One can in this context also define the notion of a regular function on a projective variety,
a k-morphism between two projective varieties, etc. This can all be made consistent with
the affine case.

We finally define a quasi-projective k-variety to be a k-open subset of a projective k-
variety. For example, the process of homogenization of a polynomial shows that any
affine k-variety is quasi-projective.

This algebraic setting has to advantages. First it allows to keep track of fields of definition,
while at the same time offering the possibility to work with points in the algebraic closure
(Note however that a k-variety may have no k-point at all). The second advantage is that
the image of an algebraic variety by a morphism needs not be closed again an algebraic
variety, but it still behaves well:

Theorem 3.3 (Chevalley). Let ϕ : X → Y be a morphism between two algebraic K-
varieties. Then the range ϕ(X) contains an open subset of its closure, for the restriction
of the Zariski topology on Y.

Caution: we are only dealing with K varieties. There is no analogous result for k-points
in general. For example, the map x ∈ R 7→ x2 ∈ R does not map R onto a Zariski open
subset of R.

The proof relies on the following lemma in commutative algebra.

Lemma 3.4. Consider two K-algebras A ⊂ B such that B is a finitely generated A-algebra
and an integral domain. Then for every non-zero element b ∈ B there exists a non-zero
element a ∈ A such that every morphism φ : A → K satisfying φ(a) 6= 0 extends to a

morphism φ̃ : B → K satisfying φ̃(b) 6= 0.

Proof. We may proceed by induction on the number of generators of B over A,
hence reducing to the case where B is generated by one element x. So B is a quotient of
A[T ]. If B = A[T ] the result is easy. If B is a proper quotient of A[T ], take P ∈ A[T ] to
be a polynomial of minimal degree d such that P (x) = 0. Denote also by L the fraction
field of A and observe that the ideal I := {Q ∈ L[T ] | Q(x) = 0} is generated by P . We
thus have a commutative diagram:

L[T ] → L[T ]/I
∪ ∪

A[T ] → B

In particular, the element b ∈ B may be viewed inside L[T ]/I as the image of a polynomial
Q0 ∈ L[T ] of degree at most d − 1. Multiplying Q0 by an appropriate element of A we
get a polynomial Q ∈ A[T ] such that b divides Q(x) inside B and still deg(Q) ≤ d− 1.

Note that P is irreducible over L[X] because B is an integral domain. Since we are
in characteristic 0 we deduce that P and P ′ are co-prime. Thus we may find r ∈ A
and R1, R2 ∈ A[T ] such that r = R1P + R2P

′. Take for q a non-zero coefficient of the
polynomial Q, for pd the coefficient of T d in P and set a := rpdq.

Take a morphism φ : A → K such that φ(a) 6= 0, and denote by φ+ its extension
A[T ] → K[T ]. Since φ(a) 6= 0, we see that φ+(Q) 6= 0. Moreover, the polynomial
φ+(P ) ∈ K[T ] has degree d, so it admits d roots in K. Since moreover φ(r) 6= 0, we see
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that these roots are distinct in K. Thus there exists one of these roots λ ∈ K which is
not a root of φ+(Q) (because φ+(Q) has degree at most d−1). Define now φ1 : A[T ]→ K
to be the composition of φ+ : A[T ]→ K[T ] with the evaluation at λ. We clearly see that
φ1(P ) = φ+(P )(λ) = 0.

Claim. φ1 vanishes on {R ∈ A[T ] | R(x) = 0}.
Here there is a minor subtlety: if we knew that φ1 could be extended to L[T ] then the
condition φ1(P ) = 0 would imply the claim. But φ1 may have zeroes on A. So φ1 needs
not extend to L[T ]. But the claim follows easily from the following fact: if R(x) = 0 and
R ∈ A[T ], then we may find an integer n ≥ 0 and R0 ∈ A[T ] such that R = R0P/p

n
d .

Since φ(pd) 6= 0, we then get φ1(R) = φ1(R0P )/φ(pd)
n = 0 proving the claim. We leave

the proof of the fact as an exercise.

Thanks to the claim, φ1 then defines a morphism φ̃ on B. Since λ is not a root of φ(Q)

we deduce that φ1(Q) 6= 0 and hence φ̃(Q(x)) 6= 0, which implies that φ̃(b) 6= 0, as
desired. �

In fact we won’t use the element b in the proof of Chevalley’s Theorem, we will only use
the fact that there exists a ∈ A such that any morphism φ : A→ K that does not vanish
on a extends to a morphism of B. (Observe that the element b was used in the proof of
the lemma).

Proof of Theorem 3.3. We may assume that both X and Y are affine irreducible
K-varieties, and that ϕ(X) is Zariski dense in Y. Since the range of ϕ is Zariski dense in
Y, the morphism ϕ∗ : K[Y]→ K[X] is injective. The above lemma applies to A = K[Y]
and B = K[X]. So we may find a function a ∈ A = K[Y] such that any morphism
φ : A → K that does not vanish on a extends to a morphism on B. But note that
morphisms φ : A → K are exactly evaluation maps at points of Y. Saying that a
morphism extends to B then amounts to saying that the point is in the range of ϕ. So
we readily see that the set of points y ∈ Y such that a(y) 6= 0 is contained in the range
of ϕ. This set is clearly an open set. �

In fact, a similar proof with a little more commutative algebra shows the following.

Corollary 3.5. Assume that K has characteristic 0. Let φ : X → Y be a morphism
between two K-varieties, whose range is Zariski dense in Y. Then there is a Zariski open
subset U of X such that for all x ∈ U , the derivative dφx : Tx(X)→ Tφ(x)(Y) is onto.

We omit the proof.

2. Algebraic groups and their Lie algebras

Keep the notation k ⊂ K as before, and we assume moreover that they have characteristic
0.

Definition 3.6. An (affine) algebraic group over k is an affine algebraic variety over k
whose set of K-points G is a group such that the product and inverse maps (x, y) 7→ xy
and x 7→ x−1 are k-rational.

It is a fact that in a k-algebraic group G, the neutral element e is always a k-point.
Indeed {e} is the range of G by the k-rational map x 7→ xx−1 and so it is defined over k
(thanks to Galois theoretic considerations).
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A k-morphism between two k-algebraic groups G and H is a k-morphism of k-varieties
which is also a group homomorphism. The morphism is called a k-isogeny if it is surjective
and has finite kernel. We warn that the surjectivity assumption is only made on the K-
points, but needs not happen on the sets of k-points.

Example 3.7. Most Lie groups that we have encountered are algebraic groups. For
example GL(d,K) is an algebraic groups defined over the prime field of K. We will
see that any algebraic group as defined above is in fact isomorphic with a subgroup of
GL(d,K). Let us describe such a representation for the two one dimensional algebraic
groups. The additive group Ga := (K,+) is realized as a linear group via the embedding

x ∈ K 7→
(

1 x
0 1

)
.

The multiplicative group Gm := (K∗,×) is identified with the linear group

{
(
x 0
0 y

)
| xy = 1}.

These two groups are defined over the prime field of K (over Q in our case). They are
not isomorphic as algebraic varieties (since k[Ga] = k[X] while k[Gm] = k[X,X−1]) so
nor as algebraic groups.

A k-character on a k-group G is a k-morphism G → Gm and a k-cocharacter is a k-
morphism Gm → G.

A k-representation is a k-morphism G → GL(W), where W = K ⊗k Wk and Wk is a
k-vector space, and the k-structure on GL(W) is inherited from the one on End(W) as
before. So a morphism π : G→ GL(W) is a k-representation if and only if the coefficient
functions g 7→ π(g)i,j in a basis of Wk are k-rational functions on G.

Proposition 3.8. Consider a morphism ϕ : G→ H between two algebraic groups. Then
the range ϕ(G) is closed inside H.

Proof. We may replace H by the closure of ϕ(G). In this case Theorem 3.3 implies
that ϕ(G) is a subgroup of H that contains an open subset. By homogeneity, it is thus a
Zariski open subgroup. Since an open subgroup is also closed, we conclude that ϕ(G) is
both closed and dense in H, showing equality. �

Remark 3.9. There is a subtlety about the definition of algebraic groups. In general, an
algebraic group is not a topological group for its Zariski topology. Namely the Zariski
topology on the product G×G is not the product of the Zariski topology on G by itself
in the usual topological sense. So the product map G×G→ G is not continuous for the
product topology in general. However, the translation functions λg : x ∈ G 7→ gx are
continuous, which ensures that the above proof is correct (check it).

We now prove that any affine group is linear. Let us start with some notation: the left
and right regular representations λ and ρ of G on its function algebra K[G] are defined
by λx(f)(y) = f(x−1y) and ρx(f)(y) = f(yx) for all x, y ∈ G, f ∈ K[G].

Lemma 3.10. Fix a k-group G. Given a finite dimensional vector subspace E ⊂ K[G],
there exists a finite dimensional subspace F ⊂ K[G] defined over k, which contains E
and which is globally invariant under the right regular representation. In particular, k[G]
is an increasing union of finite dimensional ρ-invariant vector spaces.
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Proof. We may enlarge E if needed and assume that E is defined over k. In this case
it suffices to verify it for 1-dimensional k-subspaces of E. So without loss of generality,
we may assume that E is one dimensional, spanned by an element f ∈ k[G].

By definition of products of algebraic varieties, the algebra of k-regular functions on the
variety G×G is k[G]⊗k k[G]. The product map induces a map µ∗ : k[G]→ k[G]⊗k k[G].
Write µ∗(f) =

∑
i ai ⊗ bi with ai, bi ∈ k[G]. Then for all g, h ∈ G, we have ρg(f)(h) =

f(hg) = µ∗(f)(h, g) =
∑

i ai(h)bi(g). Hence, ρg(f) =
∑

i bi(g)ai ∈ F and we see that
ρ(G)f is contained in the linear span of the ai’s. So we have found a finite dimensional
vector space defined over k which contains ρ(G)E. The intersection of all such vector
spaces is then globally invariant and still defined over k. �

Corollary 3.11. Any k-group G is isomorphic to a k-subgroup of GL(d,K).

Proof. Denote by E ⊂ K[G] a finite generating set of K[G] and by F ⊂ K[G] a
finite dimensional vector space which is defined over k and globally ρ(G)-invariant and
which contains E. Let us check that the restriction of ρ to F is a k-rational representation
π of G.

Since F is ρ(G)-invariant, we have that µ∗(F ) ⊂ F ⊗K K[G]. Take a basis f1, . . . , fn ∈
k[G] of F . Then we may find functions mi,j ∈ k[G] such that µ∗(fi) =

∑
j fj⊗mi,j. Then

we deduce that
ρg(fi) =

∑
j

mi,j(g)fj.

Denoting by Fk the k-span of f1, . . . , fn, we get a k-structure Endk(Fk) in End(F ). Saying
that π is a k-rational representation into GL(F ) is exactly saying that mi,j are k-rational
functions on G.

The kernel of π is trivial, because if ρ(g) acts trivially on E ⊂ F then it acts trivially on
the whole K[G]. This is easily seen to imply that g = e. So the representation is injective.
By Proposition 3.8 we know that the range π(G) is a closed subgroup of GL(d,K). It is
in fact k-closed because it is globally invariant under the Galois group of K over k. �

Remark 3.12. In the above proof, we admit that a bijective algebraic morphism between
two smooth K-varieties (e.g. algebraic groups) is in fact an isomorphism.

Definition 3.13. The Lie algebra g of a k-group G is the vector space of left invariant
derivations on K[G], i.e. linear maps D : K[G] → K[G] such that D(fg) = fD(g) +
gD(f) and Dλx = λxD for all f, g ∈ K[G] and x ∈ G. The Lie bracket on g is the
expected one: [D1, D2] = D1D2 −D2D1.

One can prove that the map D ∈ g 7→ De ∈ Te(G) is a linear isomorphism. So the
Lie algebra of G is naturally identified with its tangent space at the neutral element (as
vector spaces). If G is defined over k, we denote by gk the set of k-points of g, i.e. the
subset of derivations that map k[G] into itself. As we observed, when k = R or C, gk is
equal to the Lie algebra of the Lie group Gk.

Note that for any ring A ⊂ K, the set GA := G∩GL(d,A) is again a group. This notation
is consistent with the notation Gk for the set of k-points.

3. Actions of algebraic groups

Definition 3.14. Fix a k-group G and a k-variety X. An algebraic action of G on X is
a group action of G on X such that the map (g, x) ∈ G × X 7→ g · x ∈ X is rational. If
this map is k-rational, we talk about a k-action.
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From Theorem 3.3 we deduce the following result that generalizes the case of group
homomorphisms.

Proposition 3.15. The orbits of an algebraic action are open in their closure.

Let us now prove another result of Chevalley about homogeneous spaces. In particular
the result gives to any homogeneous space G/H the structure of an algebraic variety.

Theorem 3.16 (Chevalley). Take a k-group G and a k-subgroup H < G. Then there
exists a k-representation of G on a vector space V = K ⊗k Vk and an element v ∈ Vk

such that the stabilizer in G of the line Kv is exactly H, i.e. H = {g ∈ G | gv ∈ Kv}.

Proof. Denote by I := {f ∈ K[G] | f|H = 0} and by Ik := I ∩ k[G] the ideals
corresponding to H. By Lemma 3.10 we may find a finite dimensional subspace F ⊂ K[G]
defined over k, which is invariant under ρ(G) and such that F ∩Ik generates I as an ideal
inside K[G].

As in Corollary 3.11, the restriction of ρ to F is a representation π of G defined over k.
Moreover, for g ∈ G, π(g) preserves F ∩ I if and only if ρ(g) preserves I. The latter is
equivalent to g ∈ H.

Denote by d := dim(F ∩ I) and consider the representation π̃ of G on V :=
∧
d F defined

by π̃(g)v1 ∧ · · · ∧ vd = (π(g)v1) ∧ · · · ∧ (π(g)vd) for g ∈ G, vi ∈ F . This representation is
again algebraic, and defined over k, for the k-form Vk :=

∧
d(F ∩ k[G]) ⊂ V. Then for

a basis v1, . . . , vk of F ∩ Ik, we see that the k-point v = v1 ∧ · · · ∧ vk is a k-point in V.
Moreover, one checks that π̃(g)v ∈ Kv if and only if g(F ∩ I) ⊂ F ∩ I. We have seen
that this amounts to g ∈ H. �

The above result gives to G/H the structure of a quasi-projective k-variety. Indeed,
denote by x = Kv ∈ P(V). Then Proposition 3.15 shows that the orbit Gx ⊂ P(V) is
open in its closure, so it is a quasi-projective variety which is identified as a set with
G/H. Because this orbit is invariant under the Galois group of K over k it is actually a
quasi-projective k-variety. Observe also that the action of G on G/H is k-rational.

Proposition 3.17. Let k = R or C, and let G be a k-group.

(1) If G is Zariski connected, the group Gk is Zariski dense inside G.
(2) Take a k-action of G on a k-variety X. Then for all v ∈ Xk, the Gk-orbits inside

(Gv)k = Gv ∩ Xk are open and closed for the analytic topology.

Proof. (1) Gk is a Lie group over k, whose Lie algebra is gk. In particular the Zariski
closure of Gk is a k-subgroup H of G whose Lie algebra contains g. Since G is connected,
this forces G ⊂ H, and hence H = G.

(2) We may assume that X = Gv, in which case, by homogeneity, every point of X is
smooth. So Gk and Xk are analytic k-manifolds whose tangent spaces identify with the
k-points of their algebraic tangent spaces. The orbit map g ∈ G 7→ gv ∈ X is onto, so
its differential is again onto on a non-empty Zariski open subset of G by Corollary 3.5.
By G-invariance, the differential has to be onto at every point of G, and hence at e. So
the differential dρe : Te(G) → Tv(X) is onto and maps k-points onto k-points. By the
normal form theorem for sub-immersions, we know that ρe has open range inside Xk.
This argument shows that in fact all the Gk orbits are open in Xk. Thus they are also
closed. �
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4. Jordan decomposition

We show here that the Jordan decomposition for matrices actually fits in the framework
of algebraic groups. We continue to denote by k a subfield of an algebraically closed field
K of characteristic 0.

Recall that an endomorphism of a k vector space Vk is called semi-simple if it is diag-
onalisable over K, i.e. as an endomorphism of V = K ⊗k Vk. An endomorphism u of
Vk is unipotent if its only eigenvalue over K is 1. This amounts to require that u− 1 is
nilpotent.

Recall that there are two versions of the Jordan decomposition.

• The additive version states that any endomorphism X of Vk can be decomposed
as the sum of a semi-simple endomorphism S ∈ End(Vk) and a nilpotent endo-
morphism N ∈ End(Vk) such that [S,N ] = 0. This decomposition is unique and
S and N are expressed as polynomials in X (with coefficients in k).
• The multiplicative version states that any invertible endomorphism g ∈ GL(Vk)

writes as the product of a semi-simple endomorphism s ∈ GL(Vk) and a unipo-
tent endomorphism u ∈ GL(Vk) such that [s, u] = 1. This decomposition is
unique and s and u are expressed as polynomials in g.

To pass from one decomposition to the other observe that if g ∈ GL(Vk) and if g = S+N
is its additive Jordan decomposition then S is invertible. Hence we may set s := S and
u := 1 + S−1N , so that g = su.

Proposition 3.18. Let Vk be a k-vector space, set V = K ⊗k Vk and take a k-subgroup
G ⊂ GL(V). Take g ∈ G and write g = su for its Jordan decomposition in GL(V). We
have:

(1) Any subspace W ⊂ V which is g-invariant is also s and u-invariant.
(2) We have s, u ∈ G.
(3) If g ∈ Gk then s, u ∈ Gk.
(4) g is semi-simple (resp. unipotent) if and only if ρg is semi-simple (resp. unipo-

tent) on K[G], in the sense that its restriction to any finite dimensional G-
invariant subspace of K[G] is semi-simple (resp. unipotent).

Proof. (1) This is obvious since s and u are expressed as polynomials in g.
(2) For m ≥ 1 denote by πm the linear representation of GL(V) on Km[End(V)] := {P ∈
K[End(V)] | deg(P ) ≤ m} via πm(g)(P ) : x 7→ P (xg). One checks that if g is semi-simple
or unipotent on V, then so is πm(g) on Km[End(V)]. In particular πm(g) = πm(s)πm(u)
is the Jordan decomposition of πm(g) on Km[End(V)].

Now denote by I(G) ⊂ K[End(V)] the ideal corresponding to G, and set Im(G) :=
I(G) ∩ Km[End(V)]. Assume that we chose m such that Im(G) generates I(G) as an
ideal of K[End(V)]. We see that an element g ∈ GL(V) belongs to G if and only if πm(g)
leaves Im(G) invariant. So the statement follows from item (1).
(3) We saw above that this fact is true for the ambient group GL(V) so it remains true
for G since Gk = G ∩GL(Vk).
(4) If g is semi-simple then we saw in the proof of (2) that πm(g) is a semi-simple
endomorphism of Km[End(V)], which preserves Im(G), so the quotient representation ρm
on Km[G] := Km[End(V)]/Im(G) is such that ρm(g) is semi-simple as well. But note that
Km[G] are finite dimensional G-invariant subspaces of K[G] which exhaust K[G] as m
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goes to infinity, and ρm is the restriction of ρ. So indeed ρg is semi-simple on K[G]. The
same argument also shows that if g is unipotent, then ρg is unipotent on K[G].

Conversely, assume that ρg is a semi-simple endomorphism of K[G]. Write g = su for its
Jordan decomposition, s, u ∈ G. Since g and s commute and ρg and ρs are semi simple
endomorphisms of K[G] this is also the case of ρu. And at the same time we know that
ρu is unipotent, so we conclude that ρu = id on K[G]. This implies that u = 1, and thus
g is semi-simple. The same argument also shows that if ρg is unipotent then so is g. �

Remark 3.19. Observe that when k = R and g ∈ GR ⊂ GL(V) is a semi-simple ele-
ment whose eigenvalues are real and positive, then we may write g = exp(X) for some
endomorphism X of V with real eigenvalues. Then we see that for all t ∈ R, the element
gt = exp(tX) is also in GR, because πm(gt) has the same eigenspaces as πm(g), and hence
also preserves Im(G).

Corollary 3.20. If G and H are two algebraic groups and φ : G → H is a rational
morphism then φ maps semi-simple (resp. unipotent) elements of G to semi-simple (resp.
unipotent) elements in H. In particular, the Jordan decomposition makes sense in G
independently of a rational embedding G ⊂ GL(V).

Proof. Take two rational embeddings G ⊂ GL(V), H ⊂ GL(W). So when we say
semi-simple or unipotent it will be with respect to these representations.

By Proposition 3.8, we know that the range of φ is a closed subgroup of H. So we may
replace H by this subgroup and assume without loss of generality that φ is surjective.
The algebra homomorphism φ∗ : K[H]→ K[G] is then an embedding, which intertwines
the right regular representations, i.e. ρgφ∗ = φ∗ρφ(g) for all g ∈ G. This implies easily
that if ρg is semi-simple or unipotent on K[G] then so is ρφ(g) on K[H]. So the first part
of the corollary follows from Proposition 3.18, (4).

In particular we deduce that the notions of semi-simple and unipotent elements in G
don’t depend on the choice of a rational embedding G ⊂ GL(V). Moreover if g = su is
the Jordan decomposition of g ∈ G, then it is clear that φ(g) = φ(s)φ(u) is the Jordan
decomposition of φ(g). �

Exercise 3.21. Deduce from the above corollary that there is no rational morphism from
Gm into Ga, nor from Ga into Gm. Give also a direct proof of this fact.
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CHAPTER 4

General structure of Lie algebras

In this section, we study Lie algebras over a field k of characteristic 0. We will also some-
times consider an algebraically closed field K containing K (hence K also has character-
istic 0). The presentation is inspired from Yves Benoist’s notes (Section 2 in [Ben08]).

1. Nilpotent and solvable Lie algebras

An ideal in a Lie algebra g is a vector subspace a ⊂ g such that [a, g] ⊂ a. It is in
particular a Lie subalgebra of g. A Lie algebra is called abelian if its bracket is identically
0.

Definition 4.1. A k-Lie algebra g is said to be nilpotent (resp. solvable) if there exists
an increasing family of ideals g = g0 ⊃ · · · ⊃ gn = {0} such that [g, gi] ⊂ gi+1 (resp.
[gi, gi] ⊂ gi+1) for all 0 ≤ i ≤ n− 1.

Exactly as is done with groups one checks that g is nilpotent (resp. solvable) if and only
if the non-increasing sequence of ideals gi defined by g0 = g and gi+1 = [g, gi] (resp.
gi+1 = [gi, gi]) vanishes after some finite i.

It is obvious that a nilpotent Lie algebra is always solvable, but the converse in not true
in general.

Example 4.2. The prototypical examples are the following ones.

• The Lie algebra ad of diagonal matrices in Md(k) is abelian;
• The Lie algebra u+

d of (strictly) upper triangular matrices in Md(k) is nilpotent;
• The Lie algebra p+

d = ad + u+
d of all upper triangular matrices is solvable.

We now present several results of Lie and Engel that relate all solvable and nilpotent
Lie algebras to the above examples. First observe that every Lie algebra is represented
on a vector space, thanks to the adjoint representation: ad : g → Der(g) ⊂ L(g). The
representation needs not be faithful, since we observed that its kernel is precisely the
center of g.

For nilpotent Lie algebras, we have the following two results.

Theorem 4.3. A Lie algebra g is nilpotent if and only if ad(X) is nilpotent as an en-
domorphism of g (meaning that there exists some k, possibly depending on X such that
ad(X)k = 0).

Theorem 4.4 (Engel). Let V be a k-vector space and consider a Lie subalgebra g ⊂ L(V )
for which every element is nilpotent. Then there exists a basis of V for which g ⊂ u+

d ,
where d = dim(V ). (In particular g is nilpotent.)

Remark 4.5. Note that the Lie algebra g = spank

(
0 1
1 0

)
is abelian and hence nilpotent.

However its elements are not nilpotent and it cannot be represented inside u+
2 in any basis

of C2. This does not contradict the above two results.

29
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The proof of the two theorems is based on the following lemma.

Lemma 4.6. Let V 6= {0} be a k-vector space and consider a Lie subalgebra g ⊂ L(V )
for which every element is nilpotent. Then there exists a non-zero vector v ∈ V such that
X(v) = 0 for all X ∈ g.

Proof. We prove by induction on the dimension of the Lie algebra g that for any
embedding of g into some L(V ) with V 6= {0} such that every element of g is a nilpotent
endomorphism of V , there exists a non-zero vector v ∈ V such that X(v) = 0 for all
X ∈ g.

If g has dimension 1, it is spanned by a single element X. If X acts as a nilpotent element
on a vector space there clearly it has a non-trivial kernel. So in this case the statement
is obvious.

Fix now a Lie algebra g and an embedding g ⊂ L(V ), V 6= 0 as in our assumptions,
and assume that the result holds true for all Lie algebra with dimension less that dim(g).
Take h ⊂ g a proper Lie subalgebra of g with maximal dimension. (Observe that any Lie
algebra g with dimension at least two always admits a non-zero proper Lie subalgebra:
any spank(X) for X ∈ g is indeed a non-zero Lie subalgebra with dimension 1).

Claim. h is an ideal in g with co-dimension 1.

Consider the adjoint representation ad : g → L(g). Being a Lie subalgebra, h preserves
the subspace h ⊂ g. So we may consider the quotient representation ρ : h → L(g/h)
given by ρ(X)(Y + h) = [X, Y ] + h, for all X ∈ h, Y ∈ g. Since dim ρ(h) < dim(g), we
may apply our induction assumption to ρ(h) and get a vector Y + h, Y ∈ g \ h, such that
ρ(X)(Y + h) = h for all X ∈ h. This amounts to saying that [X, Y ] ⊂ h for all X ∈ h.
Thus the vector space h′spanned by h and Y is a Lie subalgebra of g containing strictly
h. We conclude that it is equal to g, showing that indeed h has co-dimension 1 in g.
Moreover h is clearly an ideal in h′ = g. This proves our claim.

Now, apply the induction hypothesis to h, to deduce that the following subspace W ⊂ V
is non-zero:

W = {v ∈ V | X(v) = 0 for all X ∈ h}.
Using the claim, we see that this subspace is g invariant. Indeed, for any X ∈ g, v ∈ W
and Y ∈ h, we have

Y (X(v)) = X(Y (v))− [X, Y ](v) = 0,

so that X(v) ∈ W .

Now fix Y ∈ g \ h. Since Y acts as a nilpotent element on V this is also true for its
restriction to W . So it has a non-trivial kernel in W : there exists a non-zero vector
v ∈ W such that Y (v) = 0. Since Y and h span g, the vector v satisfies the desired
conclusion. �

Proof of Engel’s theorem. This follows from an induction on the dimension of
V . The result is clearly true if dim(V ) ≤ 1. Assume now that V is arbitrary. Thanks
to Lemma 4.6 we may find a vector v1 ∈ V such that X(v1) = 0 for all X ∈ g. Setting
W := spank(v1), the representation of g on V yields a representation on the quotient space
ρ : g→ L(V/W ). Since dim(V/W ) = dim(V )−1, we may apply the induction assumption
to find vectors v2, . . . , vd ∈ V such that V = spank({v1, . . . , vd}) and ρ(X)(vi + W ) ∈
spank({vj + W | j < i}) for all X ∈ g (with the convention that spank(∅) = {0}).
This means exactly that [X, vi] ∈ spank({v1, . . . , vi−1})for all i and all X ∈ g, i.e. that
g ⊂ u+

d . �
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Proof of Theorem 4.3. If g is nilpotent, pick a sequence of ideals g = g0 ⊃ · · · ⊃
gn = {0} such that [g, gi] ⊂ gi+1 for all i. Then we observe that for all X, Y ∈ g, and all
integer i ≥ 0, ad(X)i(Y ) ∈ gi. Thus ad(X)n = 0, showing that ad(X) is nilpotent.

Conversely assume now that each ad(X), X ∈ g is nilpotent. By Engel’s theorem, we
know that h = ad(g) is a nilpotent Lie algebra: there exist ideals h = h0 ⊃ · · · ⊃ hn = {0}
such that [h, hi] ⊂ hi+1 for all i. For each i dente by gi := ad−1(hi), the pre-image of hi.
Then clearly these are ideals in g, such that g = g0 ⊃ · · · ⊃ gn = ker(ad) = Z(g) such
that [g, gi] ⊂ gi+1. Since [g, gn] = {0}, this shows that g is nilpotent. �

In fact the second part of the proof above shows that a Lie algebra g is nilpotent if and
only if ad(g) is nilpotent. The same argument applies to solvability.

For solvable groups, we have the following theorem. Let us emphasize that it is only valid
on an algebraically closed field, as Remark 4.5 shows (for k = R for instance). This result
generalizes the fact that a complex matrix is conjugate to a triangular matrix.

Theorem 4.7 (Lie). Let K be an algebraically closed field of characteristic 0 and V a
K-vector space. Consider a solvable Lie subalgebra g ⊂ L(V ) over K. Then there exists
a basis of V in which g ⊂ p+

d , where d = dim(g).

Exactly as for the nilpotent case, Lie’s theorem follows from the following lemma.

Lemma 4.8. If V a K-vector space and g ⊂ L(V ) is a solvable Lie subalgebra over K,
then there exists a non-zero vector v ∈ V which is an eigenvector for all elements of g.

Proof. Once again, we proceed by induction on the dimension of g. The result being
trivial if dim(g) ≤ 1, let us assume that dim(g) ≥ 2. We note that [g, g] is a proper ideal
of g, and better, any intermediate vector space [g, g] ⊂ h ⊂ g is also automatically an
ideal of g. So we may find an ideal h of codimension 1 in g.

We apply the induction hypothesis to the vector subspace h and find a non-zero vector
v ∈ V such that Xv = α(X)v for all X ∈ h and some scalar α(X) ∈ K depending on
X. It is important to observe that the map α : h → K is a linear functional on h. This
observation will also play a key role in later sections.

Claim. For all X ∈ g and Y ∈ h, we have α([X, Y ]) = 0.

Fix X ∈ g. Consider a chain of subspaces {0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn where Vi =
spanK({v,Xv, . . . , X i−1v}) and n is the smallest i such that Vi = Vi+1. Note that
dim(Vn) = n and XVn ⊂ Vn. By induction one verifies that Y (X iv) = α(Y )X iv + Z for
some Z ∈ Vi. Indeed this fact is trivial for i = 0, and if it is true for some i < n, then

Y (X i+1v) = Y X(X iv) = XY (X iv)− [X, Y ](X iv)

= X(α(Y )X iv + Z)− (α([X, Y ])X iv + Z ′),

for some elements Z,Z ′ ∈ Vi. Since Z− (α([X, Y ])X iv+Z ′) belongs to Vi+1 we find that
the assertion is still true for i+ 1.

Thus the vector space Vn is globally invariant under the elements of h, and in the basis
v,Xv, . . . , Xn−1v, any element Y ∈ h can be written as an upper triangular matrix, with
diagonal coefficients all equal to α(Y ). Taking the trace on this subspace Vn, we find
Tr(Y ) = nα(Y ) for all Y ∈ h. Applying this to an element of the form [X, Y ] for Y ∈ h,
we find

nα([X, Y ]) = Tr([X, Y ]) = Tr(XY − Y X) = 0.

This proves the claim since K has characteristic 0.
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Now, denote by W ⊂ V the subspace W := {w ∈ V | Xw = α(X)w, for all X ∈ h}.
Since v ∈ W we have that W 6= {0}. Moreover, the claim implies that W is globally g
invariant. Indeed if w ∈ W , X ∈ g and Y ∈ h, we have

Y (X(w)) = X(Y (w))− [X, Y ](w) = α(Y )X(w)− α([X, Y ])(w) = α(Y )X(w),

so X(w) ∈ W . Now pick any X ∈ g \ h. Since K is algebraically closed, we may find an
element w ∈ W which is an eigenvector of X. Since h has codimension 1 in g, X and h
linearly span g. This shows that w is a common eigenvector for all elements in g. �

We leave as an exercise to complete proof of Lie’s theorem from the above lemma. To
conclude this section we provide another criterion, due to Cartan, to check that a Lie
algebra is solvable.

Theorem 4.9. Consider a k-vector space V , and a Lie subalgebra g ⊂ L(V ). Then g is
solvable if and only if

(1.1) Tr(XY ) = 0 for every X ∈ g and Y ∈ [g, g].

In the proof we will need the following two facts.

Exercise 4.10. If α1, . . . , αn ∈ k are elements such that
∑n

i=1 αiφ(αi) = 0 for all Q-linear
map φ ∈ LQ(k), then α1 = · · · = αn = 0.

Exercise 4.11. If X ∈ L(V ) is a nilpotent element, check that ad(X) : Y 7→ XY − Y X
is nilpotent in L(L(V )). Hint: for all n ≥ 1, check that ad(X)n(Y ) ∈ span({XkY Xn−k |
0 ≤ k ≤ n}).

Proof of Theorem 4.9. We first note that it suffices to prove the theorem in the
case where k is algebraically closed. Indeed, if the equivalence holds for the algebraic
closure K of k, we may apply it to the K-Lie algebra g⊗kK ⊂ LK(V ⊗kK). Observing
that g is solvable if and only if g⊗k K is, and that equation (1.1) holds for g if and only
if it holds for g⊗kK, we then conclude that the theorem holds for g. This way we reduce
to the case where k = K is algebraically closed.

If g is solvable, then we may apply Lie’s theorem to represent its elements by triangular
matrices in a fixed basis of V . Then one sees that elements of [g, g] are written as strictly
upper triangular matrices in this basis (with zeros on the diagonal). Computing the trace
in this basis clearly gives (1.1).

The converse is more delicate, although the general idea is simple: in order to show that
g is solvable, one only needs to checks that [g, g] is nilpotent. By Engel’s theorem, it
suffices to check that all elements X ∈ [g, g] are nilpotent. Apply (1.1) to find that
Tr(X2) =

∑
i α

2
i = 0, where α1, . . . , αn are the eigenvalues of X. This “shows” that each

αi vanishes, and hence that X is nilpotent.

Unfortunately, the eigenvalues of X need not be real in general, so
∑

i α
2
i = 0 does not

imply that each αi vanishes. To get around this issue, we use Jordan’s decomposition of
X inside L(V ). This will create another issue, because it forces us to get out of the Lie
algebra g so we will have to be careful to apply equation (1.1).

Given X ∈ [g, g], we may write X = S + N for its Jordan decomposition: S,N ∈ L(V )
are obtained as polynomials in X, S and N commute with each other, S is diagonalisable
over K and N is nilpotent. Representing S = diag(α1, . . . , αn) by a diagonal matrix in a
suitable basis, for any Q-linear map φ : k → k denote by φ(S) := diag(φ(α1), . . . , φ(αn)) ∈
L(V ).
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Step 1. To prove that X is nilpotent it suffices to check that Tr(Xφ(S)) = 0 for all
φ ∈ LQ(k).

Indeed note that Tr(Xφ(S)) =
∑n

i=1 αiφ(αi) so it follows from Exercise 4.10 that αi = 0
for all i, hence S = 0 and X = N is nilpotent.

Unfortunately, we cannot apply equation (1.1) to deduce that Tr(Xφ(S)) = 0 because
we don’t know that φ(S) belongs to g. The following claim fixes this gap.

Step 2. For all φ ∈ LQ(k), to prove that Tr(Xφ(S)) = 0 it suffices to check that
adφ(S) ∈ ad(L(V )) ⊂ L(L(V )) maps g into [g, g].

Indeed, if ad(φ(S)) maps g into [g, g], we get that for all Y, Z ∈ g, Tr(Y [Z, φ(S)]) = 0,
by (1.1). Thus Tr([Y, Z]φ(S)) = Tr(Y [Z, φ(S)]) = 0, and hence Tr(X ′φ(S)) = 0 for all
X ′ ∈ [g, g] and in particular for X ′ = X.

Step 3. We show that ad(X) = ad(S) + ad(N) is the Jordan decomposition of ad(X).
In particular ad(S) maps g into [g, g].

Observe that ad(S) is indeed diagonalisable with eigenvalues αi−αj and eigenvectors the
canonical matrices Ei,j. It moreover follows from Exercise 4.11 that ad(N) is nilpotent.
Moreover [ad(S), ad(N)] = ad([S,N ]) = 0, so indeed ad(X) = ad(S) + ad(N) is the
Jordan decomposition of ad(X). In particular ad(S) can be expressed as a polynomial in
ad(X). But since X ∈ g, ad(X) maps g into [g, g], and any polynomial in ad(X) does so.

Step 4. We finally prove that ad(φ(S)) maps g into [g, g].

We observed that ad(S) is a diagonal element in the basis Ei,j, with diagonal values αi−αj.
In the same basis ad(φ(S)) is the diagonal element with diagonal values φ(αi−αj). Using
an interpolation polynomial, we may find a polynomial P ∈ k[X] such that P (αi−αj) =
φ(αi−αj). Hence ad(Φ(S)) can be expressed as a polynomial in ad(S). So again, it maps
g into [g, g]. This finishes the proof of the theorem. �

2. Semi-simple Lie algebras

We continue to assume that our Lie algebras are defined over the field k of characteristic
0.

Proposition 4.12. Any Lie algebra g admits a greatest solvable ideal h, in the sense
that h is a solvable ideal of g, which contains all other solvable ideals of g. We call h the
solvable radical of g.

Proof. Note that any solvable ideal of g is contained in a maximal solvable ideal of
g. To show the proposition, it thus suffices to show that any two maximal solvable ideals
h and h′ in g coincide. But by maximality, we only need to check that h + h′ is again a
solvable ideal in g. Observe that we have a short exact sequence

0→ h→ h + h′ → (h + h′)/h = h′/(h ∩ h′)→ 0.

We leave as an exercise to check that given any short exact sequence, the extension Lie
algebra is solvable if and only if the quotient and the subalgebra both are solvable (we
also point out that the nilpotent analogue of this fact is not true). �

Definition 4.13. A Lie algebra is called semi-simple if its solvable radical is {0}.

In particular a semi-simple Lie algebra has trivial center.

Exercise 4.14. Observe that if h is an ideal inside g, then so is [h, h]. Using this, check
that a Lie algebra is semi-simple if and only if it has no abelian ideal.
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Alternatively, semi-simple Lie algebras may be characterized in terms of their Killing
form. By definition, the Killing form on a Lie algebra g is the symmetric bilinear form
B on g defined by the formula

B(X, Y ) = Tr(ad(X) ad(Y )), for all X, Y ∈ g.

This form satisfies the invariance propertyB([X, Y ], Z)+B(Y, [X,Z]) = 0 for allX, Y, Z ∈
g.

Theorem 4.15. A Lie algebra is semi-simple if and only if its Killing form is non-
degenerate.

Proof. Consider u ⊂ g the subspace u := {X ∈ g | B(X, Y ) = 0 for all Y ∈ g}.
Since B([X, Y ], Z) + B(Y, [X,Z]) = 0, for all X, Y, Z ∈ g, we see that u is an ideal in
g. Since Tr(ad(X) ad(Y )) = 0 for all X, Y ∈ u, it follows from Cartan’s criterion that
adg(u) is solvable. Since u is the extension of adg(u) by the center of g, it follows that u
is solvable. So obviously, if g is semi-simple, then u = 0, that is, B is non-degenerate.

Conversely, let us assume that B is non-degenerate and show that g is semi-simple. By
Exercise 4.14, it suffices to show that g has no abelian ideal. Take an abelian ideal a of g.
Take a supplementary space a′ of a in g: g = a⊕ a′. In this decomposition, the elements
ad(X) and ad(Y ), X ∈ a, Y ∈ g are written as bloc matrices

ad(X) =

(
0 ∗
0 0

)
and ad(Y ) =

(
∗ ∗
0 ∗

)
.

So it is obvious that Tr(ad(X) ad(Y )) = 0 for all X ∈ a, Y ∈ g. Hence a ⊂ u = {0}. �

The above characterization shows that semi-simplicity does not depend on the field of
definition: if g is a k-Lie algebra then for all field extension k ⊂ k′, g is semi-simple if and
only if g⊗k k′ is semi-simple over k′. In fact it can be proved that the solvable radical of
g⊗k k′ is r⊗k k′, where r is the solvable radical of g.

If g, h and k are Lie algebras, we write k = g ⊕ h to mean that k is the direct sum of g
and h as vector spaces, and that [X, Y ] = 0 for all X ∈ g, Y ∈ h.

Proposition 4.16. Let g be a semi-simple Lie algebra. Then for any ideal a, its orthog-
onal a⊥ w.r.t the Killing form is also an ideal in g and we have g = a⊕ a⊥.

Proof. Using the invariance property of the Killing form, one easily shows that a⊥

is also an ideal in g. Using Cartan’s solvability criterion, one shows that a∩a⊥ is solvable
(exactly as we showed in the previous proof that g ∩ g⊥ was a solvable ideal of g). Since
g is semi-simple, it follows that a ∩ a⊥ = 0, and hence g = a ⊕ a⊥. Note moreover that
this direct sum is not only a vector space direct sum but actually a Lie algebra direct
sum, since a [X, Y ] ∈ a ∩ a⊥ = {0}, for all X ∈ a, Y ∈ a⊥. �

A simple Lie algebra is one that admits no non-trivial ideals. The previous proposition
easily implies the following description of semi-simple Lie algebras.

Corollary 4.17. A Lie algebra is semi-simple if and only if it is a direct sum of simple
Lie algebras.

Let us derive some important consequences of the above facts. The following property
of semi-simple Lie algebras will be important for us, because it characterizes them alge-
braically. It will imply that every connected semi-simple Lie group is almost an algebraic
group.
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Proposition 4.18. Every derivation of a semi-simple Lie algebra is inner. Equivalently,
the map ad : g→ Der(g) is a Lie algebra isomorphism.

Proof. The map ad is injective because a semi-simple Lie algebra has trivial center.
To show that it is surjective, we first prove several facts.

Claim 1. The range ad(g) of ad is an ideal in Der(g). Denote this ideal by a ⊂ Der(g).

Indeed, for all X, Y ∈ g and D ∈ Der(g), we have

(ad(X)D −D ad(X))(Y ) = [X,DY ]−D([X, Y ]) = −[DX, Y ] = − ad(DX)(Y ),

showing that [ad(X), D] = − ad(DX) ∈ a.

Claim 2. The restriction of the Killing form of a Lie algebra h to an ideal b is the Killing
form of b.

If X, Y ∈ b, note that both adh(X) and adh(Y ) map h into b. The claim then follows
easily by writting the elements as bloc matrices.

Claim 3. We have Der(g) = a ⊕ a⊥, where the orthogonal is taken with respect to the
Killing form on Der(g).

This follows from Claim 2 and from the fact that the Killing form on a is non-degenerate.

Claim 4. a⊥ = 0.

Take D ∈ a⊥ and X ∈ g. As we so in the proof of Claim 1, we have ad(DX) = [D, ad(X)].
So ad(DX) ∈ a ∩ a⊥ = {0}. Since ad is injective, we conclude that DX = 0, and hence
D = 0. The proof is now complete. �

Definition 4.19. An element X in a semi-simple Lie algebra is called nilpotent (resp.
semi-simple) if ad(X) is a nilpotent (resp. semi-simple) endomorphism of g.

Proposition 4.20. In a semi-simple algebra every element X admits a unique decom-
position X = S +N with S semi-simple, N nilpotent, and [S,N ] = 0.

Proof. The uniqueness follows from the uniqueness of the Jordan decomposition of
ad(X) inside L(g), and from the fact that ad is injective.

To prove the existence, first perform the Jordan decomposition of ad(X) inside L(g):

ad(X) = S̃ + Ñ , with S̃, Ñ ∈ L(g), S̃ semi-simple, Ñ nilpotent and [S̃, Ñ ] = 0. By

Proposition 4.18, we only need to check that S̃ is a derivation of g, i.e. that

(2.1) S̃([Y, Z]) = [S̃Y, Z] + [Y, S̃Z], for all Y, Z ∈ g.

To check this statement, we may assume that k = K is algebraically closed. Then the

endomorphism S̃ is explicit. Decompose g into a sum of vector subspaces g = ⊕λ∈Kgλ,
where gλ = ∪n≥1 Ker((ad(X)− λ)n). Then S̃ acts on each gλ by multiplication by λ. By
linearity, it suffices to check (2.1) for Y ∈ gλ and Z ∈ gµ for some λ, µ ∈ K. But in
this case the formula amounts to [gλ, gµ] ⊂ gλ+µ. This later fact is a consequence of the
formula

(ad(X)− λ− µ)n([Y, Z]) ∈ span({[(ad(X)− λ)iY, (ad(X)− µ)n−iZ] | 0 ≤ i ≤ n}),

which is easily checked by induction. �
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3. Representations of sl2

In this section, we continue to denote by k a field of characteristic 0. We study the
representations of the Lie algebra sl2(k) consisting of 2× 2 matrices over k, with trace 0.
This example is fundamental in two respects. First it is the smallest example of a simple
Lie algebra, being of dimension 3. Moreover, this Lie algebra is embedded in many ways
in any other semi-simple Lie algebra (over an algebraically closed field).

Observe that sl2(k) is spanned by the matrices H,X, Y given below, satisfying the rela-
tions [X, Y ] = H, [H,X] = 2X, [H, Y ] = −2Y :

H =

(
1 0
0 −1

)
, X =

(
0 1
0 0

)
, Y =

(
0 0
1 0

)
.

A representation of a semi-simple Lie algebra g on a vector space V is called irreducible
if its only g-invariant subspaces are the trivial ones {0} and V . The following result is in
fact true for general semi-simple Lie algebras, and the proof is based on the same unitary
trick of Weyl.

Theorem 4.21. Every finite dimensional representation of s := sl2(k) is a direct sum of
irreducible representations.

Proof. Fix a representation π : s → L(V ) over k. We only need to show that for
every s-invariant subspace W ⊂ V is complemented in V , in the sense that it admits an
s-invariant complement W ′.

Claim 1. We may assume that k = C.

This follows from a standard, but very useful, argument. Fix a basis e1, . . . , en ∈ V of V
such that e1, . . . , em forms a basis of W . In this basis, V ' kn, and the endomorphisms
π(X), π(Y ), π(H) are represented as matrices with coefficients in k. Denote by k′ the
subfield generated by these coefficients. It is a finitely generated subfield of k, and setting
V0 = spank′(e1, . . . , en), W0 = W ∩V0, the elements of π(sl2(k′)) leave V0 and W0 globally
invariant. If we manage to find a supplementary W ′

0 of W0 in V0 that is sl2(k′)-invariant
then we will get that W ′ := W0⊗k′ k is an s-invariant supplementary of W . This way we
may assume that k = k′, and hence, that k is finitely generated.

Now observe that any finitely generated field of characteristic 0 embeds into C. So the

representation π gives rise to a complex representation of sl2(C) on Ṽ = V ⊗k C, and

leaves the subspace W̃ = W ⊗k C globally invariant. Denote by p : V → V/W the
projection map over k. Finding an s-invariant complement of W in V amounts to finding
a k-linear map φ : V/W → V such that

φ(π(Z)(v +W )) = π(Z)φ(v +W ) and p ◦ φ = id,

for all v ∈ V and Z ∈ {H,X, Y }. This is a linear system defined over k (as can be seen
by expressing it in appropriate bases of V and V/W ), so it admits a solution over k if
and only if it admits a solution over C. The claim follows.

Claim. 2 The group K := SU(2) is simply connected and its Lie algebra su2 satisfies
sl2(C) = su2 ⊗R C.

As a topological space, the group SU(2) is homeomorphic to the sphere S3. So it is
indeed simply connected. Now its Lie algebra is the Lie algebra of complex anti-hermitian
matrices of trace 0: su2 = {X ∈ sl2(C) | X∗ = −X}. Observe that any matrix can be
uniquely written as a sums of an hermitian matrix and an anti-hermitian. Moreover X
is anti-hermitian if and only if iX is hermitian. Thus sl2(C) = su2 ⊕ isu2.
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With this claim in hand, any representation of sl2(C) gives rise to a linear representation
su2 → LC(V ). By Theorem 2.11, this representation gives rise to a Lie group morphism
K → GLC(V ). Since K is compact, we may find a K-invariant inner product on V .
Indeed fixing an arbitrary inner product 〈·, ·〉 on V , the following inner product is K-
invariant:

〈v, w〉K :=

∫
K

〈gv, gw〉dλ(k), v, w ∈ V.

Here, λ is a Haar measure on K, which is finite because K is compact.

Since W ⊂ V is sl2(C) invariant, it is su2-invariant, and hence K-invariant. Therefore
its orthogonal W ′ for the K-invariant inner product is again K-invariant. So W ′ is an
su2-invariant complex subspace of V . So it is also sl2(C)-invariant, as wanted. �

For any integer d ≥ 0, denote by Vd the vector space of homogeneous polynomials of
degree d in two variables x, y: Vd = spank({xiyd−i | 0 ≤ i ≤ d}). Then we have a
representation πd : sl2(k)→ L(Vd) defined by

πd(X) = x
∂

∂y
, πd(Y ) = y

∂

∂x
, πd(H) = x

∂

∂x
− y ∂

∂y
.

Proposition 4.22. For each d ≥ 0, πd is an irreducible representation of s := sl2(k).
Moreover, every finite dimensional irreducible representation of s is isomorphic to some
πd.

Proof. We first show that Vd is irreducible. We ignore the notation πd and for
instance write freely Hv instead of πd(H)v, v ∈ Vd. First note that for all 0 ≤ i ≤ d,
xiyd−i is an eigenvector of H, with eigenvalue 2i−d. So Vd can be expressed as the direct
sum of (one dimensional) subspaces V =

⊕
i Vi, where Vi consists entirely of eigenvectors

of H, with eigenvalue 2i − d. Moreover we observe that X(Vi) ⊂ Vi+1 with equality if
and only if i < d. Likewise Y (Vi) ⊂ Vi−1 with equality if and only if i ≥ 1.

Take a non-zero invariant subspace W ⊂ Vd and fix a non-zero vector v ∈ W . We may
write v as a sum of elements vi, with each i ∈ Vi, and take i0 to be the largest integer
such that vi0 6= 0. Then Y i0v belongs to W and it is equal to Y i0(vi) since all the other
components will be killed. Moreover Y i0(vi) ∈ V0\{0}. So we conclude that V0 ⊂ W , and
applying X i sufficiently many times we show that Vi ⊂ W for all i ≤ d. Hence W = Vd.

Now fix an arbitrary irreducible representation π : sl2(k) → L(V ). We need to recover
the above structure. Assume first that k is algebraically closed. In particular, we may
decompose V into a direct sum of characteristic spaces of H: V =

⊕
λ∈k Vλ, where

Vλ = ∪n Ker(π(H)− λ)n.

Using the fact that [H,X] = 2X, observe that for all λ ∈ k, we have

(π(H)− 2− λ)π(X) = π(X)π(H)− λπ(X) = π(X)(π(H)− λ).

So by induction, it follows (π(H) − 2 − λ)nπ(X) = π(X)(π(H) − λ)n for all n ≥ 0. So
we conclude that for all λ ∈ k,

π(X)Vλ ⊂ Vλ+2 and likewise π(Y )Vλ ⊂ Vλ−2.

Since V is finite dimensional, we may find λ ∈ k such that Vλ 6= {0} but Vλ+2 = {0}.
Pick a non-zero vector v ∈ Vλ which is a λ-eigenvector of π(H) and for all i ≥ 0, define
vi := π(Y )iv ∈ Vλ−2i. Since V is finite dimensional, there exists an integer n such that
vi 6= 0 for all 0 ≤ i ≤ n and vn+1 = 0.
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Claim. The linear span of v0, v1, . . . , vn is π(s)-invariant (hence equal to V ), and for all
i ≥ 0 we have

π(X)vi+1 = (i+ 1)(λ− i)vi.

Denote by W = spank({v0, v1, . . . , vn}). Clearly since each vi is an eigenvector of π(H), W
is globally invariant under π(H). By definition it is also globally invariant under π(Y ), so
we only need to check that it is globally invariant under π(X), which clearly follows from
the stated formula. We prove this formula by induction. Note that π(X)v0 ∈ Vλ+2 = {0}.
So we see that

λv0 = π(H)v0 = π(X)π(Y )v0 − π(Y )π(X)v0 = π(X)v1.

So the formula holds true for i = 0. Assuming that it holds for some i ≥ 0, since
vi+1 ∈ Vλ−2i−2, we have

(λ− 2i− 2)vi+1 = π(H)vi+1 = π(X)vi+2−π(Y )π(X)vi+1 = π(X)vi+2− (i+ 1)(λ− i)vi+1.

This shows that π(X)vi+2 = αvi+1, with α = λ − 2(i + 2) + (i + 1)(λ − i) = (i + 2)λ −
(i+ 1)(i+ 2). This proves the claim.

The claim implies in particular that π(H) is actually diagonalizable over k, with eigen-
values λ − 2i, i = 1, . . . , n. Moreover the formula applied to i = n shows that 0 =
(n+ 1)(λ− n)vn. Since vn 6= 0, this shows that necessarily, λ = n and the eigenvalues of
π(H) are real. Then one easily verifies that the representation π is isomorphic with πn.

It remains to treat the general case, where k is not necessarily algebraically closed. If π is
a representation of sl2(k) into Lk(V ), we may view it as a representation into LK(V ⊗kK),
where K is the algebraic closure of k. Then we reproduce the above argument to deduce
in particular that H is diagonalizable over K, with eigenvalues inside Q ⊂ k. So it is
diagonalizable over k, and now we see that the whole argument is applicable on k, giving
the result. �

As we saw in the above proofs, the eigenspaces of the semi-simple element H play a
crucial role in understanding a given irreducible representation. And since X and Y shift
these eigenspaces, the data of a single eigenvalue matters. The largest eigenvalue of H
in V is called the weight of the representation. So Vd is the (unique) representation of
weight d.

We shall see a similar description for irreducible representations of arbitrary semi-simple
Lie algebras.

4. sl2-triples and Jacobson-Morozov theorem

As we saw above, in any representation π of sl2(k), the element π(X) is nilpotent. Con-
versely, we will show that any nilpotent element in a semi-simple Lie algebra g over k is
of the form π(X) for some Lie algebra homomorphism π : sl2(k) → g. Note that such a
Lie algebra homomorphism is completely described by the images π(H), π(X) and π(Y ).
So existence of π amounts to finding sl2-triples in g in the following sense.

Definition 4.23. An sl2-triple in a Lie algebra g is a triple of elements (H,X, Y ) such
that H = [X, Y ], [H,X] = 2X and [H,Y ] = −2Y . In other words H, X and Y span a
copy of sl2(k) in g and the notations H,X, Y are consistent with the previous section.

Theorem 4.24 (Jacobson, Morozov). For any nilpotent element X in a semi-simple Lie
algebra g, there exists H,Y ∈ g such that (H,X, Y ) is an sl2-triple.
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Observe that in an sl2-triple, (H,X, Y ), −2X = [X,H] = ad(X)2(Y ). So a first step
towards constructing H and Y will be to prove that X belongs to the range of ad(X)2.
We start with two lemmas.

Lemma 4.25. Take two endomorphisms A,B of a finite dimensional vector space V , with
A nilpotent. If [A, [A,B]] = 0 then the product AB is nilpotent.

Proof. This purely algebraic lemma seems very hard to prove using only elementary
algebraic manipulations. Instead, we will use eigenvalues considerations. Note that we
may pass to the algebraic closure of k to solve it. We need to show that the only eigenvalue
of AB is 0.

Claim 1. The commutator C := [A,B] ∈ L(V ) is nilpotent.

Observe that for all i ≥ 0, we have Ci+1 = Ci(AB − BA) = A(CiB)− (CiB)A, because
C commutes with A. Hence Ci+1 is expressed as a commutator, showing that it has trace
0. Since this is true for all i, we conclude that C is nilpotent.

Claim 2. For all i ≥ 1, we have [Ai, B] = iCAi−1.

This is easily verified by induction.

Now take an eigenvalue λ of AB and a corresponding eigenvector v ∈ V . Denote by
n ≥ 0 the smallest integer such that A(n+1)v = 0. Applying claim 2 with i = n + 1, we
get:

(n+ 1)CAnv = An+1Bv −BAn+1v = An(λv).

This shows that λ/(n+ 1) is an eigenvalue of C, and hence that λ = 0, by Claim 1. �

Lemma 4.26. Assume that H,X, Y ′ ∈ L(V ) are three endomorphisms of a finite dimen-
sional vector space V such that [H,X] = 2X and [X, Y ′] = H. Then H leaves globally
invariant the kernel of X and on this subspace all its eigenvalues are non-negative inte-
gers.

Proof. Since [H,X] = 2X, it is obvious that the subspace W = Ker(X) is H
invariant. Assume now that λ is an eigenvalue of H, admitting an eigenvector v ∈ W \{0}.
Denote by n ≥ 0 the greatest integer such that v ∈ Img(Xn).

Claim 1. Since v ∈ Ker(X) such an integer n exists.

Indeed, for each integer i such that Img(X i) ∩ Ker(X) 6= {0}, the surjection X :
Img(X i) → Img(X i+1) is not injective. So rk(X i+1) < rk(X i). Since V is finite di-
mensional this can only happen for finitely many i’s.

Claim 2. We have [Y ′, X i+1] = −(i+ 1)(H − i)X i for all i ≥ 0.

This is proved by induction. Write v = Xnu, for some u ∈ V . Applied to i = n, the
above formula gives:

(n+1)(λ−n)v = (n+1)(H−n)Xnu = −[Y ′, Xn+1]u = −Y ′Xv+Xn+1(Y ′v) = Xn+1(Y ′v).

By definition of n, we know that v is not in the range of Xn+1 so above quantity must
be 0, and in particular, λ = n, proving the lemma. �

We are now ready to prove Jacobson-Morozov theorem.

Proof of Theorem 4.24. We first prove that X is in the range of ad(X)2. Denote
by B the Killing form of g. Observe that for all Y, Z ∈ g, we have

B(ad(X)2Y, Z) = −B(ad(X)Y, ad(X)Z) = B(Y, ad(X)2Z).
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This shows that ad(Z)2 is self adjoint for the non-degenerate symmetric form B. So its
range equal to the orthogonal of its kernel. Take Z ∈ Ker(ad(X)2). By Lemma 4.25, we
know that ad(X) ad(Z) is nilpotent, and hence B(X,Z) = Tr(ad(X) ad(Z)) = 0. So we
deduce that X belongs to the range of ad(X)2.

Therefore, we may find Y ′ ∈ g such that −2X = ad(X)2Y ′. Setting H = [X, Y ′], we get
[H,X] = 2X. It now remains to arrange Y ′ to ensure the extra relation [H,Y ] = −2Y .

Denote by u := [H,Y ′]+2Y ′ and observe that u ∈ Ker(ad(X)), thanks to Jacobi identity.
Applying Lemma 4.26 to ad(X), ad(Y ′) and ad(H), we know that ad(H) + 2 is invertible
on Ker(ad(X)). So we may find Z ∈ g such that [X,Z] = 0 and −u = [H,Z] + 2Z.

The element Y := Y ′+Z then satisfies [X, Y ] = [X, Y ′] + [X,Z] = H and [X, Y ] + 2Y =
u− u = 0. So (H,X, Y ) is the desired sl2-triple. �

A first immediate consequence of Jacobson-Morozov Theorem is the following.

Corollary 4.27. If g is a semi-simple Lie algebra and X is a nilpotent element in g
then π(X) is a nilpotent endomorphism for any finite dimensional representation of g.



CHAPTER 5

Real and complex semi-simple Lie algebras

1. Cartan subalgebras and Roots spaces; complex case

In order to understand a semi-simple Lie algebra, it is sufficient to understand how it acts
on itself, since we saw that the adjoint representation is injective. As we saw for sl2(k),
a key aspect in understanding a given representation is to diagonalize some semi-simple
elements. Since we can diagonalize simultaneously semi-simple elements that commute
with one another, we introduce the following notion.

Definition 5.1. Given a complex semi-simple Lie algebra g, a Cartan subalgebra is an
abelian Lie subalgebra consisting only of semi-simple elements, and which is maximal for
these properties.

Example 5.2. For g = sld(C), the subalgebra of diagonal matrices with trace 0 is a
Cartan subalgebra (of dimension d− 1).

By a simple dimension argument, we see that Cartan subalgebras always exist. We will
see later that any two Cartan subalgebras in a given semi-simple Lie algebra are always
conjugate by an automorphism. This will be very important because it implies that all
the structure that we unravel from a given Cartan subalgebra is canonical; it depends
only on the Lie algebra, up to isomorphism.

Let us fix a Cartan subalgebra in subalgebra h in a semi-simple Lie algebra g.

Definition 5.3. For all linear functional α : h → C, denote by gα ⊂ g the vector
subspace

gα := {X ∈ g | [H,X] = α(H)X, for all H ∈ h}.
When it is non-zero and α 6= 0, we say that α is a root of h and we call gα the root space
associated with α. We will denote by ∆ ⊂ h∗ the set of roots of h.

We then have the following root space decomposition.

Proposition 5.4. We have g = g0 ⊕ (
⊕

α∈∆ gα). (This sum is only meant as vector
spaces)

Proof. This is obvious, since each ad(H), H ∈ h is diagonalisable, and since h is
abelian, we may find a linear basis of g in which each ad(H) is diagonal. For each element
e of this basis, we thus have [H, e] = ad(H)(e) = α(H)e, for some α(H) ∈ C, which is
uniquely determined, and depends linearly on H. In other words, e ∈ gα, and α is a root
of h (or α = 0)

So we see that the set of gα span g, for α ∈ ∆ ∪ {0}. Now let us check that the sum is
direct. By contradiction, take elements Xα ∈ gα, α ∈ ∆ such that

∑
αXα = 0, but not

all Xα vanish. Then for all H ∈ h, and all integer n ≥ 1, we have∑
α

α(H)nXα = 0.

41
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Using Vandermonde determinants, we see that this can happen only if for all H ∈ h,
there exists two roots α 6= β such that α(H) = β(H). In other words, we must have
h =

⋃
α 6=β Ker(α − β). This would imply that h is a finite union of hyperplanes, a

contradiction. �

Lemma 5.5. For all α, β ∈ {0} ∪∆, we have [gα, gβ] ⊂ gα+β.

Proof. Take X ∈ gα, Y ∈ gβ and H ∈ h. By Jacobi identity, we have

[H, [X, Y ]] = −[X, [Y,H]]− [Y, [H,X]] = β(H)[X, Y ] + α(H)[X, Y ]. �

Lemma 5.6. A Cartan subalgebra h in a semi-simple Lie algebra g is maximal abelian
inside g. In other words, g0 = h.

Proof. Take X ∈ g an element that commutes with h. We want to show that X ∈ h.

Writing X = S+N for the Jordan decomposition, we observe that both S and N commute
with h. Indeed we know that ad(X) = ad(S) + ad(N) is the Jordan decomposition
of ad(X) inside L(g). So ad(S) and ad(N) are polynomials in ad(X) and hence they
commute with ad(H) for all H ∈ h. Hence ad([H,S]) = ad([H,N ]) = 0 for all H ∈ h.
Since ad is injective, we indeed find that ad(S) and ad(N) both commute with h. But
the maximality property of h implies that S ∈ h. So we may as well assume that X is
nilpotent.

By Jacobson-Morozov theorem, we know that X is part of an sl2-triple (H,X, Y ). De-
compose g = g0 ⊕ (

⊕
α∈∆ gα) into root spaces, and write H =

∑
α∈{0}∪∆Hα. We have

[H,X] = 2X ∈ g0 while

[H,X] =
∑

α∈{0}∪∆

[Hα, X].

By Lemma 5.5 we know that [Hα, X] ∈ gα. Since the spaces gα are in direct sum this
shows that each [Hα, X], α ∈ ∆ vanishes. Hence 2X = [H,X] = [H0, X]. Now write
H0 = Hs + Hn for the Jordan decomposition. Then as before, we know that Hs and Hn

both commute with H, and hence Hs ∈ h, by maximality of h. Since by assumption X
commutes with h, we deduce that [Hs, X] = 0 and thus [Hn, X] = 2X. But if X 6= 0, this
shows that 2 is an eigenvalue of the nilpotent endomorphism ad(Hn), a contradiction. �

Since the Killing form of g is non-degenerate, we may use it to identify h∗ with h. Then
each root α may be represented by an element of h. The following lemma gives details
and properties of these representing elements.

Lemma 5.7. The restriction of the Killing form B to h is non-degenerate, and ∆ = −∆.
For α ∈ ∆, denote by Hα the element of h such that α(H) = B(Hα, H) for all H ∈ h.
We have the following facts.

a) For X ∈ gα and Y ∈ g−α, we have [X, Y ] = B(X, Y )Hα;
b) For all α ∈ ∆, α(Hα) 6= 0;
c) Put cα := 2/α(Hα) and H ′α := cαHα. Pick Xα ∈ gα and Yα ∈ g−α such that
B(Xα, Yα) = cα. Then (H ′α, Xα, Yα) is an sl2-triple.

Proof. Take α, β ∈ ∆ ∪ {0} and X ∈ gα, Y ∈ gβ. If α + β 6= 0 then we may find
H ∈ h such that α(H) + β(H) 6= 0. Then by the invariance property of the Killing form
we have

(α(H) + β(H))B(X, Y ) = B([H,X], Y ) +B(X, [H, Y ]) = 0.

This shows that B(gα, gβ) = 0 as soon as α + β 6= 0.
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Take α ∈ {0} ∪ ∆ and X ∈ gα a non-zero element. Since B is non-degenerate, there
exists Y ∈ g such that B(X, Y ) 6= 0. Decomposing Y in the root space decomposition
of g, the above fact shows that necessarily the component of Y on g−α is non-zero. This
shows that ∆ = −∆ and that the restriction of B to h is non-degenerate. This proves
the first assertion.

a) By Lemma 5.5 we know that [X, Y ] ∈ g0 = h. For H ∈ h, we compute

B([X, Y ], H) = −B(Y, [X,H]) = α(H)B(X, Y ).

Since the restriction of B to h is non-degenerate this gives the result.

b) Assume by contradiction that α(Hα) = 0. Since B is non-degenerate, we may find
X ∈ gα and Y ∈ g−α such that B(X, Y ) = 1. Then [Hα, X] = 0 = [Hα, Y ] and
[X, Y ] = Hα. So Hα, X and Y span a nilpotent Lie subalgebra of g. By Lie’s Theorem,
it can be represented as a Lie algebra of upper triangular matrices. Then Hα is the
commutator [X, Y ], so it is a strictly upper triangular matrix, in this representation. In
particular, Hα is a nilpotent element. Since Hα ∈ h, it is also semi-simple, so it is equal
to 0, a contradiction.

c) Observe that α(H ′α) = 2, by our choice of renormalization. Thus [H ′α, Xα] = 2Xα,
[H ′α, Yα] = −2Yα and [Xα, Yα] = H ′α. �

We deduce the following facts.

Corollary 5.8. The roots spaces are one-dimensional. For α, β ∈ ∆ such that α+ β ∈
∆, we have [gα, gβ] = gα+β.

Proof. Take α ∈ ∆. Denote by (H ′α, Xα, Yα) the sl2-triple given by Lemma 5.7, and
denote by sα ⊂ g the Lie subalgebra it generates.

Assume that dim(gα) ≥ 2. Then we may find some X ∈ gα \{0} such that B(X, Yα) = 0.
In particular, property a) of Lemma 5.7 tells us that [Yα, X] = 0. Denote by E ⊂ g the
sα-submodule generated by X. Since X ∈ gα, X is an eigenvector of H ′α, with eigenvalue
2. At the same time it is in the Kernel of ad(Yα). By the classification of representations
of sl2(C) (Proposition 4.22), we know that this is impossible. So dim(gα) = 1. This
proves the first part of the statement.

For the second part, we know that [gα, gβ] ⊂ gα+β. Assume by contradiction that
[gα, gβ] = 0 and gα+β 6= {0}. Then the direct sum E ′ :=

⊕
n∈N gβ−nα is an sα-submodule

of E :=
⊕

n∈Z gβ−nα. The highest eigenvalue of H ′α in E ′ is β(H ′α). By our classification
of representations of sl2, we deduce that β(H ′α) ≥ 0. But we may also consider the sα-
representation on the quotient space E/E ′. On this space the smallest eigenvalue of H ′α
is β(H ′α) + 2, with eigenvectors in the (non-trivial) image of gβ+α. Proposition 4.22, this
forces β(H ′α) + 2 ≤ 0. This is impossible. �

2. Cartan subalgebras and Roots spaces; real forms

In this section we investigate the real structure of a complex semi-simple Lie algebra. Of
course this will allow us to study real semi-simple Lie algebras. But it will also be useful
to derive results on the complex case. For instance, the uniqueness of Cartan subalgebras
in complex semi-simple Lie algebras will follow from real considerations.

Definition 5.9. Given a real Lie algebra g0, we may construct its complexification g =
(g0)C := g0⊗RC, with the natural C-bilinear bracket. We may also change points of view
and start with g as initial data; we then say that g0 is a real form of g.
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If g is a complex semi-simple Lie algebra, we say that a real form u is a compact if its
Killing form is negative definite.

Remark 5.10. Observe that if g0 is a real form of a complex Lie algebra g, then the
Killing form B0 of the real Lie algebra g0 is equal to the restriction to g0 of the Killing
form B of the complex Lie algebra g. Indeed the trace needed to define the Killing form
may be used in an arbitrary basis. So we may use a basis of g0 over R, which is at the
same time a basis of g over C. This simple observation will be useful later. It also shows
that u is a compact real form if and only if B(X,X) < 0 for all X ∈ u \ {0}.

In this section we will prove the following result.

Theorem 5.11. Consider a complex semi-simple Lie algebra g with a Cartan subalgebra
h. Then g admits a compact real form u such that h ∩ u is a real form of h.

Fix a semi-simple complex Lie algebra g and a Cartan subalgebra h. We freely use the
notation from the previous section. In particular we consider the elements Hα, α ∈ ∆
introduced in Lemma 5.7.

Lemma 5.12. The following facts hold true.

a) The Killing form B is positive definite on hR :=
∑

α∈∆ RHα.
b) We have h = hR ⊕ ihR.

Proof. a) Fix H ∈ hR. Then we may write ad(H) as a diagonal matrix in the roots
space decomposition g = g0 ⊕ (

⊕
α∈∆ gα). We get

(2.1) B(H,H) = Tr(ad(H)2) =
∑
α∈∆

α(H)2 =
∑
α∈∆

B(Hα, H)2.

Let us check that B(Hβ, Hα) = β(Hα) is real for all α, β ∈ ∆. This will imply the
positivity of B on hR. Since (H ′α, Xα, Yα) as defined in Lemma 5.7.c is an sl2-triple,
Proposition 4.22 shows that the eigenvalues β(H ′α) of H ′α are integers. In particular
β(H ′α) ∈ R for all β ∈ ∆. Since H ′α = 2Hα/α(Hα), it remains to check that α(Hα) is
real.

Since β(H ′α) ∈ R for all α, β ∈ ∆, we deduce from (2.1) thatB(H ′α, H
′
α) =

∑
β∈∆ β(H ′α)2 ∈

R. Hence

α(Hα) = B(Hα, Hα) =
1

4
α(Hα)2B(H ′α, H

′
α).

We conclude that indeed, α(Hα) ∈ R. So B is positive on hR.

Moreover if an element H ∈ h satisfies B(Hα, H) = 0 for all α ∈ ∆, then α is in the
kernel of all roots, and hence ad(H) = 0. Since gC has trivial center, we conclude that
H = 0. This implies two things: B restricts to a positive definite bilinear form on hR,
and hR generates h over C.

b) SinceB is positive definite on hR it is negative definite on ihR. Hence hR∩ihR = {0}. �

For each α ∈ ∆, we choose Eα ∈ gα and E−α ∈ g−α such that [Eα, E−α] = Hα. By
Corollary 5.8, for all α, β ∈ ∆ such that α + β 6= 0, we may find scalars Nα,β ∈ C such
that

[Eα, Eβ] = Nα,βEα+β

(and we set Nα,β = 0 is α + β /∈ ∆).

Lemma 5.13. The numbers Nα,β satisfy the following relations, for all α, β, γ, δ ∈ ∆.
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a) Nβ,α = −Nβ,α.
b) If α + β + γ = 0 then Nα,β = Nβ,γ = Nγ,α;
c) If α + β is still a root, then Nα,βN−α−β < 0.
d) If α, β, γ, δ are pairwise non-proportional and α + β + γ + δ = 0, then

Nα,βNγ,δ +Nβ,γNα,δ +Nγ,αNβ,δ = 0.

Proof. Fact a) is straightforward.

b) If α + β + γ = 0 then Hα +Hβ +Hγ = 0.

0 = [Eα, [Eβ, Eγ]] + [Eβ, [Eγ, Eα]] + [Eγ, [Eα, Eβ]]

= Nβ,γ[Eα, E−α] +Nγ,α[Eβ, E−β] +Nα,β[Eγ, E−γ]

= Nβ,γHα +Nγ,αHβ +Nα,βHγ.

So we find that (Nβ,γ −Nγ,α)Hβ + (Nβ,γ −Nα,β)Hγ = 0. We will see later that the only
roots proportional to a given root α are α and −α. So the relation α+ β+ γ = 0 implies
that α, β, γ are pairwise not proportional. We conclude that Nα,β = Nβ,γ = Nγ,α.

c) We will use the sl2-triple (H ′α, Xα, Yα) constructed in Lemma 5.7.c.

We derive from the proof of Proposition 4.22 that for each representation π of sl2(k) and
each eigenvector v of the semi-simple element π(H), we have π(X)π(Y )v = cv where c
is a non-negative integer. Indeed the claim from that proof states that π(X)π(Y )vi =
(i+ 1)(n− i)vi for all 0 ≤ i ≤ n. Moreover, if π(Y )vi 6= 0, then i < n and the constant c
is strictly positive in this case.

In our situation, since we know that α + β is still a root, so is γ := −α− β. This shows
that E−β is an eigenvector of ad(H ′α) and [Yα, E−β] ∈ gγ is non-zero, by Corollary 5.8.
So we conclude that [Xα, [Yα, E−β]] = cE−β for some strictly positive integer c.

Now since the root saves are one dimensional, we may find scalars a, b ∈ C such that
Eα = aXα and E−α = bYα. Note moreover that B(Eα, E−α) = 1, because of the re-
lation [Eα, E−α] = Hα and Lemma 5.7.a. On the other hand B(Xα, Yα) = 2/α(Hα) =
2/B(Hα, Hα) > 0 (by Lemma 5.12). In conclusion, we see that the product ab is positive.

Thus [Eα, [E−α, E−β]] = abcE−β, with abc > 0. So we get N−α,−βNα,γ > 0. By a and b
we know that Nα,γ = −Nγ,α = −Nα,β. So we indeed find Nα,βN−α−β < 0.

d) First assume that α + β ∈ ∆. Then we have [[Eα, Eβ], Eγ] = Nα,βNα+β,γE−δ. Apply
item b to the roots α + β, γ, δ, so that Nα+β,γ = Nγ,δ. We conclude

[[Eα, Eβ], Eγ] = Nα,βNγ,δE−δ.

Note that this relation remains true if α+β is not a root, because in this case both sides
are equal to 0. We may permute cyclically the indices α, β, γ in this relation and use
Jacobi identity to get the desired relation. �

Lemma 5.14. We may choose the elements Eα ∈ gα in such a way that Nα,β = −N−α,−β.
In this case the numbers Nα,β are reals.

Proof. Note that if Nα,β = −N−α,−β, then Lemma 5.13.c implies that N2
α,β > 0, and

so Nα,β is a real number. So we only need to prove the first statement.

First we choose a total order on the dual space h∗R such that the sum of two positive
elements is still positive and such that a < b if and only if b−a > 0 for all a, b ∈ h∗R. This
can be done by choosing an arbitrary isomorphism h∗R ' Rd (i.e. by fixing a basis of h∗R)
and by pulling back the lexicographic order on Rd. By Lemma 5.12, we may view the set
of roots ∆ as a subset of h∗R, and we define the set of positive roots ∆+ := {α ∈ ∆ | α > 0}.
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For any positive root ρ ∈ ∆+, we set ∆ρ := {α ∈ ∆ | −ρ ≤ α ≤ ρ}. We show by
induction on the cardinality of ∆ρ that we may choose the vectors Eα ∈ gα so that

(2.2) Nα,β = −N−α,−β for all α, β ∈ ∆ρ such that α + β ∈ ∆ρ.

Since ∆ is totally ordered and finite, we know that there is some ρ0 ∈ ∆+ such that
∆ρ0 = {±ρ0}. In this case we set Eρ0 arbitrarily and the vector E−ρ0 is automatically
determined by the relation [Eρ0 , E−ρ0 ] = Hρ0 (which amounts to B(Eρ0 , E−ρ0) = 1).

Assume now that ρ > ρ0 and that we have constructed all the vectors Eα, for α ∈ ∆ρ′

with ρ′ < ρ in such a way that (2.2) holds true for ρ′. We need to construct Eρ and E−ρ.

Case 1. If ρ is not a sum of two positive roots, then we choose Eρ arbitrarily and E−ρ0
is automatically determined by the relation B(Eρ, E−ρ) = 1.

Case 2. Otherwise, we may fix two positive roots γ, δ ∈ ∆+ such that ρ = γ+δ. Then we
set Eρ := c[Eγ, Eδ] and E−ρ := −c[E−γ, E−δ], where c is chosen so that B(Eρ, E−ρ) = 1.
In other words, we are forcing the relation N−γ,−δ = −Nγ,δ. Note that this makes sense,
since γ and δ are in ∆ρ.

In both cases let us now verify equation (2.2). Take α, β ∈ ∆ρ such that α + β ∈ ∆ρ. If
none of α, β, α + β equals ±ρ then the equation holds by induction.

If α+β = ρ then since α, β ≤ ρ, this forces both α and β to be positive. So this situation
only appears in case 2. We then apply Lemma 5.13.d to α, β,−γ,−δ and −α,−β, γ, δ,
and get:

Nα,βN−γ,−δ +Nβ,−γNα,−δ +N−γ,αNβ,−δ = 0.

N−α,−βNγ,δ +N−β,γN−α,δ +Nγ,−αN−β,δ = 0.

But by our induction assumption, we find Nβ,−γ = −N−β,γ, Nα,−δ = −N−α,δ, N−γ,α =
−Nγ,−α and Nβ,−δ = −N−β,δ. Since by construction we also forced the relation N−γ,−δ =
−Nγ,δ, there is no other choice but to have Nα,β = −N−α,−β, as wanted.

The case where α + β = −ρ follows, since −α− β = ρ.

Assume now that α = ρ. Then we may write α′ + β′ = ρ, with α′ = α + β and
β′ = −β. The following discussion gives Nα′,β′ = −N−α′,β′ . We may apply Lemma
5.13.b to the triples (α′, β′,−α) and (−α′,−β′, α), to get Nα′,β′ = Nβ′,−α = N−β,−α and
N−α′,−β′ = N−β′,α = Nβ,α. The desired equality follows. All the remaining cases α = −ρ,
and β = ±ρ follow by taking opposite or buy symmetry. So the induction step is verified,
which concludes our proof. �

We can now easily deduce Theorem 5.11.

Proof of Theorem 5.11. We choose the elementsEα given by the previous lemma.
We set

u := ihR ⊕

(⊕
α∈∆

Ri(Eα + E−α)

)
⊕

(⊕
α∈∆

R(Eα − E−α)

)
.

This is a real Lie subalgebra of g. For instance we have

[i(Eα + E−α), i(Eβ + E−β)] = −Nα,β(Eα+β − E−α−β)−Nα,−β(Eα−β − E−α+β) ∈ u.

[iHα, i(Eβ + E−β)] = −β(Hα)(Eβ − E−β) ∈ u,

because we saw that β(Hα) = B(Hβ, Hα) ∈ R. etc.

The Killing form is negative definite on u. Indeed, we know that B is negative definite on
ihR. As we observed above, B(gα, gβ) = 0 if α+β 6= 0. And we also have B(Eα, E−α) = 1
by construction. So one easily verifies that B is definite negative on each summand
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Ri(Eα+E−α) or R(Eα−E−α) and that all these direct summand are pairwise orthogonal.
So we conclude that B is definite negative on the whole of u. In particular, we have that
u∩ iu = {0}. We conclude that g = u⊕ iu, and u is indeed a compact real form of g. We
moreover have h ∩ u = ihR, which is a real form in h. �

Example 5.15. For the Lie algebra g = sl2(C), we may proceed to the above construction
for the Cartan subalgebra consisting of diagonal matrices with trace 0. Note that the
condition from Lemma 5.14 is empty since there are only two roots α and −α, which are
opposite from one another. So we may take Eα = X and E−α = Y , where (H,X, Y ) is
the standard sl2-triple. We get the compact real form su(2), with basis

iH =

(
i 0
0 −i

)
, i(X + Y ) =

(
0 i
i 0

)
, X − Y =

(
0 1
−1 0

)
.

3. Cartan decompositions, compact Lie groups

In this section we shall prove that in a semi-simple complex Lie algebra any two compact
real forms are always conjugate. Our main tool will be Cartan involutions. A Cartan
involution contains similar information as a compact real form but since it is an auto-
morphism it is more handy to use (for instance we may apply functional calculus on
it).

Definition 5.16. A Cartan involution of a real semi-simple Lie algebra g0 is an auto-
morphism θ ∈ Aut(g0) such that θ2 = id and the symmetric bilinear form Bθ : (X, Y ) 7→
−B0(θ(X), Y ) is positive definite. Here B0 is the Killing form of g0.

Lemma 5.17. To any Cartan involution θ on a real semi-simple Lie algebra g0 corresponds
a Cartan decomposition g0 = k ⊕ q, where k = {X ∈ g | θ(X) = X} and q = {X ∈ g |
θ(X) = −X}.

Proof. Since θ is a linear involution, this follows from basic linear algebra. �

Example 5.18. If g = sld(R), then we may take θ(X) = −tX, and we see that k consists
of the skew-symmetric matrices and q consists of symmetric matrices.

Assume that g is a complex semi-simple Lie algebra. Fix a compact real form u of g, so
that g = u⊕ iu. View g as a real Lie algebra and define θu ∈ AutR(g) to be the identity
on u and θ = − id on iu. For all X ∈ g 6= {0} we may write X = a + ib, with a, b ∈ u
and get

B(θu(X), X) = B(a− ib, a+ ib) = B(a, a) +B(b, b) < 0,

where B denotes the Killing form of g. In other words, the hermitian form (X, Y ) 7→
−B(θu(X), Y ) is positive definite on g.

As we said above, Cartan involutions contain similar information as compact real forms.
More precisely,

Lemma 5.19. Consider a semi-simple real Lie algebra g0 and an involutive automorphism
θ ∈ AutR(g0). Then θ is a Cartan involution if and only if there exists a compact real
form u of the complexification g = g0⊕ ig0 such that θu as defined above leaves g0 globally
invariant and θu|g0 = θ. Moreover, u is uniquely determined by θ.

Proof. Assume first that θ is a Cartan involution and denote by g0 = k ⊕ q the
corresponding Cartan decomposition. Then we know that k is a Lie subalgebra of g0,
[k, q] ⊂ q, [q, q] ⊂ k. Therefore, u := k ⊕ iq is a Lie subalgebra. Moreover, since the
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Killing form B0 of g0 is positive on q and negative on k, we have B0(k, q) = 0. Denote by
B the Killing form of g. In view of Remark 5.10, for all X ∈ k, Y ∈ q we have

B(X + iY,X + iY ) = B0(X,X)−B0(Y, Y ).

Thus B is negative definite on u, which shows that u is a compact form of g. Finally the
involution θu is equal to id on k and to − id on q. So it leaves g globally invariant and
coincide with θ on it.

Conversely assume that θ is the restriction of some θu to g0. We use Remark 5.10 and
denote by B0 (resp. B) the Killing form of g0 (resp. g, u). Fix X ∈ g0 and view it inside
g. We have B0(θ(X), X) = B(θu(X), X). As we already observed, this quantity is always
negative if X 6= 0. Hence θ is a Cartan involution of g0.

Note that u is uniquely determined by θu (it is its fixed point set). Moreover, θu is the
unique anti-linear extension of θ to g. This proves the moreover part. �

Theorem 5.20. Any semi-simple real Lie algebra g0 admits a Cartan involution. More-
over, any two Cartan involutions θ and θ′ on g0 are conjugate by an automorphism: there
exists φ ∈ Aut(g0) such that θ′ = φθφ−1.

Proof. By Theorem 5.11, we know that the complexification g of g0, admits a com-
pact real form u. The problem is that the corresponding involution θ := θu needs not
preserve the real form g0. So the task is to find an appropriate conjugate θ′ of θ which
satisfies this condition.

Denote by τ the complex conjugation on g with respect to the real form g0. In other
words τ = id on g0 and τ = − id on ig0. Define N := τθ and observe that N is in fact
C-linear because both τ and θ are anti-linear. As usual, denote by B the Killing form of
g. For all X, Y ∈ g, we have

Bθ(NX, Y ) = −B(θNX, Y ) = −B(N−1θX, Y ) = −B(θX,NY ) = Bθ(X,NY ).

Thus N is self-adjoint with respect to the positive definite hermitian form Bθ. Hence it
is diagonalisable, with real eigenvalues. In particular, P := N2 is an automorphism of
the complex Lie algebra g and there exists a basis X1, . . . , Xn of g such that PXi = λiXi

for some λ1, . . . , λn ∈ R∗+.

For each i, j, the Lie bracket [Xi, Xj] may be expressed as a linear combination of the
Xk’s:

[Xi, Xj] =
n∑
k=1

cki,jXk.

Since P is an automorphism of gC, we have λiλjc
k
i,j = λkc

k
i,j for all i, j, k. This relation

implies that for all t ∈ R, we also have λtiλ
t
jc
k
i,j = λtkc

k
i,j for all i, j, k. In other words, for

all t ∈ R, the linear endomorphism P t of gC is again an automorphism of gC. We know
that P t commutes with N and since θNθ−1 = N−1 we have θPθ−1 = P−1 and further
θP tθ−1 = P−t for all t ∈ R.

We set φ := P 1/4, and θ′ := φ θ φ−1. We have θ′τ = P 1/4θP−1/4τ = P 1/2θτ = P 1/2N−1.
But observe that P 1/2N−1 = NP−1/2, because this endomorphism is diagonal with eigen-
values ±1. So we obtain

θ′τ = P 1/2N−1 = NP−1/2 = τθ′.

Therefore θ′ commutes with τ , so it leaves its eigenspaces g0 and ig0 globally invariant.
Moreover θ′ = φ θu φ

−1 = θφ(u). Since φ is an automorphism of g, φ(u) is a compact real
form of g, and so the restriction θ′|g0 is a Cartan involution by Proposition 5.19.
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For the moreover part, assume that θ and θ′ are two Cartan involutions of g0. Extend
these two maps to anti-linear maps on the complexification g, still denoted by θ and θ′.
By Lemma 5.19, these maps are of the form θu for some compact real form u of g. Thus
the hermitian form Bθ : (X, Y ) 7→ −B(θX, Y ) is positive definite on g. As above, we
may define an automorphism P = (θθ′)2 which is positive with respect to this positive
definite form. The same computation gives that φ := P 1/4 is still an automorphism of g
and θ and θ1 := φ θ′ φ−1 commute.

In particular we may simultaneously diagonalize these two involutions, and get

g = (a ∩ a1)⊕ (a ∩ b1)⊕ (b ∩ a1)⊕ (b ∩ b1),

where a = {X ∈ g | θ(X) = X}, b = {X ∈ g | θ(X) = −X} and a1, b1 are defined
similarly for θ1. In particular, the Killing form B is positive definite on a and a1 and
negative definite on b and b1. This shows that (a ∩ b1) = (b ∩ a1) = {0}, i.e. θ = θ1.

This conjugation was taking place inside g, but note that φ preserves g0, because θ and
θ′ do so, as well as P . So we may restrict this conjugacy to g0 to get the result. �

The above proof has the following corollary.

Corollary 5.21. On a complex semi-simple Lie algebra there is a unique compact real
form, up to automorphism.

We can now state one of the main consequences of compact real forms.

Theorem 5.22. The map U 7→ uC := Lie(U)C is a bijection from the set of (isomor-
phism classes of) compact connected real Lie groups with trivial center onto the set of
(isomorphism classes of) semi-simple complex Lie algebras.

Proof. First we prove that if U is a compact connected Lie group with trivial center
then its Lie algebra u is a compact, semi-simple real Lie algebra. The adjoint group
Ad(U) is again compact inside L(u). Thus it preserves an inner product B0 of u. We
may then differentiate the relation B0(gY, gZ) = B0(Y, Z) with respect to g ∈ U and
find B0(ad(X)Y, Z) + B0(Y, ad(X)Z) = 0 for all X, Y, Z ∈ u. In other words, ad(X) is
anti-symmetric with respect to B0, and thus Tr(ad(X)2) < 0 for all X ∈ u \ {0}. This
shows that the Killing form of u is negative definite, and thus u is a compact semi-simple
real Lie algebra. In particular uC is indeed semi-simple.

We know that two connected Lie groups with trivial center having isomorphic Lie algebras
are isomorphic. So the map U 7→ u is injective. Moreover Corollary 5.21 implies that the
map u 7→ uC is injective.

It remains to check that every semi-simple complex Lie algebra g arises as the complexi-
fication of the Lie algebra of a compact Lie group with trivial center. By Theorem 5.11
we know that g admits a compact real form u. Denote by U := Aut(u)e the connected
component of the identity of the Lie group Aut(u). By Lemma 2.23, its Lie algebra is
Der(u), and since u is semi-simple we know that this Lie algebra is isomorphic to u via
the adjoint representation. Finally, observe that U is compact because it preserves the
Killing form of u. �

4. Uniqueness of Cartan subalgebras

We now turn to the questions of uniqueness of Cartan subalgebras. The notion of a
Cartan subalgebra may also be considered in the real setting.
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Definition 5.23. A Cartan subalgebra h0 of a semi-simple real Lie algebra g0 is a max-
imal subalgebra among abelian subalgebras consisting of semi-simple elements. Exactly
as in the complex case, a Cartan subalgebra is in fact maximal abelian inside g0.

Lemma 5.24. Take a Cartan subalgebra h0 of a semi-simple real Lie algebra g0. Then

• the complexification h = h0 ⊕ ih0 is a Cartan subalgebra of the complexification
g of g0.
• There exists a Cartan involution of g0 that preserves h.

Proof. The first fact is easy, since h consists in semi-simple elements and is maximal
abelian. To prove the second fact, take a compact real form u of g such that h ∩ u is a
real form of h. Then it follows that the involution θu of g preserves h.

We repeat the procedure of conjugating θu to an involution θ of g that preserves g0. The
complex conjugation τ of g with respect to g0 (i.e. τ(X + iY ) = X − iY for X, Y ∈ g0)
also preserves h. So the operator P = (τθu)

2 also preserves h and hence, this is also the
case of φ := P 1/4. We conclude that θ := φθuφ

−1 leaves h and g0 globally invariant. As
we saw in the proof of Theorem 5.20, the restriction of θ to g0 is a Cartan involution,
which preserves h0 = h ∩ g0. �

In a real Lie algebra it makes sense to emphasize semi-simple elements X such that ad(X)
is diagonalizable over R. This leads to the following variant of Cartan subalgebras.

Definition 5.25. A Cartan subspace of a semi-simple real Lie algebra g0 is a maximal
subalgebra among all abelian subalgebras consisting of semi-simple elements admitting
real eigenvalues.

Fix a semi-simple real Lie algebra g0 and a Cartan subspace a. Similarly to the complex
case, we may decompose g0 as a direct sum

g0 = l⊕ (
⊕
λ∈Σ

gλ),

where l is the centralizer of a in g0 and Σ is the set of so-called restricted roots, i.e.
non-zero linear functionals λ ∈ a∗ for which the following root space gλ is non-zero.

gλ := {Y ∈ g0 | ad(X)Y = λ(X)Y, for all X ∈ a}.

Fix a Cartan involution θ of g0 and denote by g0 = k ⊕ q the corresponding Cartan
decomposition. We denote by K := {g ∈ Aut(g0) | θg = gθ}. It preserves the positive
definite bilinear form Bθ so it is a compact group. Its Lie algebra is adg0(k) ⊂ Der(g0).
Denote by Ke its connected component of the identity.

Proposition 5.26. The following facts hold.

a) The Cartan subspace a in g0 is conjugate to one contained in q
b) Any two Cartan subspaces of g0 contained in q are conjugate by an element of Ke.

Proof. a) Take a Cartan subalgebra h0 of g0 which contains a. By Lemma 5.24, we
may replace h0 with one of its conjugates to assume that it is θ-stable. In other words,
h0 = (h0∩ k)⊕ (h0∩q). Since every element ad(X), X ∈ g is anti-symmetric with respect
to the Killing form we find that ad(X), has only imaginary eigenvalues when X ∈ k while
it has real eigenvalues when X ∈ k.
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Take X ∈ a ⊂ h0, and write it as X = A + B, with A ∈ h0 ∩ k, B ∈ h0 ∩ q. Since
A,B,X ∈ h0, they are simultaneously diagonalizable. But as we said, B and X have real
eigenvalues, while A has imaginary eigenvalues. So A = 0 and a ⊂ q.

b) Fix two Cartan subspaces a1 and a2 of g0, contained in q. Take X1 ∈ a1 and X2 ∈ a2

to be regular elements. This means that Xi does not belong to the kernel of a restricted
root of ai (note that such elements exist, because ai is not equal to the union of finitely
many hyperplanes). This way, we know that any element X ∈ g which commutes to Xi

actually commutes with ai.

Consider the real valued fonction g ∈ Ke 7→ B(X1, gX2). Since Ke is compact, this
function attains its maximum at some element g ∈ Ke. Replacing a2 by g(a2) and X2 by
gX2 if necessary, we may assume that g = e. So the differential of this function at g = e
vanishes, which shows that for all X ∈ k, we have B(X1, [X,X2]) = 0. This rewrites as
−B(X1, ad(X2)X) = 0 and hence B([X1, X2], X) = 0 for all X ∈ k. Since X1, X2 ∈ q, we
have that [X1, X2] ∈ k and hence [X1, X2] = 0. Since X2 is regular w.r.t. a2, this shows
that [X1, a2] = 0 and further, [a1, a2] = 0. By maximality, we must have a1 = a2. �

We can now prove our main result.

Theorem 5.27. The following facts are true.

a) In a compact real Lie algebra, any two Cartan subalgebras are conjugate.
b) In a semi-simple complex Lie algebra, any two Cartan subalgebras are conjugate.
c) In a semi-simple real Lie algebra, any two Cartan subspaces are conjugate, and there

are only finitely many conjugacy classes of Cartan subalgebras.

Proof. a) We may reproduce the proof of Proposition 5.26.b in this setting, but
we can also use directly that result as follows. If u is a compact real Lie algebra, then
the map θu is a Cartan involution of its complexification g. Indeed we already observed
that the hermitian form (X, Y ) 7→ −B(θu(X), Y ) is positive definite. However Cartan
involutions are about real Lie algebras while B is the Killing form of the complex Lie
algebra g, so we leave as an exercise to check that the Killing form BR of g viewed as a
real Lie algebra is BR = 2<(B).

So θu is indeed a Cartan involution of g and the associated Cartan decomposition is the
decomposition g = u ⊕ iu. Now if h1, h2 are two Cartan subalgebras of u then ih1 and
ih2 are Cartan subspaces of g contained in iu so we may apply Proposition 5.26.b to
conjugate them by an automorphism of u.

b) If h1 and h2 are two Cartan subalgebras of a semi-simple complex Lie algebra g, then
we may apply Theorem 5.11 to find two compact real forms u1 and u2 of g such that ui∩hi
is a Cartan subalgebra of ui for i = 1, 2. By Theorem 5.21, we may find assume that
u1 = u2. We may then apply item a) to conclude and further assume that u1∩h1 = u2∩h2.
Which finishes the proof.

c) The first assertion follows from Proposition 5.26. Let us prove the second assertion.
We fix a semi-simple real Lie algebra g0, a Cartan involution θ and denote by g0 = k⊕ q
the corresponding Cartan decomposition. Fix moreover a Cartan subspace a ⊂ q.

Any Cartan subalgebra h0 of g0 may be conjugate to a θ-stable Cartan subalgebra h1.
We may embed a1 := h1 ∩ q in a Cartan subspace of g0 contained in q, and applying
Proposition 5.26.b, we may assume that a1 ⊂ a.

Claim 1. There are only finitely many possibilities for a1.
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Denote by Σ1 := {λ ∈ Σ | λ(a1) = 0}, the set of restricted roots vanishing on a1. Since Σ
is a finite set, there are only finitely many possibilities for the set Σ1. So we only need to
check that a1 is completely determined by Σ1, and more precisely we will show that a1 is
equal to a′1 := {X ∈ a | λ(X) = 0, for all X ∈ Σ1}. It is clear that a1 ⊂ a′1, by definition
of Σ1. Take now X ∈ a′1 and Y ∈ h1. Since h1 is abelian, Y commutes with a1, and we
find that

Y ∈ l⊕

(⊕
λ∈Σ1

gλ

)
.

It follows that [X, Y ] = 0. Hence X commutes with h1 and it is a semi-simple element.
By maximality of h1, we get that X ∈ h1. Since moreover X ∈ a′1 ⊂ a ⊂ q, we conclude
that X ∈ h1 ∩ q = a1, showing that a′1 = a1.

So we are left to prove the following claim.

Claim 2. If h2 is another θ-stable Cartan subalgebra such that h2 ∩ q = h1 ∩ q then h2

is conjugate to h1.

Denote by m the centralizer of a1 = h1 ∩ q inside k and by z its center. We first show
that m/z is a compact real Lie algebra. Indeed the Killing form Bk of k restricts to a
negative definite symmetric bilinear form on m. As usual, the elements adm(X), X ∈ m,
are anti-symmetric with respect to this form, showing that Tr(adm(X)2) < 0 for all
X ∈ m \ Ker(adm). Since z is the Kernel of adm, we easily deduce that m/z is indeed a
compact real Lie algebra.

Note that h1∩k/z and h2∩k/z are Cartan subalgebras inside m/z. Using item a), we know
that they are conjugate by an automorphism φ of m/z. We observe by the proof of a)
that we may actually choose φ in the connected component of the identity of Aut(m/z).
In order to conclude we need to be able to lift φ to an appropriate automorphism of g0.

Denote by M the identity component of the automorphism group of g0 that commute
with θ, and that fix all elements of a1 = h1∩q. The compact Lie group M admits m as its
Lie algebra (in fact its Lie algebra is adg0(m), which we identify with m). Further m/z =
adm(m) is the Lie algebra of Adm(M) and one concludes that the identity component of
Aut(m/z) may be identified Adm(M). Thus we may find ψ ∈ M such that φ = Adm(ψ).
Then one checks that ψ maps h1 ∩ k onto h2 ∩ k. Since ψ is an automorphism of g0 that
fix a1, we conclude that it conjugates h1 onto h2. �

5. Some words on classification

Now that we know that there exists a unique Cartan subalgebra up to conjugacy in a
semi-simple complex Lie algebra, we get for free many invariants for such Lie algebras.

Definition 5.28. The rank of a complex semi-simple Lie algebra is the dimension of its
Cartan subalgebras. The real rank of a real semi-simple Lie algebra is the dimension of
its Cartan subspaces.

In fact simple Lie algebras over R or C are completely classified. This classification is
not the point of this course, so we will only say a few words on how this works, and refer
to the book of Helgason, [Hel78, Chapter X] for more details (the point of the whole
book is essentially to classify the real semi-simple Lie algebras, and their corresponding
symmetric spaces).

Let us focus only on the complex case. If we are given a semi-simple complex Lie algebra
g, then we may pick a Cartan subalgebra h in it. Then we consider the corresponding



5. SOME WORDS ON CLASSIFICATION 53

set of roots ∆ ⊂ h∗. We have seen in the first two sections of this chapter that we could
use the Killing form B on g to represent ∆ inside h, as a set {Hα | α ∈ ∆}. We even
saw that the restriction of the Killing form B on the real vector space hR generated by ∆
was positive definite. So, (hR, B|hR) is a Euclidean space containing the finite set ∆, and
it can be checked that it is a reduced abstract root system in the following sense.

Definition 5.29. Let (E, 〈·, ·〉) be a Euclidean vector space, and for every x ∈ E, denote
by sx : E → E the orthogonal symmetry with respect to (Rx)⊥, i.e.

sx(y) = y − 2
〈y, x〉
〈x, x〉

x, for all y ∈ E.

We say that a finite subset ∆ ⊂ E is an abstract root system if it spans E and 2 〈β,α〉〈α,α〉 ∈ Z
and sα(β) ∈ ∆ for all α, β ∈ ∆. We say that ∆ is reduced if α ∈ ∆ implies 2α /∈ ∆.

This abstract root system is, up to isometry, canonically associated with g since there is
only one Cartan subalgebra in g up to conjugacy. Conversely, one can prove that

• the abstract root system associated to a semi-simple complex Lie algebra char-
acterizes it, up to isomorphism, and
• any reduced abstract root system actually comes from a semi-simple complex

Lie algebra.

If the Lie algebra is simple, then the root system is irreducible, which means that it is
not the union of two pairwise orthogonal non-empty subsets. So the remaining task is
to classify all the irreducible, reduced, abstract root systems. This part is essentially of
combinatorial nature (and goes through the so-called Dynkin diagrams).

This study allows to give a complete list of all simple complex Lie algebras. Recall
moreover that any semi-simple Lie algebra is the direct sum of simple ones.

Theorem 5.30. Over C, there are four infinite families of classical simple Lie algebras,
and five exceptional Lie algebras:

Ar := sl(r + 1,C) r ≥ 1,

Br := so(2r + 1,C) r ≥ 2,

Cr := sp(r,C) r ≥ 3,

Dr := so(2r,C) r ≥ 4,

E6, E7, E8, F4, G2.

Then we know that any real simple Lie algebra is a real form of one of the above Lie
algebras. But the classification is again non-trivial.

Exercise 5.31. Compute the real rank of each of the above Lie algebras. Exhibit one of
their Cartan subalgebras.



CHAPTER 6

Semi-simple Lie groups

In this chapter, we make use of our study of Lie algebras to derive further structure of
Lie groups.

1. Recap

Definition 6.1. We say that a Lie group is semi-simple if its Lie algebra is semi-simple.
It is called simple if its Lie algebra is simple and of dimension at least two.

We saw that there are two settings in which Lie groups are characterized by their Lie
algebras: the simply connected setting and the case of groups with trivial center.

Lemma 6.2. Given any semi-simple Lie algebra g there exists a connected Lie group G
with Lie algebra g, namely, the identity component of Aut(g). Its universal cover is then
the unique simply connected Lie group G whose Lie algebra is g. Moreover, since g has
trivial center, Ad(G) is a Lie group with trivial center whose Lie algebra is also g.

This remark is easily seen to imply the following fact.

Proposition 6.3. Any semi-simple, simply connected (connected) Lie group is the prod-
uct of finitely many simple, simply connected Lie groups. Any semi-simple, connected Lie
group with trivial center is the product of finitely many simple ones.

In fact, for simply connected groups it is even better: there is an equivalence of categories
between the Category of simply connected semi-simple Lie groups and the category of semi-
simple Lie algebras over the same field. Note that for groups with trivial center, this is not
always the case that a morphism between Lie algebras gives rise to a morphism between
the Lie groups; it may only be a local morphism.

2. Cartan decomposition

We fix a connected semi-simple real Lie group G, with finite center, and we denote by g
its Lie algebra.

There always exists a Cartan involution θ of G(i.e. an involutive smooth automorphism
whose differential is a Cartan involution of g). This is obvious if G is simply connected,
and easily deduced if G has trivial center, but it is in fact true in full generality. We
denote by θ0 = dθe the Lie algebra Cartan involution.

Denote by g = k ⊕ q the corresponding Cartan decomposition and choose a Cartan
subspace a ⊂ q. Denote by K < G the subgroup of fixed points of θ and set A := exp(a).

Theorem 6.4 (Cartan decomposition). The map φ : (k,X) ∈ K × q 7→ k exp(X) ∈ G
is an onto diffeomorphism. Moreover any element g ∈ G can be written as a product
g = kak′, with k, k′ ∈ K and a ∈ A. In other words, we have

G = KAK.

54
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Proof. First things first, before showing that φ is a diffeomorphism, let us check
that exp is an injective immersion.

Claim 1. exp : q→ G is an immersion.

To prove this claim we admit that exp : g→ G is differentiable at every point of g, with
derivative

d(exp)X(Y ) = d(Lexp(X))e ◦
id−e− ad(X)

ad(X)
(Y ), for all X, Y ∈ g.

Here the exponential e− ad(X) is the usual exponential for endomorphisms of g. This
formula is proved in [Hel78], Chapter II.1.4. Alternatively, one may observe that to
prove this formula in the case of semi-simple Lie groups, one only needs to consider the
case of a Lie group with trivial center, and hence, of a linear Lie group. So it suffices to
verify the statement for the exponential of matrices, which is an easy computation. Let
us check that d(exp)X is injective for all X ∈ q. We warn that this fact is not true for an
arbitrary X ∈ g.

Assume that Y ∈ g is such that d(exp)X(Y ) = 0. This implies in particular that Y =
e− ad(X)(Y ). But since X ∈ q, we know that X is self adjoint for the positive definite form
Bθ0 . In particular ad(X) is diagonalisable on g and the relation Y = e− ad(X)(Y ) implies
that ad(X)Y = 0. But one checks that when [X, Y ] = 0, the above formula becomes

d(exp)X(Y ) = d(Lexp(X))e ◦ (−
∑
k≥1

1

k!
(− adX)k−1)(Y ) = d(Lexp(X))e(Y ).

This thus forces Y = 0, proving that exp is an immersion on q.

Claim 2. exp : q→ G is injective.

This is again a consequence of the fact that elements ad(X), X ∈ q are diagonalisable
on g. Indeed if X, Y ∈ q are such that exp(X) = exp(Y ), then in particular we have
Ad(exp(X)) = Ad(exp(Y )), and so exp(ad(X)) = exp(ad(Y )). This implies that ad(X)
and ad(Y ) have the same eigenvalues, with the same eigenspace decomposition. So,
ad(X) = ad(Y ), which implies X = Y , because g is semi-simple.

Claim 3. exp(q) = {θ(g)−1g | g ∈ G}.
Denote by S := {θ(g)−1g | g ∈ G}. Observe that for all X ∈ fq, we have exp(X)θ(g)−1g,
with g = exp(X/2). So exp(q) ⊂ S. Conversely take g ∈ S. We have

Bθ0(Ad(θ(g)−1g)X,X) = B(θ0(Ad(θ(g)−1g)X), X)

= B(Ad(g−1θ(g))θ0(X), X)

= B(Ad(θ(g))θ0(X),Ad(g)X)

= Bθ0(Ad(g)X,Ad(g)X).

This shows that Ad(θ(g)−1g) is a positive endomorphism with respect to the positive
definite form Bθ0 . So it may be written as exp(X) for some X ∈ L(g). By Remark 3.19,
we know that for all t ∈ R, exp(tX) belongs to the real algebraic group Aut(g). Since
the map t 7→ exp(tX) ∈ L(g) is continuous, we know that it actually ranges into the
identity component of Aut(g). By Proposition 4.18, this identity component is equal to
Ad(G). Moreover, X is the derivative of t 7→ exp(tX) at t = 0. It thus belongs to g and
is self-adjoint with respect to Bθ0 . This forces X ∈ q, and thus proves the claim.

We can now deduce that φ is an onto diffeomorphism. It follows from Claim 1 that φ is
an immersion. So we only need to check that it is bijective. Note that if g ∈ K ∩ exp(q),
then θ(g) = g = g−1, so g2 = 1. Writing g = exp(X), this shows that exp(2X) = 1, and



2. CARTAN DECOMPOSITION 56

so X = 0 by Claim 2. This proves that φ is injective. Let us now fix g ∈ G and try
to write it as g = k exp(X) with k ∈ K, X ∈ q. By Claim 3, he element x := θ(g)−1g
is of the form x = exp(X) for some X ∈ q. Set now k := g exp(−X/2). We see that
θ(k)−1k = exp(−X/2)θ(g)−1g exp(−X/2) = e. Hence θ(k) = k, proving that k ∈ K.

To derive the second statement, it suffices to use Proposition 5.26 to deduce that any
element of q can be conjugate by an element of K to an element in a. �

Remark 6.5. Actually the Cartan decomposition G = KAK admits a finer version,
which appeals to an ordering of the set of roots. This finer version imposes extra con-
ditions on a appearing in a decomposition g = kak′, which then makes this element A
unique (but k, k′ need not be unique). We refer [Hel78] for details.

Proposition 6.6. K is a maximal compact subgroup of G. Its Lie algebra is k. In fact,
any maximal compact subgroup of G is conjugate K.

Proof. The Lie algebra of K identifies with {X ∈ g | exp(tX) ∈ K, for all t ∈ R}.
This is easily since to coincide with the fixed point algebra of θ0, which is k. Since k
is compactly embedded inside g, we then know that the connected component of the
identity of K is compact. But since G is connected, the first statement of Theorem 6.4
also shows that K is connected. So K is compact.

The fact that any maximal compact subgroup is conjugate to K (which implies in partic-
ular that K is itself maximal compact) can be derived from a fixed point theorem. One
shows that any compact group L < G fixes a point inside G/K. This is a consequence of
the fact that G/K can be endowed with a Riemannian metric of non-positive curvature
for which the action Gy G/K is by isometries. We will not prove this. �

There are other decompositions for Lie groups; the Iwasawa decomposition and the
Bruhat decomposition. We don’t present them here.
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Lattices: Constructions, structure and
applications



CHAPTER 7

Arithmetic lattices

The next two chapters are based on Benoist notes [Ben08], Chapter 1 and 5.

The point is to define arithmetic subgroups of Lie groups and prove that they are lattices
in semi-simple situations. Let us first provide more definitions on algebraic groups.

1. More on algebraic groups

We fix a field k of characteristic 0 and K an algebraically closed field containing k. A
k-group G is said to be connected if it is Zariski-connected.

We say that G is a k-torus if it is abelian connected, and all its elements are semi-simple.
In other words, G is a k-torus if and only if it is defined over k, and is isomorphic over
K with (Gm)r for some r ≥ 1. The torus is said to be k-split if it is isomorphic over k
with (Gm)r. This amounts to say that the elements of Gk are diagonalisable over k (for
all k-representation).

Example 7.1. The R-group SO(2,C) is a torus but it is not split over R. In contrast, the
group SO(1, 1) is an R-split torus. Note that these two algebraic groups are isomorphic
over C.

A k-group G is said to be semi-simple if it does not contain an abelian connected normal
k-subgroup. It is a fact that G is semi-simple if and only if its Lie algebra g is semi-simple,
which is also equivalent to saying that gk is semi-simple. This notion does not depend
on the field of definition k.

In the same spirit a k-group G is said to be k-simple if it is connected and its only proper
normal k-subgroup is the trivial subgroup. The following example shows that although
semi-simplicity does not depend on the field of definition k, simplicity does.

As for Lie groups, we may define the adjoint representation of G on its Lie algebra g,
by requiring that Ad(g) : g → g is the differential of the inner automorphism I(g) : h ∈
G 7→ ghg−1 ∈ G. This representation is k-rational if G is a k-group. This can be easily
seen for G = GL(V), and then it follows for arbitrary G by restriction. The differential
of Ad is the adjoint representation ad of the Lie algebra g. In characteristic 0 if G is
connected the Kernel of Ad is the center of G and its Lie algebra is the kernel of ad.

A semi-simple k-group G is adjoint if it has trivial center. If it is connected, then this
amounts to saying that its adjoint representation is faithful.

Proposition 7.2. If G is a connected adjoint semi-simple k-group then it is the direct
product of finitely many simple k-groups. This decomposition is unique.

Proof. Since G is adjoint, it is isomorphic with its image in Aut(g), and since it is
semi-simple, we know that its Lie algebra g is semi-simple, hence ad(g) = Der(g). By
connectedness, we must have that G ' Ad(G) = Aut(g)0. Since G is defined over k, the
Lie algebra g is of the form g = gk ⊗k K and gk is semi-simple. So we may write the
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later as a direct sum of finitely many simple k-subalgebras gk =
⊕

i gi. Then it is easily
seen that Aut(g) is equal to the direct product of the subgroups Aut(gi ⊗k K), up to
finite index (a finite group permuting some of the K-simple factors of the gi ⊗k K’s may
appear). When taking the connected component of the identity, the finite index noise
disappears and we have a genuine direct product decomposition

G ' Aut(g)0 = Πi Aut(gi ⊗k K)0.

It remains to check that each k-subgroup Gi := Aut(gi⊗kK)0 is simple if gi is k-simple.
Since gi is simple we see that any normal k-subgroup H of Gi must have trivial Lie
algebra. So H must be a finite normal subgroup of Gi. Since a finite normal subgroup in
a connected group is contained in the center of that group, we see that H must be trivial,
because G has trivial center. This finishes the proof of the existence statement. We leave
the uniqueness as an exercise. �

A k-group G is said to be k-split if it contains a maximal k-torus which is k-split. More
generally G is called k-isotropic if it contains some non-trivial k-split torus. It is called
anistropic if it not isotropic. The rank of G is the dimension of a maximal k-torus in G,
while the k-rank of G is the dimension of a maximal k-split torus.

Example 7.3. • The real group G = SLd(C) is R-split, and of rank d− 1. Indeed
the subgroup of diagonal matrices of determinant 1 is an R-split torus which is
maximal among all R-tori of G.
• The real group SO(d) = {A ∈ SLd(C) | AtA = id} has real rank 0, while it

contains an R-torus, given described blocwise by
SO(2,C) 0 · · · 0

0 SO(2,C)
...

...
. . . 0

0 · · · 0 SO(2,C)

 .

The above description makes sense when d is even. If d is odd, then add a column
and a line of 0’s except for the coefficient (d, d) which is set to 1. In fact this
torus is maximal in SO(d), showing that the rank of SO(d) is the integer part of
d/2.
• The R-group SO(p, q) is of real rank is min(p, q). Because it admits an R-split

torus, described in a suitable basis by a bloc diagonal matrix, whose diagonal
blocs are copies of SO(1, 1).

Proposition 7.4. If G is semi-simple, then G is k-isotropic if and only if Gk contains
non-trivial unipotent elements.

Proof. Assume first that Gk contains a non-trivial unipotent element u. Then as
seen in the first graded homework, we may define its logarithm X = log(u), which is
a nilpotent element in gk. By Jacobson-Morozov Theorem, X is part of an sl2-triple
(H,X, Y ) in gk. Moreover, from the description of the representations of sl2(k), we know
that H is diagonalisable with integral eigenvalues ni, H = diag(ni) in a suitable k-basis
of V. Then we see that the homomorphism x ∈ Gm 7→ diag(xni) ∈ GL(V) is a k-rational
group homomorphism. The image of this homomorphism is a connected k-subgroup H of
GL(V) whose Lie algebra is equal to the span of H. From the homework, this is seen to
imply that H is contained in G. Since H is a non-trivial k-split torus, we conclude that
G is k-isotropic.
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Conversely, assume that G contains a k-split torus H. Then we may diagonalise H in the
adjoint representation of G on g. Hence we may decompose g = g0 ⊕λ∈∆ gλ, where ∆ is
a set of non-trivial k-characters on H (the set of roots of the torus H), and

gλ = {X ∈ g | Ad(h)(X) = λ(h)X, for all h ∈ H}.

As in the Lie algebra case, we can check that [gλ, gµ] ⊂ gλµ, where λµ : H → Gm is the
product character. Since only finitely many gλ are non-zero, we see that any element gλ
is nilpotent. Take a root λ ∈ ∆ such that gλ ∩ gk 6= {0}. Then any non-zero element
X ∈ gλ ∩ gk gives the desired non-trivial unipotent element u = exp(X). �

Finally, we mention another Proposition that we will need later.

Proposition 7.5. Consider a subfield k0 ⊂ k and an adjoint k0-simple k0-group G.
Assume that G is k0-isotropic. Viewing G as a k-group, Proposition 7.2 implies that we
may write G as a direct product of k-simple groups Gi.

Then each Gi is isotropic.

Proof. We have a splitting g = gk0 ⊗k0 K. We may decompose the k-Lie algebra
gk := gk0⊗k0 k as a direct sum of finitely many simple k-subalgebras gk =

⊕
i∈I gi. By the

previous proposition, we just need to show that the Lie algebra gi contains a non-trivial
unipotent element for all i.

By assumption gk0 contains a non-zero unipotent element X. Viewing X as an element
of gk, we may decompose it as a sum X =

∑
iXi. Since X is nilpotent, each of the Xi’s

are nilpotent, so it suffices to check that each Xi is non-zero. For this we would like to
use the Galois group of the inclusion k0 ⊂ k, but we don’t know that this is a Galois
extension. However, since K is algebraically closed, the extension k0 ⊂ K is satisfies the
Galois property.

Write g = gk⊗kK =
⊕

i gi⊗kK. Since each gi is simple over k we deduce that gi⊗kK is
semi-simple over K. So it may be decomposed as a direct sum of finitely many K-simple
ideals:

gi ⊗k K =
⊕
j∈Ji

gi,j, for all i ∈ I.

In this decomposition, we may write Xi =
∑

j Xi,j, so that g =
⊕

i,j gi,j and X =∑
i,j Xi,j. Here gi,j are the unique K-simple factors of g. So any Galois automorphism of

K over k0 permutes these simple factors, and hence induces a permutation of the index

set Ĩ :=
⊔
i∈I Ji. This action is transitive because if O ⊂ Ĩ is an orbit under the Galois

group, then
∑

(i,j)∈O gi,j is globally invariant under the Galois group, and hence it is a

subalgebra defined over k0 (and an ideal). As gk0 is simple, this ideal must be either

trivial or everything, so we conclude that O is either empty or equal to Ĩ, proving that
the action is indeed transitive.

Now, since X is non-zero, we know that some coefficient Xi,j is non-zero. Moreover
X ∈ gk0 is invariant under the Galois group of K over k0. Hence its coordinates Xi,j

are permuted under the Galois action. Since the action is transitive on Ĩ, we conclude
that all the coordinates of X are non-zero. Gathering these coordinates appropriately we
conclude that Xi 6= 0 for all i ∈ I. �
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2. Arithmetic groups

We start by giving a strict definition of an arithmetic group, as the set of integer points of
a Q-group. So here k = Q and K continues to denote an algebraic closed field containing
k, e.g. K = C.

Definition 7.6. Consider a linear algebraic Q-group G ⊂ GL(d,K). Then the group
GZ := G ∩GL(d,Z) is called an arithmetic subgroup of G.

This notion is a priori not satisfactory because it depends on the choice of a Q-embedding
G ⊂ GL(d,K), that is, on the choice of a faithful Q-representation G ↪→ GL(V), and on
the choice of a Q-basis of VQ, in order to identify V with Kd.

Let us prove that, in fact, the notion of an arithmetic subgroup is not too sensitive to
these choices.

Definition 7.7. Two subgroups Γ1 and Γ2 of a group G are commensurable if Γ1 ∩ Γ2

has finite index inside both Γ1 and Γ2 (meaning that the coset space Γi/Γ1 ∩ Γ2 is finite
for i = 1, 2).

Exercise 7.8. Check that the commensurability relation is an equivalence relation on
the set of subgroups of a given group.

Proposition 7.9. If G ⊂ GL(d,K) is a Q-subgroup and if π : G → GL(d′, K) is
another faithful Q-representation then π(GZ) and π(G)Z are commensurable subgroups
inside π(G). In particular the commensurability class of the arithmetic subgroup GZ
depends only on G.

The proposition is based on the study of lattices in vector spaces. Below, we will consider
vector spaces over Q or R (later). A lattice in a real vector space is a discrete subgroup
with finite covolume. Classical structure theorems for lattices tell us that they are gen-
erated as additive groups by a basis of the vector space. By analogy, in the case of a
Q-vector space VQ a lattice is then defined to be the additive group generated by a fixed
basis of VQ. This amounts to saying that the subgroup is a lattice inside the real vector
space R⊗Q VQ.

Lemma 7.10. Let VQ be a Q-vector space. The sum ∆ = ∆1 +∆2 of two lattices ∆1,∆2 ⊂
VQ is again a lattice.

Proof. Since ∆1,∆2 ⊂ VQ are two lattices, we may find two bases f1, . . . , fd,
g1, . . . , gd of VQ such that ∆1 = Zf1 ⊕ · · · ⊕ Zfd and ∆2 = Zg1 ⊕ · · · ⊕ Zgd. Denote by
M ∈ M(d,Q) the matrix expressing the coefficients of g1, . . . , gd in the basis f1, . . . , fd.
Denote by a ∈ Z \ {0} the least common multiple of the denominators of the entries of
M . We see that g1, . . . , gd belong to 1

a
∆1. So both ∆1 and ∆2 are contained in 1

a
∆1,

which is a lattice in VQ. So ∆1 +∆2 is discrete inside R⊗QVQ, and hence is a lattice. �

Lemma 7.11. Consider a Q-subgroup G ⊂ GL(d,K) and a Q-representation π : G →
GL(V) for some Q-vector space V = K ⊗ VQ. Then there exists a lattice in VQ which is
globally invariant under GZ. Moreover any lattice of VQ is globally invariant under some
finite index subgroup of GZ.

Proof. Fix a lattice ∆ ⊂ VQ and fix a basis of VQ generating this lattice as an
additive group.

Observe that the coefficients of π(g) in this basis can be expressed as polynomials over
Q of the coefficients of g as a matrix in GL(d,K). Indeed, any coefficient function
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φi,j : x ∈ GL(V) 7→ xi,j ∈ K is Q-rational over GL(V) and we see that the function
g 7→ π(g)i,j is nothing but φi,j ◦ π∗ ∈ Q[G]. So, like any rational function on G, it is the
restriction to G of a rational function on GL(d,K), i.e. of a polynomial in the coefficients
of the matrix g ∈ GL(d,K).

In fact we will rather use the fact that the coefficients of π(g) − 1 can be expressed as
polynomials over Q of the coefficients of g − 1 as a matrix in GL(d,K). The constant
terms of these polynomials are 0. So we may find an integer m ≥ 1 such that if g = 1
modulo m then π(g) has integer coefficients. So we see that the lattice ∆ is globally
invariant under the congruence subgroup Γm = {g ∈ GZ | g = 1 mod m}. Moreover it
is obvious that Γm has finite index inside GZ since the quotient embeds inside the finite
group GL(Z/mZ). This proves the second statement.

Now take a set of representatives of GZ/Γm, i.e. a finite subset F ⊂ GZ such that the
quotient map GZ → GZ/Γm restricts to a bijection from F onto GZ/Γm. By the previous
lemma, we see that ∆̃ :=

∑
g∈F π(g)∆ is also a lattice inside VQ. Moreover, if h ∈ GZ

and g ∈ F , then we may find g′ ∈ F such that hg ∈ g′Γm. Since Γm preserves ∆, we
see that π(h)π(g)∆ = π(g′)∆ ∈ ∆̃. This shows that ∆̃ is GZ-invariant, proving the first
statement. �

Proof of Proposition 7.9. By assumption, π(G)Z is the stabilizer of the lattice
Zd′ inside π(G). Then by the lemma, we know that there is a finite index subgroup Γ of
GZ that preserves this lattice, i.e., π(Γ) ⊂ π(G)Z. Now, conversely, we use π−1 to find
a finite index subgroup Λ < π(G)Z such that Λ ⊂ π(GZ) (here we use the fact that a
bijective Q-morphism between two smooth varieties is a Q-isomorphism, so π−1is indeed
again a Q-representation of π(G)). Then we conclude that π(Γ)∩Λ has finite index inside
both π(GZ) and π(G)Z. �

One of the main results that we will prove is the following one, asserting that arithmetic
subgroups often give rise to lattices. We state it only for semi-simple groups, but it is
completely understood for which Q-groups G the arithmetic subgroup GZ is a lattice
inside GR. The first assertion is due to Borel and Harish-Chandra, while the second
statement is the so-called Godement co-compactness criterion. It is worth recalling that
the set of real points of an algebraic R-group (and a fortiori of a Q-group) is a Lie group.

Theorem 7.12. Let G be a semi-simple Q-group. The following facts hold true.

(1) GZ is a lattice inside GR.
(2) GZ is co-compact inside GR if and only if GZ doesn’t admit a nontrivial unipotent

element.

Concrete examples will be provided in class.

We will only prove the result in the case where G has trivial center. Note that the fact
that Γ < G is a lattice or a co-compact lattice only depends on the commensurability
class of Γ inside G.

It is obvious that GZ is discrete inside GR. The whole point of the proof is to check that
it has finite co-volume in GR or is co-compact in the suitable cases. The proof requires
preliminary work regarding the space of lattices and a general dynamical criterion to
prove that a measure is finite. We discuss the space of lattice in this chapter and prove
item 2. We postpone the proof of the first item to the next chapter.
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3. The space of lattices

The set X+ of all lattices in Rd identifies with the homogeneous space GL(d,R)/ SL±(d,Z)
as follows.

Observe that GLd(R) acts on Rd and hence on the set of all its lattices. The action is
transitive: if ∆ = Zf1⊕· · ·⊕Zfd for some basis (f1, . . . , fd) of Rd, then ∆ = g ·Zd, where
g ∈ GL(d,R) is the matrix of the basis (f1, . . . , fd) in the canonical basis (e1, . . . , ed). So
the set of all lattices is identified with a single orbit GL(d,R) · Zd of this action. The
stabilizer of the lattice Zd is equal to the subgroup SL±(d,Z) if integer matrices whose
inverse also has integral coefficients.

We conclude that X+ is identified with GL(d,R)/ SL±(d,Z), and so we endow it with
the corresponding quotient topology. So, a sequence ∆n = gn · Zd ∈ X+ converges to a
lattice ∆ = g · Zd ∈ X+ if and only if there exists a sequence γn ∈ SL±(d,Z) such that
gnγn converges to g inside G.

Exercise 7.13. Check that the latter is equivalent to finding a basis (fn,1, . . . , fn,d) of
∆n for each n, that converges to a basis of ∆.

Definition 7.14. The covolume d∆ of a lattice ∆ ⊂ Rd is the absolute value of the
determinant of any of its basis. In other words, the covolume of g ·Zd is the determinant
of g.

We denote by X the set of lattices of covolume 1. It is a (closed) subset of X+ and it is
naturally identified with SL(d,R)/ SL(d,Z).

3.1. An embedding. Take a Q-subgroup G ⊂ GL(d,K), and the corresponding
arithmetic subgroup GZ. Denote by H := GL(d,K). Then we have an injection

i : GR/GZ ↪→ HR/HZ = X+.

The following proposition shows that this inclusion behaves well topologically. We will
use it later to reduce our study of the quotient GR/GZ to a study on the space of lattices
in Rd.

Proposition 7.15. Assume that G does not admit a non-trivial Q-character G → Gm.
Then the injection i is proper, in the sense that the pre-image of a compact set is a
compact set.

Proof. Observe that it suffices to show that if gn ∈ GR is a sequence such that gnHZ

converges inside X+ then gnGZ converges in GR/GZ.

We apply Chevalley’s Theorem 3.16 to the subgroup G < H: we find a Q-representation
of H on a Q-vector space W and a point w ∈ WQ such that G is exactly the set of
elements in H which stabilize the line Kw. In particular, for all g ∈ G, there exists
α(g) ∈ K such that g · w = α(g)w. Then we see that α is a group homomorphism, and
since it is a coefficient map with respect to an element in WQ, it is Q-rational. Thus
α is a Q-character on G, and must be trivial by assumption. So we conclude that G is
actually the stabilizer of w.

By Lemma 7.11, we know that HZ preserves a lattice ∆ of WQ. For an appropriate integer
n ≥ 1, we have that ∆′ := 1

n
∆ is also preserved by HZ, and it contains w. Thus, the

HZ-orbit of w is contained in ∆′: it is discrete in WR.

Since gnHZ converges inside X+ , we may find elements γn ∈ HZ such that gnγn converges
to some g ∈ HR. The sequence γ−1

n w = γ−1
n g−1

n w converges to g−1w, and belongs to a
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discrete set, so it is eventually constant. So we may find an index n0 such that γ−1
n w =

γ−1
n0
w for all n ≥ n0. Then for all n ≥ n0, the element an := γnγ

−1
n0

preserves w for large
n, and hence belongs to GR∩HZ = GZ . Further, we see that the sequence gnan converges
inside GR towards gγ−1

n0
. This proves that indeed, gnGZ converges in GR/GZ. �

3.2. A compactness criterion. The following criterion, due to Mahler, allows to
determine when a subset of X or X+ is relatively compact.

Theorem 7.16 (Mahler). A subset Y ⊂ X+ is relatively compact if and only if there
exist constants C, c > 0 such that

d∆ < C and inf
v∈∆\{0}

‖v‖ > c, for all ∆ ∈ Y.

In other words, the subset is relatively compact if its elements don’t have arbitrarily large
covolume, and if they don’t admit arbitrarily small vectors. In particular, if Y ⊂ X, only
the second condition matters.

Let us start the proof with the following inequality of Hermite-Minkowski that tells us
that a lattice with a given covolume d cannot have only large vectors.

Lemma 7.17 (Hermite-Minkowski). Any lattice ∆ in Rd contains a vector v 6= 0 such
that ‖v‖ ≤ 2(d∆/vd)

1/d, where vd denotes the volume of the unit ball inside Rd.

Proof. Denote by r the minimal length of a vector in ∆\{0}. Then any two distinct
vectors of ∆ are at least r-apart, which tells us that the quotient map Rd → Rd/∆ is
injective on any open ball of diameter r (i.e. of radius r/2).This is easily seen to imply
that the volume of such a ball, equal to (r/2)dvd is at most equal to the measure of a
fundamental domain for ∆, equal to d∆. So (r/2)dvd ≤ d∆, which clearly implies the
result. �

Proof of Theorem 7.16. First we note that the functions g ∈ GL(d,R) 7→ dg·Zd =
| det(g)| and g 7→ (minv∈g·Zd\{0} ‖v‖)−1 are continuous, so the corresponding functions on
X+ are also continuous. Hence they must be bounded on any relatively compact subset
of X+.

Conversely, let us show by induction on the dimension d that any subset Y ⊂ X+ for
which there exists constants C, c > 0 such that d∆ < C and ‖v‖ ≥ c for all ∆ ∈ Y and
all v ∈ ∆ \ {0}, is relatively compact.

Observe that if d = 1 this is trivial. Assume now that d > 1 and that Y ⊂ X+ is such a
subset. Let us take a sequence ∆n ∈ Y and try to extract a subsequence that converges
in X+. Since the covolumes d∆n are bounded by C, we may apply Hermite-Minkowski’s
inequality to find for each n a vector vn ∈ ∆n \ {0} with norm at most 2(C/vd)

1/d. We
may assume that vn is a vector of minimal norm of ∆n \ {0}. By assumption on Y , we
know that ‖vn‖ ≥ c for all n. So after passing to a subsequence of ∆n, we may find a
non-zero vector v∞ ∈ Rd such that vn converges to v∞.

For each n, denote by gn ∈ GL(d,R) an element such that gn(vn) = v∞, and we assume
moreover that gn → id. Note that if we find a convergent subsequence of (gn∆n)n, then
the corresponding subsequence of (∆n)n will also converge to the same limit. So without
loss of generality we may assume that v∞ actually belongs to each ∆n. Note that if we
chose for gn the product of a dilation and a rotation, then we can in fact assume that v∞
is of minimal norm inside ∆n \ {0}.



3. THE SPACE OF LATTICES 65

Now let us look at the euclidean subspace v⊥∞ ⊂ Rd. Denote by ∆′n the projection of ∆n

onto v⊥∞.

Claim 1. ∆′n is a lattice in v⊥∞ with covolume d∆n/‖v∞‖.
This is classical. The fact that v∞ is a vector of minimal norm inside ∆n tells us that
∆′n is discrete inside v⊥∞, and it clearly spans v⊥∞ as a vector space. So it is indeed a
lattice. Taking a basis (f1, . . . , fd−1) of ∆′n we may thus find constants αi such that
(v∞, f1 +α1v∞, . . . , fd−1 +αd−1v∞) is a basis of ∆. The determinant of this basis is equal
to ‖v∞‖ det(f1, . . . , fd−1), as desired.

Claim 2. Any non-zero vector of ∆′n has norm at least c
√

3/2.

Denote by r := ‖v∞‖ ≥ c. If x ∈ ∆′n is a non-zero element, then we may find α ∈ R such
that x+αv∞ ∈ ∆. Subtracting an integer multiple of v∞, we may assume that |α| ≤ r/2.
Since x ⊥ v∞ and since v∞ has minimal norm in ∆n \ {0}, we get

‖x‖2 + |α|2 = ‖x+ αv∞‖2 ≥ r2.

Thus, ‖x‖ ≥ r2 − r2/4 ≥ c
√

3/2.

These two claims and the induction hypothesis imply that we may replace (∆′n) by a
subsequence to assume that it converges toward a lattice ∆′ in v⊥∞. So we may find
a basis (fn,1, . . . , fn,d−1) of ∆′n that converges to a basis (f1, . . . , fd−1) of ∆′. So we
may find αn,1, . . . , αn,d−1 ∈ R such that |αn,i| ≤ r/2 for all i and Bn := (v∞, fn,1 +
αn,1v∞, . . . , fn,d−1 + αn,d−1v∞) is a basis of ∆n for each n. Then we may extract a subse-
quence along which αn,i converges. Then we see that the basis Bn converges to a basis of
Rd, and hence ∆n converges to some lattice of Rd. This finishes the proof. �

3.3. ∆-rational subspaces. We finish our discussion on the space of lattices with
some facts about lower dimensional subspaces and their position relative to a fixed lattice
∆ ⊂ Rd. This will be used later.

Definition 7.18. Fix a lattice ∆ ⊂ Rd. A subspace L ⊂ Rd is ∆-rational if it is spanned
over R by its intersection with ∆.

Note that L is ∆-rational if and only if L ∩∆ is a lattice in L. As a subspace of Rd, L
is a euclidean space, we may then naturally speak of the covolume of ∆∩L in L for this
euclidean structure. We denote by d(L) = d∆(L) this covolume. We set d({0}) = 1.

Lemma 7.19. Assume that ∆ = Zd ⊂ Rd and take a subspace L ⊂ Rd. The following are
equivalent

(i) L-is ∆-rational;
(ii) L is spanned over R by vectors in Qd;

(iii) L is defined as the zero set in Rd of linear equations with rational coefficients.

Proof. (i)⇒ (ii). By assumption L is spanned by L ∩∆ ⊂ Qd.
(ii) ⇒ (i). Take a basis v1, . . . , v` of L made of rational vectors. Then some integer
multiple nv1, . . . , nv` is still a basis of L, but is made of integer vectors, i.e. contained in
∆ ∩ L.
(ii) ⇔ (iii). Observe that (iii) amounts to saying that L⊥ is spanned by vectors with
rational coefficients, i.e. is ∆-rational. So we need to verify that L is ∆-rational if and
only if L⊥ is ∆-rational. This easily follows from the fact that the canonical inner product
on Rd is defined over Q. �
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Lemma 7.20. Take a lattice ∆ ⊂ Rd and two ∆-rational subspaces L,M ⊂ Rd. Then
L+M and L∩M is still ∆-rational and we have the following relation on the covolumes:

d(L ∩M)d(L+M) ≤ d(L)d(M).

Proof. To check the rationality statements, we may change the basis in Rd in order
to assume that ∆ = Zd. In this case we may apply the previous lemma. Then L+M is
spanned by vectors in Qd so it is ∆-rational. Moreover, L ∩M is the zero set of linear
equations with coefficients in Q, so it is ∆-rational.

Let us now prove the inequality about the covolumes. Take a basis u1, . . . , uk of ∆∩L∩
M , and add vectors v1, . . . , v` to get a basis u1, . . . , uk, v1, . . . , v` of ∆ ∩ L and vectors
w1, . . . , wm to get a basis u1, . . . , uk, w1, . . . , wm of ∆ ∩M . Then the family of vectors
B := (u1, . . . , uk, v1, . . . , v`, w1, . . . , wm) spans a lattice inside L + M , which has finite
index inside ∆∩ (L+M). In particular the determinant of this family B is greater than
or equal to the covolume of ∆ ∩ (L + M) inside L + M . So the stated inequality will
follow once we prove that

| det(u1, . . . , uk)|| det(B)| ≤ | det(u1, . . . , uk, v1 . . . , v`)|| det(u1, . . . , uk, w1, . . . , wm)|.

Note that this inequality does not involve the lattice ∆ anymore, but is purely of euclidean
nature (note that the determinant is always taken with respect of an orthonormal basis of
the subspace we consider). Using Schmidt orthogonalization algorithm, we may assume
that the families (u1, . . . , uk, v1, . . . , v`) and (u1, . . . , uk, w1, . . . , wm) are both orthogonal
families. Since the inequality is insensitive to rescaling each vector, we may assume that
these bases are orthonormal. Besides, we may find vectors w′1, . . . , w

′
m ∈ L + M so that

(u1, . . . , uk, v1, . . . , v`, w
′
1, . . . , w

′
m) is an orthonormal basis of L + M . In this basis, the

matrix of the family B = (u1, . . . , uk, v1, . . . , v`, w1, . . . , wm) isidk 0 0
0 id` ∗
0 0 A

 ,

where ∗ designate possibly non-zero terms. Thus det(B) = det(A), and the matrix A
is the matrix of the vectors (Pw1, . . . , Pwm), where P is the orthogonal projection onto
the linear span of (w′1, . . . , w

′
m). Since P has norm at most 1, as an operator on the

euclidean space Rd, it is also the case of its restriction to the linear span of w1, . . . , wm.
This restriction thus has determinant at most 1. Hence | det(A)| ≤ | det(P )| ≤ 1. This
proves the desired inequality. �

Lemma 7.21. Fix a lattice ∆ ⊂ Rd. For 0 ≤ i ≤ d, denote by Si(∆) the set of ∆-rational
subspaces of Rd of dimension i. Then for each i and C > 0 the set {L ∈ Si(∆) | d∆(L) ≤
C} is finite. Moreover the following map is continuous:

θi : ∆ ∈ X 7→ min
L∈Si(∆)

d∆(L).

Proof. Note that the set of elements v1 ∧ · · · ∧ vi, where v1, . . . , vi ∈ ∆ is discrete
inside

∧i(Rd). Take L ∈ Si(∆), and take an arbitrary basis v1, . . . vi of ∆ ∩ L. Then the

map L 7→ v1 ∧ · · · ∧ vi ∈
∧i(Rd) is injective, so there are only many L ∈ Si(∆) such that

d∆(L) = ‖v1 ∧ · · · ∧ vi‖ ≤ C. This proves the first statement.

The second statement follows from the inequalities ‖g−1‖−dd∆(L) ≤ dg∆(gL) ≤ ‖g‖dd∆(L),
for all g ∈ SL(d,R). �



3. THE SPACE OF LATTICES 67

3.4. Proof of the co-compactness criterion. We fix a semi-simple Q-group G
and we aim to prove the second statement of Theorem 7.12. We start with a criterion
regarding unipotent elements. Denote by g the Lie algebra of G. Since G is defined over
Q, so is g, i.e. g = gQ ⊗Q K.

Lemma 7.22. The following assertions are equivalent.

(i) GZ has non-trivial unipotent elements;
(ii) GQ has non-trivial unipotent elements;

(iii) gQ has non-zero nilpotent elements.

Proof. We observed in the first graded homework that if we embed G as a Q-
subgroup of GL(V), then the exponential of matrices restricts to a Q-rational map from
the set of nilpotent matrices inside g (viewed inside End(V)) onto the set of unipotent
elements in G. This proves the equivalence between (ii) and (iii). Moreover since the
coefficients of this exponential map are in Q, and the constant term is 1 ∈ Z, then we
see that if A ∈ gQ is nilpotent then exp(nA) ∈ GL(V) has integral coefficients for an
appropriate n. So (iii) implies (i). �

Proof of Theorem 7.12.2. We assume that G has trivial center. In particular, G
is faithfully represented as a Q-subgroup of H := GL(g) via its adjoint representation.
Since G is semi-simple, Ad(G) is contained in SL(g).

Assume first that GZ is not cocompact inside GR. By Proposition 7.15, the image of
GR/GZ inside the space of lattices HR/HZ is not compact. By Mahler compactness
criterion, this means that we may find a sequence gn ∈ GR such that the sequence of
lattices Ad(gn) · gZ ⊂ g has no convergent subsequence in HR/HZ. Since all these lattices
have the same covolume, Mahler compactness criterion tells us in fact that there exists
a sequence of vectors Xn ∈ gZ \ {0} such that Ad(gn)(Xn) converges to 0. This implies
that Tr(X i

n) converges to 0 for all i ≥ 0. Since the set Tr(gZ) is discrete in R, this shows
that for n large enough Tr(X i

n) = 0 for all i ≤ dim(g). So for n large enough, Xn is a
non-zero nilpotent element in gZ. So the previous lemma shows that GZ has a non-trivial
unipotent element.

Conversely assume that GZ is co-compact inside GR and take a unipotent element u ∈ GZ.
The next two claims will show that u is necessarily trivial. We denote by X := log(u)
which is a nilpotent element of g.

Claim 1. There exists a sequence (gn)n≥1 in GR such that gnug
−1
n converges to the trivial

element eG, in the analytic topology.

To prove this claim we don’t use that fact that u ∈ GZ, the proof relies only on the
Lie group structure of GR. We denote by exp : gR → GR the analytic exponential map.
We may apply Jacobson-Morozov Theorem to find a semi-simple element H ∈ gR such
that [H,X] = 2X. For all n ≥ 1, denote by gn := exp(−nH). By Lemma 2.17 we have
Ad(gn)(X) = exp(ad(−nH))(X), where the later exponential refer to the exponential of
endomorphisms End(gR) → GL(gR). The relation ad(H)(X) = 2X then implies that
exp(ad(−nH))(X) = exp(−2n)X. In particular, we deduce that Ad(gn)(X) converges to
0 inside gR as n→∞. Applying the exponential map we get the desired convergence:

lim
n
gnug

−1
n = lim

n
exp(Ad(gn)X) = eG.

Claim 2. The sequence (gn) of Claim 1 may be taken inside GZ. Hence gnug
−1
n = eG for

n large enough.
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Since GR/GZ is compact, we may find elements γn ∈ GZ such that gnγn converges to some
h ∈ GR. Then we see that γ−1

n uγn = (gnγn)−1gnug
−1
n (gnγn) converges to h−1eGh = eG.

Now this sequence is contained inside GZ, which is discrete inside GR, so it is eventually
equal to eG. So some conjugate of u is trivial, proving that u is trivial. �



CHAPTER 8

Finiteness of measures

In this chapter we prove a dynamical criterion ensuring that a Radon measure on a locally
compact space X which is invariant under some continuous action of a group G is finite.
We then apply this criterion to complete the proof of Theorem 7.12.

1. An abstract criterion

Let G be an l.c.s.c. group and X be a locally compact topological space on which G acts
continuously. We provide here a general criterion ensuring that any G-invariant Radon
measure ν on X is finite.

We recall that a continuous function f : X → [0,+∞[ is said to be proper if the inverse
image of a compact set is compact (i.e. f(x) tends to infinity as x leaves compact subsets
of X).

Definition 8.1. Given a probability measure µ on G, we define the averaging operator
Aµ, by the formula

Aµ(f) : x ∈ X 7→
∫
G

f(gx)dµ(g),

for all functions f on X for which the integral makes sense (e.g. for all continuous
functions f : X → [0,+∞[).

Observe that if A ⊂ X is a measurable subset of X and if x ∈ X, then Aµ(1A)(x) is equal
to the measure of the set of elements g ∈ G such that gx ∈ A, i.e. to the probability that
gx lies in A, when g is distributed according to µ.

We consider the following condition of contraction of some averaging operator:

CA There exists a proper continuous function f : X → [0,+∞[, a probability mea-
sure µ on G and constants a < 1, b > 0 such that Aµ(f) ≤ af + b.

Proposition 8.2. Assuming condition CA, every G-invariant Radon measure ν on X
is finite.

The proof is based on the following lemma, which states that the random walk on X,
whose starting point is x and which moves at each step according to the law µ, is essen-
tially contained, after a long time, in a compact space K.

Lemma 8.3. Assume condition CA. For all ε > 0 there exists a compact set K ⊂ X such
that for all x ∈ X there exists an integer M = M(x) satisfying

Anµ(1K)(x) ≥ 1− ε, for all n ≥M.

Moreover, we may choose M(x) to be bounded on compact sets.

69
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Proof. Note that the operator Aµ is linear and acts trivially on constant functions.
By induction, we have, for all n ≥ 1,

Anµ(f) ≤ anf + b(1 + a+ · · ·+ an−1) ≤ anf +
b

1− a
.

Since f is proper, the following set K is compact:

K :=

{
x ∈ X | f(x) ≤ 2b

ε(1− a)

}
.

Moreover 1X\K ≤ (1−a)ε
2b

f , and it follows that for all x ∈ X,

Anµ(1X\K)(x) ≤ (1− a)ε

2b
Anµ(f)(x) ≤ (1− a)ε

2b

(
anf(x) +

b

1− a

)
≤ ε,

if n is large enough. Passing to the complementary, we get the result. The moreover part
is clear since f is continuous (hence bounded on compact sets). �

Proof of Proposition 8.2. Take ε = 1/2 and denote by K the corresponding
compact set given by the previous lemma. Then for any compact set L ⊂ X, we may
find an integer M so that

Anµ(1K)(x) ≥ 1/2, for all x ∈ L, n ≥M.

In particular we have,

ν(L) ≤ 2

∫
L

Anµ(1K)(x)dν(x) ≤ 2

∫
X

Anµ(1K)(x)dν(x) = 2

∫
X

1K(x)dν(x) = 2ν(K),

because
∫
X
Aµ(F )(x)dν(x) =

∫
X
Fdν for every non-negative function F , since ν is G-

invariant. Since ν is a regular measure, we conclude that ν(X) = supL ν(L) ≤ 2ν(K),
proving the result. �

2. Expansion in linear random walks

In this section we collect properties of linear actions on vector spaces and the correspond-
ing actions on projective spaces.

We endow Rd with an inner product 〈·, ·〉 and denote by ‖ · ‖ the corresponding euclidean
norm. Then we also denote by ‖ · ‖ the corresponding operator norm on M(d,R).

Denote by G := GL(d,R), and by S+ ⊂ G the subset of positive definite matrices. Take
a probability measure µ on G, denote by supp(µ) its support and by Γµ the closure of
the subgroup generated by supp(µ). We say that µ is symmetric if µ(A) = µ(A−1) for all
subset A ⊂ G, where A−1 = {g−1 | g ∈ A}.

The following result is a special case of a theorem of Furstenberg.

Theorem 8.4. Assume that µ is symmetric, with supp(µ) ⊂ S+ and that it has a finite
first moment:

∫
G
| log(‖g‖)|dµ(g) <∞. Then for every non-zero vector v ∈ Rd, we have∫

G

log(
‖gv‖
‖v‖

)dµ(g) ≥ 0.

This inequality is an equality if and only if Γµ stabilizes the line Rv.
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Proof. Using the fact the µ is symmetric, we see that∫
G

log(‖gv‖)dµ(g) =
1

2

∫
G

log(‖gv‖‖g−1v‖)dµ(g).

Now using Cauchy-Shwartz inequality and the fact that µ is supported on symmetric
matrices we get∫

G

log(‖gv‖)dµ(g) ≥ 1

2

∫
G

log(〈gv, g−1v〉)dµ(g) =

∫
G

log(‖v‖)dµ(g).

This proves the desired inequality. Observe that this is an equality if and only if we have
equality in the Cauchy-Schwartz inequality used above. This amounts to saying that for
µ-almost every g ∈ G, gv and g−1v are proportional, i.e. the v is an eigenvector of g2.
Since g is almost surely positive definite this implies that v is almost surely an eigenvector
of g. Hence Γµ stabilizes the line Rv �

For each 1 ≤ i ≤ d, we endow the exterior product
∧iRd with the inner product such that

the vectors en1 ∧ · · · ∧ eni
form an orthonormal basis as the i-tuple 1 ≤ n1 < · · · < ni ≤ d

vary and e1, . . . , ed denotes an orthonormal basis of Rd. Keep denoting by ‖ · ‖ the

associated Euclidean norm. The group G = GL(d,R) acts linearly on
∧iRd by the

formula g · (v1∧· · ·∧vi) = (gv1)∧· · ·∧ (gvi). It preserves the cone of non-zero elementary
vectors

Wi := {v = v1 ∧ · · · ∧ vi 6= 0 | vi ∈ Rd}.
The quotient of Wi by dilations is the Grassmanian variety Gd

i of i-dimensional subspaces
of Rd. We denote by ϕi : Wi →]0,+∞[ the function given by

ϕi(v) := ‖v‖−1, for all v ∈ Wi.

The next corollary shows that these functions are contracted under averaging operators
(under soft conditions). It will be used to construct some functions on the space of lattices
that satisfy assumption CA in the suitable setting.

The conditions that we require on µ ∈ Prob(G) are the following

ISC Γµ acts irreducibly on Rd, in the sense that there is no non-zero Γµ-invariant
proper subspace of Rd; µ is symmetric and the support supp(µ) is compact and
contained in S+.

Corollary 8.5. Assume that µ ∈ Prob(G) satisfies condition ISC. Then there exists
δ > 0 and a0 < 1 such that for all 0 < i < d we have Aµ(ϕδi ) ≤ a0ϕ

δ
i .

Proof. We may apply Theorem 8.4 to the linear action of G on
∧iRd. We find that

for all v ∈ Wi, Iv :=
∫
G

log(‖gv‖‖v‖ )dµ(g) ≥ 0. Moreover, since Γµ acts irreducibly on Rd, it

does not stabilize a line in Rv, for any v ∈ Wi. So Iv > 0 for all v ∈ Wi. In fact note that
the map v ∈ Wi 7→ Iv is continuous and invariant under dilations. So it factors through a
continuous map Gd

i → R. Since Gd
i is compact (being a closed subspace of the projective

space P(
∧iRd)), we conclude that there exists a constant c > 0 such that Iv ≥ 2c for all

v ∈ Wi.

Observe that for all 0 < i < d, and for all v ∈ Wi, we have

‖gv‖ ≤ ‖g‖i‖v‖ ≤ max(‖g‖d, 1)‖v‖.
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Set M := sup{log(max(‖g‖d, 1)) | g ∈ supp(µ)} and δ := min(1/M, c/M2). Using the
fact that et ≤ 1 + t+ t2 for all t ∈ [−1, 1] we compute

Aµ(ϕδi )(v)

ϕδi (v)
=

∫
G

exp(−δ log(
‖gv‖
‖v‖

))dµ(g)

≤ 1− δ
∫
G

log(
‖gv‖
‖v‖

)dµ(g) + δ2

∫
G

(
log(
‖gv‖
‖v‖

)

)2

dµ(g)

≤ 1− 2cδ +M2δ2 ≤ 1− cδ.
We may thus set a0 := 1− cδ < 1. �

3. Proof of the main Theorem

We are now ready to prove the first item of Theorem 7.12

First there are several reductions. Let G be a semi-simple Q-group with trivial center.
Note that G0 has finite index inside G, so we may easily reduce to the case where G
is connected. By Proposition 7.2, we may then write G as a direct product of finitely
many simple Q-groups Gi, which are connected and have finite center. Then the set of
integral (resp. real) point also splits as the product of the set of integral (resp.real) points
Γi inside Gi. Moreover, it is easily seen that if Γi is a lattice inside Gi for all i, then
the finite product ΠiΓi is a lattice inside ΠiGi. So it suffices to prove the theorem for
Q-simple groups.

Finally, we already proved the second item of the theorem which implies in particular
that if G is Q-anisotropic then GZ is a lattice in GR.

In conclusion, we may assume that G is a Q-simple, Q-isotropic group, which is connected
and has trivial center.

3.1. First step: ensuring condition ISC. We construct a nice representation of
G and a probability measure on G satisfying condition ISC.

Lemma 8.6. Let G be as above. There exists a faithful Q-representation of G which is
irreducible over R.

In the proof of this lemma we will need the following exercise.

Exercise 8.7. Prove that if G and H are two arbitrary groups and π : G→ GL(V ) and
ρ : H → GL(W ) are two irreducible representations of G and H on finite dimensional
complex vector spaces then the representation π̃ : G × H → GL(V ⊗ W ) given by
π̃(g, h)(v ⊗ w) = (π(g)v)⊗ (ρ(h)w) for all v ∈ V , w ∈ W is again irreducible.
Hint. Use Burnside theorem which state that if π : G → GL(V ) is irreducible then the
linear span of π(G) is the whole of End(V ).

Proof of Lemma 8.6. By assumption, G is adjoint, so it is faithfully represented
over g. Decompose this adjoint representation into irreducible representations over K =
C: g =

⊕n
i=1 gi, where each gi is simple over C. For each i, denote by ρi the restriction

of the adjoint representation of G to gi.

The Galois group of C over Q permutes the subalgebras gi, and intertwines the repre-
sentations ρi, so the tensor product representation ρ := ρ1 ⊗ · · · ⊗ ρn is defined over
Q. In order to check that this representation is irreducible, note that the decomposition
g =

⊕n
i=1 gi also admits a counterpart a the group level, namely, G =

∏n
i=1 Gi, where
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each Gi is C-simple. Moreover, every representation ρi is obtained by composing the
projection map G→ Gi with the adjoint representation of Gi, so it is in fact a represen-
tation of gi and the representation ρ is then of the form presented in the exercise. Since
each ρi is irreducible, we conclude that ρ is an irreducible representation of G, over C.
In particular ρ is irreducible over R, and it is clearly faithful. �

It is a fact that since G is a connected algebraic group, the analytic group GR has only
finitely many connected components. Denote by (GR)0 the analytic connected component
of GR.

Lemma 8.8. The semi-simple Lie group (GR)0 has no compact factor.

Proof. One can check that if G is connected and has trivial center, then (GR)0 is
connected and has trivial center. So it splits uniquely as a direct product of simple Lie
groups, and by uniqueness, each factor in this decomposition is the identity component of
(Gi)R, where Gi is one of the R-simple factors of G viewed as an R-group. By Proposition
7.5, we see that each Gi is R-isotropic, which amounts to saying that there is a non-zero
nilpotent element in its real Lie algebra gi. In particular if gi = k ⊕ q is a Cartan
decomposition of gi, then we have that q 6= 0. So Theorem 6.4 shows that (Gi)R is
non-compact. �

Lemma 8.9. Let G ⊂ GL(d,C) be a connected semi-simple R-subgroup with trivial center.
Set G := (GR)0 ⊂ GL(d,R). Then

• There exists an inner product on Rd such that if g ∈ G then gT ∈ G.
• If moreover G has no-compact factor, then G∩S+ generates a dense subgroup of
G, where S+ denotes the set of positive definite matrices for this inner product.

Proof. To construct the inner product, write gR = k⊕q for the Cartan decomposition
of the Lie algebra of G. Then u := k ⊕ iq is a compact real form of the Lie algebra g of
G. As such, it is the Lie algebra of a compact Lie subgroup U of GL(d,C). Then we may
find a complex inner product (i.e. a positive definite hermitian form) 〈·, ·〉 on Cd which is
U -invariant. So for all v, w ∈ Cd, X ∈ k⊕iq, and t ∈ R, we have 〈exp(tX)v, exp(tX)w〉 =
〈v, w〉. Derivating this relation gives

〈X(v), w〉+ 〈v,X(w)〉 = 0.

So X = −X∗ for all X ∈ k ⊕ iq. This implies that X = X∗ for all X ∈ q. Now look we
define the real inner product 〈·, ·〉R as the real part of the above complex inner product,
restricted to Rd. Since gR ⊂ GL(d,R), we see that X = −XT for all X ∈ k and X = XT

for all X ∈ q. In particular, gR is invariant under the transpose map, and so is G, by
connectedness.

In fact the above construction is made so that the Cartan involution with respect to
which we made the Cartan decomposition is just the map X 7→ −XT . In this way,
the elements of q are symmetric matrices, and their exponential are symmetric positive
definite elements of G. Now, note that [q, q] ⊕ q is an ideal h in gR. Since gR is semi-
simple, we have gR = h⊥ ⊕ h, whereas h⊥ is contained in k. This leads to the fact that
exp(h⊥) is a compact normal subgroup of G. Since G has no compact factor this implies
that h⊥ = {0}, and hence gR = [q, q]⊕ q. Then we deduce that the closure of the group
generated by exp(q) is dense in G. �

Denote by G the connected component of the identity of GR. Combining the above facts,
we deduce the following.



3. PROOF OF THE MAIN THEOREM 74

Corollary 8.10. The exists a faithful irreducible representation of G inside some SL(d,R)
and a measure µ ∈ Prob(G) satisfying the condition ISC. Moreover this representation
comes from a Q-representation of G, so Γ := GZ is identified (up to commensurability)
with G ∩ SL(d,Z).

Proof. We know that G admits a faithful Q-representation which is irreducible over
R. This representation gives an embedding G ⊂ GL(d,R). Since G is semi-simple and
connected, we actually have G ⊂ SL(d,R). Denote by 〈·, ·〉 an inner product as in the
previous lemma. Then we know that G ∩ S+ generates a dense subgroup of G. Write
g = k ⊕ q for the Cartan decomposition of g corresponding to the Cartan involution
X 7→ −X t. Take a compact neighborhood U of 0 in q such that U = −U . Then we know
that exp(U) generates a dense subgroup of G and it is a compact symmetric set contained
inside S+. Take for µ0 the restriction of the Lebesgue measure on q to U , normalized
to be a probability measure, and denote by µ ∈ Prob(G) the push-forward of µ0 with
respect to the exponential map. This measure satisfies condition ISC. �

In this situation, we know by Proposition 7.15 that the quotient G/Γ embeds into the
space of lattices X+ in a proper way. In fact, since G ⊂ SL(d,R), we even have that G/Γ
is contained inside X. The G-invariant measure ν on G/Γ gives a G-invariant measure ν̃
on X. Since ν was a Radon measure and the embedding into X is proper, ν̃ is a radon
measure on X. We need to show that ν̃ is a finite measure. For that we will prove that
the action of G on X satisfies property CA. Note that this has nothing to do with Γ
anymore, it is only a property of G.

So in order to conclude the proof of Theorem 7.12, we only need to find a proper function
on X which is contracted by the averaging operator Aµ corresponding to the above µ, in
the sense of condition CA. This is achieved in the next section.

3.2. Second step: finding a nice proper function. Let us recall some notation
from a previous section. If ∆ denotes a lattice in Rd then we say that a subspace ⊂ Rd

is ∆-rational if δ ∩ L is a lattice in L. In this case, we denote by d∆(L) the covolume of
∆ ∩ L in L, with respect to the Euclidean structure on L inherited from the one on Rd.

For each 0 < i < d, denote by αi : X → R the function defined by

αi(∆) := sup{d∆(L)−1 | L ⊂ Rd,∆− rational, dim(L) = i}.

By Lemma 7.21 we know that each αi is continuous on X. Set moreover α0 := 1. Note
that the function α1 coincides the function ∆ 7→ minv∈∆\{0} ‖v‖−1 use in Mahler criterion.
By Mahler criterion, we thus know that α1 is proper on X.

Lemma 8.11. Let µ ∈ Prob(GL(d,R)) be a probability measure satisfying condition ISC.
Then there exists δ > 0, a0 < 1 and b0 > 0 such that

Aµ(αδi ) ≤ a0α
δ
i + b0 max

0<j≤min(i,d−i)
(αδi−jα

δ
i+j)

1/2, for all 0 < i < d.

Proof. Let δ and a0 given by Corollary 8.5. For ∆ ∈ X, recall that Aµ(αδi )(∆) =∫
G
αδi (g∆)dµ(g). We want to find an upper bound for this integral.

Denote by r := sup{max(‖g‖d, ‖g−1‖d) | g ∈ supp(µ)}. So if L is any ∆-rational subspace
of Rd, we have, for µ-almost every g ∈ G,

(3.1) r−1d∆(L) ≤ dg∆(gL) ≤ rd∆(L).



3. PROOF OF THE MAIN THEOREM 75

Take a ∆-rational space Li ⊂ Rd with dimension i such that αi(∆) = d∆(Li)
−1. It exists

by Lemma 7.21. Consider the finite set

Ψi := {L ⊂ Rd | ∆− rational, dim(L) = i, d∆(L) ≤ r2d∆(Li)}.

Two cases may occur:

Case 1. Li is the only element of Ψi.

In this case, for every ∆-rational subspace L ⊂ Rd with dimension i, and µ-almost every
g ∈ G, we have

dg∆(gL) ≥ dg∆(gLi).

Indeed, it is obvious if L = Li and otherwise we use inequality (3.1) and the fact that
L /∈ Ψi. It then follows that αi(g∆) = (dg∆(gLi))

−1. We thus have the following equality

Aµ(αδi )(∆) =

∫
G

1

dg∆(gLi)δ
dµ(g) =

∫
G

ϕδi (gw)dµ(g),

where w = e1 ∧ · · · ∧ ei ∈ Wi and e1, . . . , ei is a basis of Li ∩ ∆. By Corollary 8.5, we
deduce that Aµ(αδi )(∆) ≤ a0α

δ
i (∆).

Case 2. There exists another element L′i in Ψi.

In this case, put j := dim(L + i + L′i) − i > 0. By Lemma 7.20, we have for µ-almost
every g ∈ G,

αi(g∆) ≤ rαi(∆) = r/d∆(Li)

≤ r2(d∆(Li)d∆(L′i))
−1/2

≤ r2(d∆(Li ∩ L′i)d∆(Li + L′i))
−1/2

≤ r2(αi−j(∆)αi+j(∆))1/2.

So if we set b0 := r2δ, we get

Aµ(αδi )(∆) ≤ b0 max
0<j≤min(i,d−i)

(αδi−jα
δ
i+j)

1/2.

In both cases, we get the desired estimate. �

Corollary 8.12. If µ ∈ Prob(GL(d,R)) satisfis condition ISC then there exists δ > 0
and ε > 0 such that the function f : X → [0,∞[ defined as follows satisfies condition
CA:

f :=
∑

0<i<d

ε(d−i)iαδi .

Proof. For any choice of ε > 0 and δ > 0, a function f as above is proper, because
we observe that Mahler criterion shows that α1 is proper. For each i, set βi := ε(d−i)iαδi ,
so that f =

∑
i βi. By the previous lemma, we have

Aµ(f) ≤ a0

∑
0<i<d

βi + b0

∑
0<i<d

ε(d−i)i max
0<j≤min(i,d−i)

(αδi−jα
δ
i+j)

1/2.

Observe now that we have

2(d− i)i = (d− i− j)(i+ j) + (d− i+ j)(i− j) + 2j2.
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Combining this with the arithmetic-geomoetric inequality, we get, assuming that ε < 1,

Aµ(f) ≤ a0f + b0

∑
i

max
0<j≤min(i,d−i)

εj
2

(βi−j + βi+j)/2

≤ a0f + b0ε
∑
i

max
j=1,...,d

βj

≤ (a0 + b0εd)f + b0εd.

This shows that A0(f) ≤ af + b with a = a0 + b0εd and b = b0εd > 0. If ε is small
enough, we indeed get that a < 1, concluding the proof. �
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