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3 "Gluing" interpolation scales
Can glue together overlapping scales (Wolff's Theorem).
Example: $\left\{H_{(D)}^{s, p}(O)\right\}_{\frac{1}{p} \neq s \in[0,1]}$ and $\left\{H_{D}^{s, p}(O)\right\}_{s \in\left(\frac{1}{p}, 1+\frac{1}{p}\right)}$ overlap.
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$$
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$$

$\mathbb{H}_{(E)}^{s, p}(O)$ interpolates component wise, so:

$$
\left.\begin{array}{ll} 
& \text { pure Dirichlet on } O \\
\& & \text { mixed } \mathrm{BC} \text { on } \mathbb{R}_{+}^{d}
\end{array}\right\} \Longrightarrow \quad \text { interpolation of } H_{(D)}^{s, p}(O) .
$$
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## Pure Dirichlet interpolation

With bullet spaces: Almost easy (up to some technicalities)!

- Step 1: multiplier $\mathbb{1}_{c_{O}}: H_{(\partial O)}^{s, p}\left(\mathbb{R}^{d}\right) \rightarrow H_{0}^{s, p}\left({ }^{c} O\right)$ bounded:
$s$ small: by multiplier property. $s$ large: reduce to $s$ small: $\nabla$ and $\mathbb{1}_{c O}$ commute.
- Step 2: identify $H_{(\partial O)}^{s, p}(O)=\left.H_{0}^{s, p}(O)\right|_{o}$.
- Step 3: Conclude with retraction principle.

Geometric requirements?
$1 H_{0}^{s, p}(O)$ complemented for $s>0:{ }^{c} O$ full dimensional.
2 Multiplier bounded $(\operatorname{codim}(\partial O)=1)$ \& density (for Step 2): $\partial O$ is ( $d-1$ )-regular.
3 Restriction to $O$ retraction: $O$ full dimensional.

## Mixed BC on $\mathbb{R}_{+}^{d}$ : Another reduction

1 Step 1: s small.
Reduces to pure Dirichlet situation (even on O):

$$
H^{s, p}(O)=\left[L^{p_{0}}, H_{\partial O}^{1, p_{1}}(O)\right]_{s} \subseteq\left[L^{p_{0}}, H_{D}^{1, p_{1}}(O)\right]_{s} .
$$

2 Step 2: Work in the boundary $\mathbb{R}^{d-1}$.
Write

$$
f=\underbrace{f-E R f}_{\text {pure Dirichlet BC } \checkmark}+\underbrace{E R f .}_{\varrho \text { of the matter }}
$$
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Follows from porousity of $\partial D$ in $\partial O$.
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Schema for the inclusion


## Summary

## Theorem (B., Egert, JFAA 2019)

Let
$1 O \subseteq \mathbb{R}^{d}$ open,
$2 O$ and ${ }^{\text {c } O}$ is $d$-regular,
$3 D \subseteq \partial O$ is $(d-1)$-regular,
$4 \overline{\partial O \backslash D}$ has uniform bi-Lipschitz charts, and
$5 \partial D$ is porous in $\partial O$.
Fix $p_{0}, p_{1} \in(1, \infty), s_{0} \in\left[0,1 / p_{0}\right), s_{1} \in\left(1 / p_{1}, 1\right], \theta \in(0,1)$ and put

$$
s:=(1-\theta) s_{0}+\theta s_{1} \quad \text { and } \quad \frac{1}{p}:=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}} .
$$

Then

$$
\left[H^{s_{0}, p_{0}}(O), H_{D}^{s_{1}, p_{1}}(O)\right]_{\theta}=H_{(D)}^{s_{0}, p}(O) .
$$
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Can we benefit from BC?

## Thank you for your attention!
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