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Abstract: This study investigates the steady Boltzmann equation in one spatial vari-
able for a polyatomic single-component gas in a half-space. Inflow boundary conditions
are assumed at the half-space boundary, where particles entering the half-space are dis-
tributed as a Maxwellian, an equilibrium distribution characterized by macroscopic pa-
rameters of the boundary. At the far end, the gas tends to an equilibrium distribution,
which is also Maxwellian. Using conservation laws and an entropy inequality, we derive
relations between the macroscopic parameters of the boundary and at infinity required for
the existence of solutions. The relations vary depending on the sign of the Mach number
at infinity, which dictates whether evaporation or condensation takes place at the interface
between the gas and the condensed phase. We explore the obtained relations numerically.
This investigation reveals that, although the relations are qualitatively similar for various
internal degrees of freedom of the gas, clear quantitative differences exist.

1. Introduction

In their studies, Bobylev et al. [20] and Sone et al. [38] derived qualitative and quantita-
tive estimates of strongly nonequilibrium states using an entropy inequality, bypassing the
need to solve the Boltzmann equation. This work generalizes their results for monatomic
single species to include polyatomic single species, exploring possible similarities and dif-
ferences for various internal degrees of freedom.

Half-space problems are crucial for understanding the asymptotic behavior of the Boltz-
mann equation at small Knudsen numbers [34, 35]. Here we study the half-space problem
for the steady Boltzmann equation, when the distribution function depends on one single
spatial variable, while the velocity variable is in the full space. At infinity, the distribution
function tends to an equilibrium distribution—a Maxwellian. We assume inflow, or com-
plete absorption, boundary conditions at the boundary or at the condensed phase of the
gas. The particles coming from the boundary are distributed as a Maxwellian character-
ized by the macroscopic parameters of the boundary. The Maxwellians are characterized
by their macroscopic parameters: number density n, flow velocity u, and temperature T ,
which can also be expressed in terms of pressure p, Mach number M, and temperature
T . The relations of the macroscopic parameters at the boundary and at infinity have
been well studied for monatomic species, see Refs. [20, 38, 10, 39] and references therein.
In particular, we want to mention the seminal papers by Y. Sone, K. Aoki, and cowork-
ers [37, 36, 6, 4], whose results are based on intensive numerical simulations and theoretical
considerations. Assuming the Maxwellian of the boundary to be at rest, the half-space
problem can be characterized by the pressure and temperature ratios and the Mach num-
ber M∞ at infinity. Assuming, for simplicity, that M∞ = (M∞1, 0, 0)—remaining with
three parameters—there will be [37, 36, 6, 4]: (i) no solution—three relations between
the parameters, and no free parameter—for M∞1 > 1 (supersonic evaporation); (ii) a
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one-parameter solution—two relations between the parameters, and one free parameter—
for 0 ≤ M∞1 < 1 (subsonic evaporation); (iii) a two-parameter solution—one relation
between the parameters, and two free parameters–for 0 <M∞1 < −1 (subsonic condensa-
tion); (iv) a three-parameter solution—no relation between the parameters, and three free
parameters (the domain still being restricted due to physical properties)—for M∞1 > −1
(supersonic condensation). To the authors’ knowledge, the case of polyatomic—including
diatomic—gases is not as well studied, despite its importance for a more realistic physical
description of many real-world situations.

In this paper, the polyatomicity is modeled by a continuous variable for the (total)
internal energy. To account for the degeneracies of the internal energy levels, a “weight”
function—density of states—is introduced [23, 30, 13]. The power-law density of the
states, which is applied, can be motivated for the case of rotational energy [17]. For
calorically perfect gases, the model enables the recovery of proper forms of the specific
internal energy [7, 17] and the ratio of specific heats [23], and subsequently recovers the
compressible Euler equations in the hydrodynamic limit. The mathematical properties of
this model have recently attracted attention [30, 13, 28, 24]. For extensions to multicom-
ponent gases of monatomic and polyatomic species, we refer to the works by Baranger et
al. [9], Alonso et al. [1], and Bernhoff [14], and for chemically reactive gases, we refer to
the works by Desvillettes et al. [26] and Bernhoff [16]. For a polyatomic model based on a
discrete energy variable, we refer to the research by Ern and Giovangigli [29], Groppi and
Spiga [33], and Bernhoff [12, 15]. Borsoni, Bisi, and Groppi [22, 19] introduced a general
framework that unifies the different approaches.

Based on the existence results for a general linear half-space problem in kinetic en-
ergy by Bernhoff [11], one obtains, for a hard sphere-like model [13], the same number of
relations—as in the monatomic case—between the parameters for existence of solutions to
the half-space problem for the linearized Boltzmann equation with general inflow bound-
ary conditions. This suggests that qualitatively similar relations between the parameters
for a polyatomic gas as for a monatomic gas could be expected. In fact, qualitatively
similar estimates for the parameters’ relations as those for monatomic gases [20, 38], are
obtained for different internal degrees of freedom. This is visually illustrated by numer-
ically determined domains, restricted by the obtained estimates. Here, the quantitative
differences for various internal degrees of freedom can also be observed. We emphasize
that all obtained results are independent of any specific choice of collision kernel, relying
solely on the conservation laws and the H-theorem—implying the form of the Maxwellian
distribution—presented in Section 2.4.

The remainder of the paper is organized as follows. The kinetic model is presented
in Section 2, while the precise formulation of the half-space problem and an existence
result for the linearized Boltzmann equation are addressed in Section 3. Section 4 con-
cerns explicit estimates for the macroscopic parameters obtained by using the H-theorem
summarized in Lemma 2. Furthermore, Lemma 3 explicitly shows that, similarly as for
a monatomic gas, with a Mach number of zero at infinity, there is a unique (Maxwellian)
solution. One key idea in Section 4 is to represent the entropy flux as the difference
of a convex functional for two different values [20]. A lower estimate for the functional
is obtained in Section 5. This lower estimate is applied to the current problem in Sec-
tion 6. Finally, Section 7 concerns numerical results for the domains, where the obtained
estimates for the macroscopic parameters are fulfilled. The maximal entropy production
curves (for a given Mach number at infinity), or surfaces (for a given Mach number at in-
finity and pressure ratio) for evaporation and condensation, respectively, are also obtained
numerically.
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2. Kinetic model

In this section, the kinetic model considered is presented.

2.1. Microscopic model. In this work, we consider a single species gas of polyatomic
molecules with microscopic massm. Polyatomicity is modeled by a continuous microscopic
internal energy variable I ∈ R+. The distribution function of the molecules in the gas
is a nonnegative function of the form f = f (t,x, ξ, I), with time t ∈ R+, microscopic
position x = (x1, x2, x3) ∈ R3, and microscopic velocity ξ = (ξ1, ξ2, ξ3) ∈ R3. Denote by
h : = L2 (dξ dI) the real Hilbert space with inner product

(f, g) =

∫
R3×R+

fg dξ dI for f, g ∈ L2 (dξ dI) .

The evolution of the distribution functions is (in the absence of external forces) de-
scribed by the Boltzmann equation

(1)
∂f

∂t
+ (ξ · ∇x) f = Q (f, f) ,

where the collision operator Q = Q (f, f) is a quadratic bilinear operator that accounts for
the change of velocities and internal energies of particles due to binary collisions (assuming
that the gas is rarefied, such that other collisions are negligible).

A collision (localized in space and time) can be represented by the microscopic velocities
and internal energies of the colliding molecules before and after the collision, denoted by
(ξ, I) and (ξ∗, I∗), and (ξ′, I ′) and (ξ′∗, I

′
∗), respectively. Momentum conservation and

total energy conservation of the collision read

ξ + ξ∗ = ξ′ + ξ′∗
m

2
|ξ|2 + m

2
|ξ∗|

2 + I + I∗ =
m

2
|ξ′|2 + m

2
|ξ′∗|

2
+ I ′ + I ′∗.

In the center-of-mass frame, energy conservation reads

E :=
m

4
|ξ − ξ∗|

2 + I + I∗ =
m

4
|ξ′ − ξ′∗|

2
+ I ′ + I ′∗ =: E ′,

defining the total energy E in the center-of-mass frame.
Based on the Borgnakke–Larsen model [21] a collision can be categorized by a parametriza-

tion σ ∈ S2, and (r, R) ∈ [0, 1]2, where R reflects the proportion of the kinetic energy
m

4
|ξ′ − ξ′∗|

2
relative to the total energy E in the center of mass frame, while r reflects

the distribution of the total internal energy I ′ + I ′∗ between the two molecules, or, more
explicitly

r =
I ′

I ′ + I ′∗
, R =

m |ξ′ − ξ′∗|
2

4E
, and σ =

ξ′ − ξ′∗
|ξ′ − ξ′∗|

.

Then the following expressions for microscopic velocities and internal energies are ob-
tained:

ξ′ =
ξ + ξ∗

2
+

√
RE

m
σ and ξ′∗ =

ξ + ξ∗
2

−
√
RE

m
σ, while

I ′ = r(1−R)E and I ′∗ = (1− r) (1−R)E.(2)
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2.2. Collision operator. The collision operator in the Boltzmann equation (1) for poly-
atomic molecules can be written in the form

(3) Q(f, f) =

∫
(R3×R+)3

W

(
f ′f ′

∗
φ′φ′

∗
− ff∗
φφ∗

)
dξ∗dξ

′dξ′∗dI∗dI
′dI ′∗.

Here, the density of states φ = φ (I)—φ (I) dI representing the number of internal states
between I and I+dI—is defined to recover a proper form of the specific internal energy [7,
17]. Typically, a power-law density of states

(4) φ (I) = Iδ/2−1,

where δ > 0 represents the number of internal degrees of freedom of the molecules, has
been considered [23, 30, 13]. From quantum mechanical results [2, 3, 8], for a rigid rotor,
the power-law density of states (4) can be motivated for rotational energy [17], where,
e.g. δ = 2 for linear molecules and δ = 3 for spherical tops (at least approximately).
For a calorically perfect gas, the number of internal degrees of freedom δ is constant
and the power-law density of states (4) may, at least for some purposes, be physically
relevant [27, 17]. For thermally perfect gases, the number of internal degrees of freedom
is depending on the temperature and other densities of states may have to be considered
to be able to capture those gases. Another approach to capture thermally perfect gases
is to introduce a separate discrete (or, continuous as well) variable for the vibrational
part of the internal energy. For some purposes, it may also be satisfactory to apply the
power-law density of states (4) for thermally perfect gases, but with an average value for
the number of internal degrees of freedom δ > 0.

The main results in this paper are obtained for the power-law density of states (4).
Here and below, the standard abbreviations

f∗ = f (t,x, ξ∗, I∗) , f ′ = f (t,x, ξ′, I ′) , f ′
∗ = f (t,x, ξ′∗, I

′
∗) ,

φ∗ = φ (I∗) , φ′ = φ (I ′) , and φ′
∗ = φ (I ′∗) ,

are used. The transition probability W = W (ξ, ξ∗, I, I∗ |ξ′, ξ′∗, I ′, I ′∗ ) is of the form [13]

(5) W = 4mφ (I)φ (I∗)σ
|ξ − ξ∗|
|ξ′ − ξ′∗|

δ3 (ξ + ξ∗ − ξ′ − ξ′∗) δ1 (E − E ′) ,

where δ3 and δ1 denote Dirac’s delta function in R3 and R, respectively. The scattering
cross section σ = σ (|ξ − ξ∗| , |cos θ| , I, I∗, I ′, I ′∗), where the scattering angle θ is given by

cos θ =
ξ − ξ∗
|ξ − ξ∗|

· ξ
′ − ξ′∗

|ξ′ − ξ′∗|
, is positive almost everywhere and satisfies the microreversibility

condition

(6)
φ (I)φ (I∗) |ξ − ξ∗|

2 σ (|ξ − ξ∗| , |cos θ| , I, I∗, I ′, I ′∗)

= φ (I ′)φ (I ′∗) |ξ′ − ξ′∗|
2
σ (|ξ′ − ξ′∗| , |cos θ| , I ′, I ′∗, I, I∗) ,

as well as the symmetry relations;

(7)
σ (|ξ − ξ∗| , |cos θ| , I, I∗, I ′, I ′∗) = σ (|ξ − ξ∗| , |cos θ| , I, I∗, I ′∗, I ′)

= σ (|ξ − ξ∗| , |cos θ| , I∗, I, I ′∗, I ′) .

Applying the Borgnakke–Larsen parametrization (2) [23, 30] the collision operator is
recast as

Q(f, f) = Qδ(f, f)

=

∫
R3×R+×[0,1]2×S2

σ |ξ − ξ∗|
(
f ′f ′

∗
φφ∗

φ′φ′
∗
− ff∗

)
(1−R)E2dσ dr dR dξ∗ dI∗.
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In particular, for a power-law density of states (4) the collision operator becomes [13, 23]

Qδ(f, f) =

∫
R3×R+×[0,1]2×S2

Bδ

(
f ′f ′

∗

(I ′I ′∗)
δ/2−1

− ff∗

(II∗)
δ/2−1

)
dAδ

for the measure

dAδ = (r (1− r))δ/2−1 (1−R)δ−1R1/2 (II∗)
δ/2−1 dσ dr dR dξ∗ dI∗

and the collision kernel

Bδ =
σ |ξ − ξ∗|E2

(1−R)δ−2R1/2 (r (1− r))δ/2−1
.

The collision kernel Bδ = Bδ(ξ, ξ∗, I, I∗, r, R,σ) satisfies, by relations (6) and (7), the
symmetry and microreversibility relations

Bδ(ξ, ξ∗, I, I∗, r, R,σ) = Bδ(ξ∗, ξ, I∗, I, r, R,σ),

Bδ(ξ, ξ∗, I, I∗, r, R,σ) = Bδ(ξ, ξ∗, I, I∗, 1− r, R,−σ),

Bδ(ξ, ξ∗, I, I∗, r, R,σ) = Bδ(ξ
′, ξ′∗, I

′, I ′∗, r
′, R′,σ′),

with

r′ =
I

I + I∗
, R′ =

m |ξ − ξ∗|
2

4E
, and σ′ =

ξ − ξ∗
|ξ − ξ∗|

.

Below we consider only power-law densities of states (4).

2.3. Macroscopic quantities. Macroscopic quantities, i.e., the number density of molecules
n, the mass density ρ, the flow velocity u = (u1, u2, u3), the temperature T , and the pres-
sure p are defined by

n = (1, f) , ρ = mn = (m, f) , ui =
1

n
(ξi, f) , i = 1, 2, 3,

T =
2

(3 + δ)nkB

(m
2
|ξ − u|2 + I, f

)
, and p = nkBT =

2

3 + δ

(m
2
|ξ − u|2 + I, f

)
,

where kB denotes the Boltzmann constant. The ratio of specific heats (also known as the
heat capacity ratio or the adiabatic index) is

γ =
5 + δ

3 + δ
.

Especially, for a monatomic gas the ratio of specific heats is γ = 5/3, while for a diatomic
gas γ = 7/5.
In the hydrodynamic limit, or, when the Knudsen number tends to zero, the overall

evolution of the macroscopic quantities is governed by the compressible Euler equations
[31] (in the absence of external forces)

∂ρ

∂t
+∇x · (ρu) = 0,

∂u

∂t
+ (u · ∇x)u+

1

ρ
∇xp = 0,

∂

∂t

(
ρ
|u|2

2
+

1

γ − 1
p

)
+∇x ·

(
ρ
|u|2

2
+

γ

γ − 1
p

)
u = 0,

which can be obtained through Chapman–Enskog expansion of the Boltzmann equation
(1) for a power-law density of states (4), cf. [9].
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The characteristics of the corresponding one-dimensional Euler system are {u− c, u, u+ c},
where

c =

√
γp

ρ
=

√
γkBT

m

denotes the speed of sound.

2.4. Main properties of the collision operator. In this section, we recall some main
properties of the collision operator (3), (5). In fact, those properties are of main impor-
tance later on.

There are five conservation laws [23]

(8)

∫
R3×R+

ψ (ξ,I)Qδ(f, f) dξ dI = 0 for ψ (ξ,I) ∈
{
1, ξ1, ξ2, ξ3,m |ξ|2 + 2I

}
.

The collision operator satisfies the H-theorem [23, 25, 13], which states that

(9)

∫
R3×R+

Qδ(f, f) log
(
I1−δ/2f

)
dξ dI ≤ 0,

with equality in inequality (9) if and only if

Qδ(f, f) = 0,

or, if and only if there exist n ≥ 0, u ∈ R3, and T > 0, such that for almost every
(ξ, I) ∈ R3 × R+

f =M (ξ, I) =
m3/2nIδ/2−1

(2π)3/2 Γ (δ/2) (kBT )
(3+δ)/2

exp

(
−m(|ξ − u|2 + 2I)

2kBT

)
,

where Γ is the usual Gamma function, is a Maxwellian distribution.

3. Half-space problem of evaporation and condensation

We consider the stationary Boltzmann equation in one spatial dimension. That is, f
depends only on one space variable, henceforth denoted by x > 0, but on three velocity
variables ξ = (ξ1, ξ2, ξ3). Then

(10) ξ1
∂f

∂x
= Qδ(f, f),

where f = f(x, ξ, I) represents the distribution function for molecules at position x ∈ R+,
with velocity ξ ∈ R3 and internal energy I ∈ R+, and δ > 0 denotes the number of internal
degrees of freedom.

3.1. Boundary conditions. Introduce the notation (where f = f(ξ) possibly can de-
pend on more variables than ξ ∈ R3)

f±(ξ) = f±(ξ1, ξ2, ξ3) = f(±ξ1, ξ2, ξ3) for ξ1 > 0.

Assuming complete absorption with a non-drifting incoming Maxwellian distributionM0+

and that an equilibrium distribution M∞ is approached at the far end, we obtain the
boundary conditions

(11) f+(0, ξ,I) =M0+ and f(x, ξ,I) →M∞ as x→ ∞,
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in which

M0 =
m3/2n0I

δ/2−1

(2π)3/2 Γ (δ/2) (kBT0)
(3+δ)/2

exp

(
−m(|ξ|2 + 2I)

2kBT0

)
,

M∞ =
m3/2nIδ/2−1

(2π)3/2 Γ (δ/2) (kBT∞)(3+δ)/2
exp

(
−m(|ξ − u∞|2 + 2I)

2kBT∞

)
,

where we assume that u∞ = (u, 0, 0). The Mach number at the far end is defined as

M∞ =
u∞

c
= (M∞, 0, 0) , with M∞ =

u

c
=

√
m

γkBT∞
u.

In Section 4, we consider some necessary conditions on the relations on the bound-
ary data for the possible existence of solutions to the half-space problem of evaporation
and condensation based on entropy inequalities. However, before doing so, we consider
a linearized problem in Section 3.2, because we can develop a rigorous theory for the
classification of the solution, which is related to that in the original nonlinear problem.

3.2. Linearized half-space problem. This section concerns a theoretical analysis of a
linearized problem, before returning to consider the original nonlinear problem (10), (11)
in the next section.

After a shift in the velocity variable—ξ → ξ + u∞—considering deviations of the far
equilibrium distribution M = M (ξ, I) = M∞ (ξ + u∞, I) of the form f = M +

√
MF ,

discarding quadratic terms—possibly adding an inhomogeneity S = S(x, ξ, I), such that

(
√
MS,ψ) = 0 for ψ ∈

{
1, ξ1, ξ2, ξ3,m |ξ|2 + 2I

}
—the system (10) with boundary condi-

tions (11) can be recast as

(12)


(ξ1 + u)

∂F

∂x
+ LF = S

F (0, ξ, I) = F0 (ξ, I) for ξ1 + u > 0

F (x, ξ,I) → 0 as x→ ∞,

with F0 (ξ,I) = M−1/2M0 (ξ + u∞, I) −
√
M and LF = −2M−1/2Qδ

(
M,

√
MF

)
. For

δ ≥ 2, with a scattering cross section of the form

(13) σ = σδ = C
|ξ′ − ξ′∗|
|ξ − ξ∗|

E(ζ−1)/2−δ (I ′I ′∗)
δ/2−1

,

or, equivalently, with a collision kernel of the form

(14) Bδ = CEζ/2

for some 0 ≤ ζ ≤ 2 and some positive constant C > 0, the linearized operator L is an
unbounded–for ζ > 0—self-adjoint nonnegative Fredholm operator [13] with the domain

D(L) = L2

((
1 + |ξ|+

√
I
)ζ
dξ dI

)
[13, 28, 14], while if 1 ≤ ζ ≤ 2 there is also a positive

constant C̃ > 0, such that (h,Lh) ≥ C̃ (h, (1 + |ξ|)h) for all h ∈ D(L) ∩ Im(L) [13].
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An orthonormal basis–also orthogonal with respect to the quadratic form ( ·| (ξ1 + u) ·)–
of the kernel of the linearized operator L is [11]

ϕ1 =

√
M

2p

( √
ρ√

(3 + δ) (5 + δ) p

(
|ξ|2 + 2

m
I

)
+ ξ1

)

ϕ2 =

√
M

2p

√
5 + δ

(
ρ

(5 + δ) p

(
|ξ|2 + 2

m
I

)
− 1

)
ϕ3 =

√
M

p
ξ2

ϕ4 =

√
M

p
ξ3

ϕ5 =

√
M

2p

( √
ρ√

(3 + δ) (5 + δ) p

(
|ξ|2 + 2

m
I

)
− ξ1

)
.

Denote

Ωu
+ := {ϕi |(ϕi| (ξ1 + u)ϕi) > 0} = {ϕ1, ..., ϕk+} ,

Ωu
0 := {ϕi |(ϕi| (ξ1 + u)ϕi) = 0} = {ϕk++1, ..., ϕk++l} .

Then (k+, 5− k+ − l, l) is the signature of the restriction of the quadratic form ( ·| (ξ1 + u) ·)
to the kernel of L. Here the numbers k+ and l are the number of positive and zero numbers
among {u− c, u, u, u, u+ c}, respectively. More precisely,

Ω−c
0 = {ϕ1} , Ω0

0 = {ϕ2, ϕ3, ϕ4} , and Ωc
0 = {ϕ5} ,

while Ωu
0 = ∅ if u /∈ {0,±c}, and

Ωu
+ = ∅ if u ≤ −c; Ωu

+ = {ϕ1} if − c < u ≤ 0;

Ωu
+ = {ϕ1, ϕ2, ϕ3, ϕ4} if 0 < u ≤ c; and Ωu

+ = {ϕ1, ϕ2, ϕ3, ϕ4, ϕ5} if u > c.

Consider now the scattering cross section (13) for 1 ≤ ζ ≤ 2. Moreover, assume that
F0+ ∈ h+ ∩ D(L), with h+ := h|ξ1+u>0, and that eηxS(x, ξ,I) ∈ L2 (R+; h) for some
positive number η > 0.

Theorem 1. [11] Under the assumptions stated above, imposing k++ l conditions on F0,
there exists a unique solution F = F (x, ξ,I) to the problem (12), such that eµxF (x, ξ,I) ∈
L2 (R+; h) for some µ > 0.

Corollary 1. [11] Under the assumptions of Theorem 1 and if the k− = 5 − k+ − l pa-
rameters (F∞ | ϕk++l+1), . . . , (F∞ | ϕ5) are prescribed, then there exists a unique solution
F = F (x, ξ,I) to the problem (12), such that eµx (F (x, ξ,I)− F∞) ∈ L2 (R+; h) , with
F∞ = lim

x→∞
F (x, ξ,I) ∈ kerL, for some µ > 0.

The exponential decay e−µx is determined by µ = µu for fixed u. However, the decay
is not uniform in u as u tends to some u0 ∈ {0,±c} from the left; it will appear l
slowly varying mode(s) as u → u−0 (cf. [18] and references therein). By imposing l extra
conditions on the in-data for u less than u0, the slowly varying modes can be removed in
a neighborhood of u0, i.e., uniform exponential decay can be obtained in a neighborhood
of u0.

Consider now a flow with vanishing flow velocity in the y- and z-directions, that is,
with u2 = u3 = 0. For supersonic evaporation, u > c, there are no free variables, while for
subsonic evaporation, 0 < u < c, there is one free variable. For subsonic condensation,
−c < u < 0, there are two free variables, and finally, for supersonic condensation, u < −c,
there are three free variables.
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Remark 1. Theorem 1 and Corollary 1 are valid for the more general scattering cross
section

(15) σ̃ = σ̃δ = C |ξ′ − ξ′∗|
ζ+1 |ξ − ξ∗|

ζ−1E(ζ−ζ−1)/2−δ (I ′I ′∗)
δ/2−1

,

with 1 ≤ ζ + ζ ≤ 2, or, equivalently, for the collision kernel

B̃δ = C |ξ′ − ξ′∗|
ζ |ξ − ξ∗|

ζ E(ζ−ζ)/2, where 1 ≤ ζ + ζ ≤ 2.

Remark 2. For a scattering cross section (13) with 0 ≤ ζ < 1—or more generally, for
a scattering cross section (15) with 0 ≤ ζ + ζ < 1—Theorem 1 and Corollary 1 are valid
for η = µ = 0.

Remark 3. Theorem 1 and Corollary 1 are valid also for more general boundary condi-
tions at the interface x = 0, where the distribution function of emerging molecules (for
which ξ1 + u > 0, in problem (12), for an interface at rest) possibly can depend (partly or
completely) on the distribution function of impinging molecules (for which ξ1 + u < 0, in
problem (12)) [11].

The results may be extended to the weakly nonlinear case applying similar methods as
in [18, 32].

Considering—either in a linearized or weakly nonlinear setting—small deviations F =
F (x, ξ, I), implies that F0+(ξ, I) = F+(0, ξ, I) has to be small. While Theorem 1 being
valid for any function F0 = F (0, ξ, I), such that F0+ ∈ h+ ∩ D(L), restricting it to be of

the form F0 =M−1/2M0 (ξ + u)−
√
M , enforces that

|T0 − T∞|
T∞

≪ 1 and |M∞| = |u|
c

≪ 1.

Hence, direct applications of the results for the linearized problem to problem (10), (11)
are only possible for small Mach numbers M∞. On the other hand, in addition to purely
mathematical aspects, since |F (x, ξ, I)| ≪ 1 for x ≫ 1, Theorem 1 imposes k+ + l
conditions on FL+ = F+(L, ξ, I)—hence, on fL+ = f+(L, ξ, I) as well—for L≫ 1.

4. Necessary conditions on the boundary data

Now returning to the original nonlinear problem (10), (11), this section concerns some
necessary (but not sufficient) restrictions on the boundary data for the existence of solu-
tions to the half-space problem (10), (11), which are obtained in a quite similar way as in
the papers [20, 38] for monatomic species.

Applying the conservation laws (8), we obtain the moments

∫
R3×R+

ξ1f(x, ξ, I)



1
ξ1
ξ2
ξ3

|ξ|2 + 2

m
I


dξ dI =:


L1

L2

L3

L4

L5


where, noting that Γ

(
δ

2
+ 1

)
=
δ

2
Γ

(
δ

2

)
,

L1 = n∞u, L2 = n∞

(
u2 +

kBT∞
m

)
, L3 = L4 = 0, and

L5 = n∞u

(
u2 + (5 + δ)

kBT∞
m

)
.
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Moreover, introducing the H-functional

(16) Ψ (f) =

∫
R3×R+

ξ1f log
(
I1−δ/2f

)
dξ dI,

and noting that by the H-theorem (9),

(17)
dΨ(f)

dx
=

∫
R3×R+

Qδ(f, f) log
(
I1−δ/2f

)
dξ dI ≤ 0,

it follows that

(18) Ψ (f(x1, ξ, I)) ≥ Ψ(f(x2, ξ, I)) if x1 ≤ x2.

Introduce the generalized H-functional [20]

(19) Hg (f) =

∫
R3×R+

g (ξ, I) f log
(
I1−δ/2f

)
dξ dI

for nonnegative functions g = g (ξ, I) ∈ C (R3 × R+,R+), and moments

(20)


µ1

µ2

µ3

µ4

µ5

 :=

∫
R3×R+

g (ξ, I) f(x, ξ, I)



1
ξ1
ξ2
ξ3

|ξ|2 + 2

m
I


dξ dI,

where µ1, µ5 > 0 and µ2, µ3, µ4 ∈ R.

Lemma 1. Let f = f(ξ, I) be a function such that the integral (16) and the moments
(20) are finite. Assume that there is a Maxwellian

(21)

fM = fM(ξ, I), where

fM = KIδ/2−1 exp

(
−
(
β

(
|ξ|2 + 2

m
I

)
+ γ · ξ

))
, K, β ≥ 0, γ ∈ R3,

having the same moments (20) as f = f(ξ, I). Then the Maxwellian fM is uniquely
defined and satisfies the inequality

Hg(fM) ≤ Hg(f).

The proof is performed in the exact same way as the proof of Lemma 1 in [20], but for
the sake of completeness we still present it here.

Proof. By the inequality

(22) b log
b

a
− (b− a) ≥ 0 for a, b > 0,

with equality in inequality (22) if and only if a = b, and the assumed conservation of the
moments (20), we obtain, noting that log fM ∈ span {1, ξ1, ξ2, ξ3, |ξ|2 + (2/m)I},

Hg(f)−Hg(fM) =

∫
R3×R+

g (ξ, I)

(
f log

f

fM
− (f − fM)

)
dξ dI ≥ 0.

Assume that there is another Maxwellian f̃M having the same moments (20). Then

Hg(fM) = Hg(f̃M), and therefore

f̃M log
f̃M
fM

−
(
f̃M − fM

)
= 0
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on a set of positive measure in R3 × R+, where g (ξ, I) > 0. Hence, f̃M = fM for all
(ξ, I) ∈ R3 × R+. □

Remark 4. Assuming that γ = (0, γ2, γ3) in the Maxwellian (21), we see that Lemma 1
remains valid even if excluding the second moment µ2 from the moments (20) by noting

that then log fM ∈ span

{
1, ξ2, ξ3, |ξ|2 +

2

m
I

}
.

In order to be able to apply Lemma 1, considering H-functional (16), which does
not fulfill the requirements of the lemma itself, we rewrite the H-functional (16) in the
following way

Ψ (f) = Ψ+ (f+)−Ψ+ (f−) , Ψ+ (f±) =

∫
R3
+×R+

ξ1f± log
(
I1−δ/2f±

)
dξ dI,

where R3
+ = {ξ ∈ R3| ξ1 > 0}. Note that

Ψ+ (f±) = Hg (f±) for g(ξ, I) =

{
ξ1 if ξ1 > 0,

0 if ξ1 ≤ 0.

Then

(23) Ψ+ (M0+)−Ψ+ (f−(0, ξ, I)) = Ψ (f(0, ξ, I)) ≥ Ψ(M∞) .

Introduce the ”half”-moments N±
i , i = 1, . . . , 5, by

∫
R3
+×R+

ξ1



1
ξ1
ξ2
ξ3

|ξ|2 + 2

m
I


f± (0, ξ, I) dξ dI =:


N±

1

N±
2

N±
3

N±
4

N±
5

 .

Then, by splitting the velocity variable into its negative and nonnegative parts, it comes
that

(24)

N+
1 −N−

1 = L1,

N+
2 +N−

2 = L2,

N+
3 −N−

3 = L3,

N+
4 −N−

4 = L4,

N+
5 −N−

5 = L5.

On the other hand, by Lemma 1

Ψ+ (f−(0, ξ, I)) ≥ Ψ+ (fM−) .

Since, at x = 0

N+
1 = n0

√
kBT0
2πm

, N+
2 =

n0kBT0
2m

, N+
5 = n0

√
kBT0
2πm

(4 + δ)
kBT0
m

,
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by the relations (24),

(25)

N−
1 = N+

1 − L1 = n0

√
kBT0
2πm

− n∞u ≥ 0,

N−
2 = L2 −N+

2 = n∞

(
u2 +

kBT∞
m

)
− n0kBT0

2m
≥ 0,

N−
5 = N+

5 − L5

= n0

√
kBT0
2πm

(
(4 + δ)

kBT0
m

)
− n∞u

(
u2 + (5 + δ)

kBT∞
m

)
≥ 0.

Introducing the saturation pressures p0 := n0kT0 at the interface and p∞ := n∞kT∞ at
infinity, we obtain, by the second inequality (25),

p∞
p0

≥ 1

2 (1 + γM2
∞)
,

where M∞ =
u

c
=

√
m

γkBT∞
u is the Mach number at infinity. If u > 0, then, by the first

and third inequality (25), respectively, also

n∞

n0

≤ 1

u

√
kBT0
2πm

n∞u

(
u2 + (5 + δ)

kBT∞
m

)
≤ n0

√
kBT0
2πm

(4 + δ)
kBT0
m

or, equivalently,

M∞ ≤ 1
√
2πγ

p∞
p0

√
T∞
T0
,

M∞
(
3 + δ +M2

∞
)
≤ 4 + δ

γ
√
2πγ

1

p∞
p0

√
T∞
T0

.

Also, by the inequality (23),

0 ≤ Ψ+ (f−(0, ξ, I)) ≤ Ψ+ (M0+)−Ψ(M∞) .

However,

Ψ+ (M0+) =
p0√

2πmkBT0
log

m3/2p0
√
e

(2π)3/2 Γ (δ/2) (ekBT0)
(5+δ)/2

,

while

Ψ (M∞) = p∞
u

kBT∞
log

m3/2p∞e

(2π)3/2 Γ (δ/2) (ekBT∞)(5+δ)/2
,

and hence,

(26)

Ψ+ (f−(0, ξ, I)) ≤
p0√

2πmkBT0
log

m3/2p0
√
e

(2π)3/2 Γ (δ/2) (ekBT0)
(5+δ)/2

+ p∞
u

kBT∞
log

(2π)3/2 Γ (δ/2) (ekBT∞)(5+δ)/2

m3/2p∞e
.
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By the general inequality (22),

Ψ+ (f−(0, ξ, I))

≥
∫

R3
+×R+

ξ1f−(0, ξ, I) log
(
I1−δ/2M0+

)
+ ξ1f−(0, ξ, I)− ξ1M0+ dξ dI

= N−
1

(
log

m3/2n0

(2π)3/2 Γ (δ/2) (kBT0)
(3+δ)/2

+ 1

)
− mN−

5

2kBT0
−N+

1 .

Hence, by the relations (24), yields that

(27)

Ψ+ (f−(0, ξ, I))

≥
(
N+

1 − L1

)
log

m3/2p0

(2π)3/2 Γ (δ/2) (kBT0)
(5+δ)/2

− L1 +
L5 −N+

5

2kBT0
m

=

(
p0√

2πmkBT0
− p∞

u

kBT∞

)(
log

m3/2p0

(2π)3/2 Γ (δ/2) (kBT0)
(5+δ)/2

− 4 + δ

2

)

− 6 + δ

2
p∞

u

kBT∞
+

5 + δ

2
p∞

u

kBT0

(
1 +

M2
∞

3 + δ

)
.

Now, by combining the inequalities (26) and (27), we obtain the inequality

(28) u

(
log

p0
p∞

+
5 + δ

2
log

T∞
T0

+
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

))
≥ 0,

which, for u > 0, reduces to

log
p0
p∞

+
5 + δ

2
log

T∞
T0

+
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

)
≥ 0,

or, equivalently,

p∞
p0

≤
(
T∞
T0

)5+δ
2

exp

(
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

))
.

Since the function h(x) = x
5+δ
2 exp

(
5+δ
2
(1− x)

)
, x > 0, obtains a maximum at x = 1, we

obtain the inequality

p∞
p0

≤

(
T∞
T0

(
1 +

M2
∞

3 + δ

))(5+δ)/2

exp

(
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

))
(
1 +

M2
∞

3 + δ

)(5+δ)/2

≤ 1(
1 +

M2
∞

3 + δ

)(5+δ)/2
.

For u < 0, inequality (28) reduces to

log
p0
p∞

+
5 + δ

2
log

T∞
T0

+
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

)
≤ 0

or, equivalently,

p∞
p0

≥
(
T∞
T0

)(5+δ)/2

exp

(
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

))
.



14 N. BERNHOFF, S. BRULL, AND E. WADBRO

The following lemma summarizes the results obtained in this section on the necessary
conditions on the boundary data for the existence of solutions to the half-space problem.

Lemma 2. For the half-space problem (10), with boundary conditions (11), to possibly
have any solutions, the following relations between the parameters of the two Maxwellians
at the condensed interface and the uniform phase at infinity are forced to be fulfilled.

i) (Overall condition.) For all u (or, equivalently, all M∞), we have the necessary
condition

(29)
p∞
p0

≥ 1

2 (1 + γM2
∞)

.

ii) (Evaporation condition.) For all u > 0 (or, equivalently, all M∞ > 0), we have the
additional necessary conditions

(30)

M∞ ≤ 1
√
2πγ

p∞
p0

√
T∞
T0

M∞
(
3 + δ +M2

∞
)
≤ 4 + δ

γ
√
2πγ

1

p∞
p0

√
T∞
T0

p∞
p0

≤ 1(
1 +

M2
∞

3 + δ

)(5+δ)/2
.

iii) (Condensation condition.) For all u < 0 (or, equivalently, all M∞ < 0), we have
the additional necessary condition

(31)
p∞
p0

≥
(
T∞
T0

)(5+δ)/2

exp

(
5 + δ

2

(
1−

(
1 +

M2
∞

3 + δ

)
T∞
T0

))
.

In addition to the above, we end this section by proving the following additional nec-
essary condition.

Lemma 3. For the half-space problem (10), with boundary conditions (11), to possibly
have any solutions for the case u = 0 (or, equivalently, M∞ = 0), we have the necessary
condition

(32)
p∞
p0

=
T∞
T0

= 1.

Moreover, under the condition (32) there exists a unique solution f = f(x, ξ, I) =
M0(ξ, I).

Proof. The proof is similar to the one for monatomic species in [10].
For u = 0, N+

i − N−
i = Li = 0 for i ∈ {1, 3, 4, 5}. Then, by Remark 4 and inequal-

ity (23), it holds

0 = Ψ (M∞) ≤ Ψ(f(x, ξ, I)) ≤ Ψ(f(0, ξ, I)) = Ψ+ (M0+)−Ψ+ (f−(0, ξ, I)) ≤ 0.

Consequently, ∫
R3×R+

Qδ(f, f) log
(
I1−δ/2f

)
dξ dI =

dΨ(f)

dx
= 0,

and, hence,

Qδ(f, f) = 0.
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Then f = f(x, ξ, I) is a local Maxwellian for any x ∈ R+, and by the Boltzmann equa-
tion (10), f = f(x, ξ, I) is constant in x for any ξ ∈ R3 such that ξ1 ̸= 0. Hence,
f = f(x, ξ, I) =M0(ξ, I) =M∞(ξ, I). □

Furthermore, by inequality (26)

(33) Ψ+ (f−(0, ξ, I)) ≤
p0√

2πmkBT0
log

m3/2p0
√
e

(2π)3/2 Γ (δ/2) (ekBT0)
(5+δ)/2

+ p∞

√
γ

mkBT∞
M∞ log

(2π)3/2 Γ (δ/2) (ekBT∞)(5+δ)/2

m3/2p∞e
.

This latest inequality will be considered more closely in Section 6, but first, motivated
by [20], we study lower estimates for Ψ+ (f) in the next section.

5. Lower estimate for Ψ+ (f)

For the sake of simplicity, we will below consider only symmetric flows, such that

f = f (x, ξ, I) = f (x, ξ1, r, I) for r =
√
ξ22 + ξ23 .

Denote

(34) 2π

∞∫
0

∞∫
0

∞∫
0

zr


1
z

z2 + r2 +
2

m
I

 f(z, r, I) dzdrdI =

N1

N2

N5

 .

We will consider the following problem motivated by [20]. The solution also follows the
lines of the corresponding solution in [20].

Problem: Find

F (N1, N2, N5) = minΨ+ (f) ,

Ψ+ (f) = 2π

∞∫
0

∞∫
0

∞∫
0

zrf log
(
I1−δ/2f

)
dzdrdI.

Solution: We first construct the Maxwellian

(35) fM =

(
2

m

)δ/2
aβ3+δ

Γ (δ/2) π
Iδ/2−1e−β2(|z−w|2+r2+2I/m),

with the moments N1, N2, and N5. Substituting the Maxwellian (35) into equations (34),
we obtain the following equations

(36) N1 =
a

β
I1(βw), N2 =

a

β2
I2(βw), N5 =

a

β3

(
I3(βw) + I1(βw)

(
1 +

δ

2

))
,

where

(37) In(s) =

∞∫
0

zne−(z−s)2 dz =

∞∫
−s

(z + s)n e−z2 dz ≥ 0.

Then

N2 =
N1

β

I2(s)

I1(s)
, N5 =

N1

β2

(
I3(s)

I1(s)
+ 1 +

δ

2

)
,

N1N5

N2
2

=
I1(s) [I3(s) + I1(s) (1 + δ/2)]

I22 (s)
, s = βw,
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and

a =
N2

1

N2

I2(s)

I21 (s)
, β =

N1

N2

I2(s)

I1(s)
, w =

N2

N1

sI1(s)

I2(s)
.

We have the recursion formula

In(s) =

∞∫
0

zne−(z−s)2 dz =

∞∫
0

zn−1 (z − s) e−(z−s)2 dz + sIn−1(s)

=

∞∫
0

n− 1

2
zn−2e−(z−s)2 dz + sIn−1(s) = sIn−1(s) +

n− 1

2
In−2(s).

Hence, we obtain

(38)

I0(s) =

∞∫
0

e−(z−s)2 dz =

∞∫
−s

e−z2 dz,

I1(s) =

∞∫
0

ze−(z−s)2 dz

=

∞∫
0

(z − s) e−(z−s)2 dz + sI0(s) = sI0(s) +
1

2
e−s2 ,

I2(s) = sI1(s) +
1

2
I0(s) =

(
s2 +

1

2

)
I0(s) +

s

2
e−s2 ,

I3(s) = sI2(s) + I1(s) =

(
s3 +

3

2
s

)
I0(s) +

s2 + 1

2
e−s2 ,

I4(s) = sI3(s) +
3

2
I2(s) =

(
s4 + 3s2 +

3

4

)
I0(s) +

(
s3

2
+

5

4
s

)
e−s2 ,

I5(s) = sI4(s) + 2I3(s)

=

(
s5 + 5s3 +

15

4
s

)
I0(s) +

(
s4

2
+

9

4
s2 + 1

)
e−s2 .

Using inequality (37), we obtain for s < 0

1 + 5
2s2

1 + 3
s2
+ 3

4s4

e−s2

2 |s|
≤ I0(s) ≤

1 + 9
2s2

+ 2
s4

1 + 5
s2
+ 15

4s4

e−s2

2 |s|
.

It might be interesting to note that:

1 + 5
2s2

1 + 3
s2
+ 3

4s4

≈
1 + 9

2s2
+ 2

s4

1 + 5
s2
+ 15

4s4

≈ 1− 1

2s2
+

3

4s4
− 15

8s6
as s→ −∞.

It follows that

I0(s) ≈
(
− 1

2s
+

1

4s3
− 3

8s5
+

15

16s7

)
e−s2

I1(s) ≈
1

4s2
e−s2

I2(s) ≈
−1

4s3
e−s2

I3(s) ≈
3

8s4
e−s2
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as s→ −∞, and

I0(s) →
√
π

I1(s) ≈
√
πs

I2(s) ≈
√
πs2

(
1 +

1

2s2

)
I3(s) ≈

√
πs3

(
1 +

3

2s2

)
as s→ ∞.

We define

Φ(s) :=
I1(s) [I3(s) + I1(s) (1 + δ/2)]

I22 (s)
.

Notice that if N1N5/N2 > 1, then the parameter s ∈ (−∞,∞) can be obtained from the
equation

(39) Φ(s) =
N1N5

N2
2

.

Note that by relations (38), we also obtain that

Φ(s) =
4s2A2 + 2sA+ 2 (4 + δ)A2

(1 + 2sA)2
,

where

A :=
I1(s)

I0(s)
= s+

1

2es2
∞∫
−s

e−z2 dz

.

In fact,

Φ(s) ≈
1 + 5+δ

2s2(
1 + 1

2s2

)2 ≈ 1 +
3 + δ

2s2
→ 1 as s→ ∞.

and

Φ(s) ≈ s2
(
1 +

δ

2

)
→ ∞ as s→ −∞.

Therefore, Φ(s) takes all values in (1,∞). Hence, equation (39) has a solution s = s̃ for

all
N1N5

N2
2

> 1. Moreover, the root is unique by Lemma 1, since s̃ = βw for uniquely

defined numbers β and w. Although we cannot express s̃ explicitly through
N1N5

N2
2

, we

can obtain some asymptotic expressions. In more detail,

N1N5

N2
2

≈ 1 +
3 + δ

2s2
⇒ s̃ ≈

√
3 + δ

2

(
N1N5

N2
2

− 1

)−1/2

as s→ ∞

and

N1N5

N2
2

≈ s2
(
1 +

δ

2

)
⇒ s̃ ≈ −

√
2N1N5

(2 + δ)N2
2

as s→ −∞.

It is also clear that s̃ depends on
N1N5

N2
2

monotonically. Then the first part is finalized

and we can move on to the construction of the function

F (N1, N2, N5) = Ψ+ (fM) = 2π

∞∫
0

∞∫
0

∞∫
0

zrfM log
(
I1−δ/2fM

)
dzdrdI.
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Noting that

log
(
I1−δ/2fM

)
= log

2δ/2aβ3+δ

mδ/2Γ (δ/2) π
− β2

(
w2 − 2zw + z2 + r2 +

2

m
I

)
, s = βw,

then by expressions (36) for the moments (34):

F (N1, N2, N5) = N1

(
log

2δ/2aβ3+δ

mδ/2Γ (δ/2)π
− s2

)
+ 2sβN2 − β2N5

= N1 log
2δ/2aβ3+δ

mδ/2Γ (δ/2) π
− a

β

∞∫
−s

(z + s)

(
1 +

δ

2
+ z2

)
e−z2 dz

= N1

(
log

2δ/2aβ3+δ

mδ/2Γ (δ/2)π
− 1− δ

2
− θ(s)

)
,

where

θ(s) =

∞∫
−s

(z + s)z2e−z2 dz

∞∫
−s

(z + s)e−z2 dz

=
I3(s)− 2sI2(s) + s2I1(s)

I1(s)
=

sI0(s) + e−s2

2sI0(s) + e−s2
,

or, equivalently, by the relations (38),

(40) θ(s) =
1

2
+

e−s2

4I1(s)
= 1− sI0(s)

2I1(s)
= 1 + s2 − s

I2(s)

I1(s)
,

has typical values

θ(s) → 1

2
as s→ ∞,

θ(0) = 1,

θ(s) ≈ s2 → ∞ as s→ −∞.

Note that

aβ3+δ =
N5+δ

1

N4+δ
2

I4+δ
2 (s)

I5+δ
1 (s)

.

Hence,

(41)

F (N1, N2, N5) = N1 log

(
N5+δ

1

mδ/2N4+δ
2

2δ/2I4+δ
2 (s)

I5+δ
1 (s)Γ (δ/2) πe1+δ/2

e−θ(s)

)
,

θ(s) =
sI0(s) + e−s2

2sI0(s) + e−s2
.

6. Entropy production estimate

Denote by the functional

D(f) = −
∫

R3×R2
+

Qδ(f, f) log
(
I1−δ/2f

)
dξ dI dx ≥ 0
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the total entropy production. Define, in view of the inequality (33),

Λ(m−1p∞,m
−1kBT∞,M∞;M0+(ξ, I))

=
p0√

2πmkBT0
log

(
m3/2p0

√
e

(2π)3/2 Γ (δ/2) (ekBT0)
(5+δ)/2

)
− F (N−

1 , N
−
2 , N

−
5 )

+ p∞

√
γ

mkBT∞
M∞ log

(
(2π)3/2 Γ (δ/2) (ekBT∞)(5+δ)/2

m3/2p∞e

)
≥ 0.

Then we have an upper bound of the total entropy production

0 ≤ D(f) ≤ Λ(m−1p∞,m
−1kBT∞,M∞;M0+(ξ, I))

Straightforward calculations give that

Λ(
p∞
m
,
kBT∞
m

,M∞; p0
m(3+δ)/2

(kBT0)
(5+δ)/2

M0+

((
kBT0
m

)1/2

ξ,
kBT0
m

I

)

=
p0√
mkBT0

Λ

(
p∞
p0
,
T∞
T0
,M∞;M0+(ξ, I)

)∣∣∣∣
m=1

for any positive constants p0 and T0. We consider the normalized Maxwellian

M̂0(ξ, I) =
Iδ/2−1

(2π)3/2 Γ (δ/2)
exp

(
−|ξ|

2
− I

)
, ξ1 > 0,

at the interface. Then, we have (dropping the index ∞)

(42) Λ(p, T,M; M̂0+(ξ, I)) = p

√
γ

T
M log

(
(2π)3/2 Γ (δ/2) e(3+δ)/2T (5+δ)/2

p

)
− F (N−

1 , N
−
2 , N

−
5 )
∣∣
m=1

− 1√
2π

(
log
(
(2π)3/2 Γ (δ/2) e2+δ/2

))
≥ 0,

where

(43)

N−
1 = N+

1 − L1 =
1√
2π

− p

√
γ

T
M,

N−
2 = L2 −N+

2 = p
(
1 + γM2

)
− 1

2
,

N−
5 = N+

5 − L5 =
4 + δ√
2π

− p
√
γTM

(
5 + δ + γM2

)
,

F (N1, N2, N5) is given by equation (41), and s is implicitly given by (cf. equality (39))

I1(s)

I2(s)

(
s+

I1(s)

2I2(s)
(4 + δ)

)
=
I1(s) [2I3(s) + I1(s) (2 + δ)]

2I22 (s)
= Υ,

with

Υ = Υ(p, T,M) =
2
(
1− p

√
2πγ/TM

) (
4 + δ − p

√
2πγTM (5 + δ + γM2)

)
π (2p (1 + γM2)− 1)2

.



20 N. BERNHOFF, S. BRULL, AND E. WADBRO

Then, since
I1(s)

I2(s)
is nonnegative,

I1(s)

I2(s)
=

√
s2

(4 + δ)2
+

2Υ

4 + δ
− s

4 + δ
=

√
s2 + 2 (4 + δ)Υ− s

4 + δ

=
2Υ√

s2 + 2 (4 + δ)Υ + s
,

or, equivalently,

(44) 2
I2(s)

I1(s)
=

√
s2 + 2 (4 + δ)Υ + s

Υ
,

while, by the relations (38),

(45)
I0(s)

I1(s)
= −2s+ 2

I2(s)

I1(s)
=

√
s2 + 2 (4 + δ)Υ + (1− 2Υ) s

Υ
.

Hence, by relations (38), we obtain

(46) I0(s) =
e−s2

2

√
s2 + 2 (4 + δ)Υ + (1− 2Υ) s

(1 + 2s2)Υ− s2 − s
√
s2 + 2 (4 + δ)Υ

.

7. Numerical results

The allowed physical domain of positive entropy production in the (p, T,M)-space is
bounded by the surface

S : Λ(p, T,M; M̂0+(ξ, I)) = 0.

Applying expression (41), Λ, given by relation (42), (43), can be recast as

Λ(p, T,M; M̂0+(ξ, I)) = p

√
γ

T
M log

T (5+δ)/2

p
− 1√

2π
log

√
e

−
(

1√
2π

− p

√
γ

T
M
)
log


2(5+δ)/2

√
π

(
1√
2π

− p

√
γ

T
M
)5+δ

∆e−θ̃(s)

(2p (1 + γM2)− 1)4+δ Υ5+δ

 ≥ 0,

where, in view of expressions (40), (44), (45), (46),

θ̃(s) = θ(s)− 1

2
− s2 =

1

2
−
s2 + s

√
s2 + 2 (4 + δ)Υ

2Υ

∆ =
(
Υ+ s2 (2Υ− 1)− s

√
s2 + 2 (4 + δ)Υ

)(
s+

√
s2 + 2 (4 + δ)Υ

)4+δ

Υ =

2

(
1− p

√
2πγ

T
M

)(
4 + δ − p

√
2πγTM (5 + δ + γM2)

)
π (2p (1 + γM2)− 1)2

> 1,
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Figure 1. The pipe-like boundary surface S in case of evaporation for
δ = 0, 2, 3, and 5, respectively. The coloring depends on the p-value and is
scaled individually for each figure. Blue represents the minimum value and
yellow the maximum.

and s is implicitly given by equation (39). Here, the expression for Λ can be recast as

Λ(p, T,M; M̂0+(ξ, I)) =
1√
2πT

√
T log

T (5+δ)/2

p
√
e

+
1√
2πT

(√
2πγpM−

√
T
)
log

(
2 (

√
π (p (1 + γM2)− 1/2))

6+δ
T (5+δ)/2∆e−θ̃(s)

p
(
4 + δ − p

√
2πγTM (5 + δ + γM2)

)5+δ

)
≥ 0.

All domains presented in the following for the monatomic case δ = 0 were already
presented in [20], but are reproduced here as a comparison to give an indication of the
influence of polyatomicity.

7.1. Evaporation. In this section, we consider evaporation, that is, when M ≥ 0. Fig-
ure 1 shows the boundary surface S for different numbers of internal degrees of freedom δ
also taking into account the additional conditions (29) and (30). The color of the surface
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encodes the p-value and is scaled individually for each δ. Blue represents the minimum
and yellow the maximum value. For each δ, the surface S is a thin pipe-like structure, and
the physical domain of positive entropy production comprises the area inside this pipe.

To further study the physical domain of positive entropy production, we next limit our
attention to the case of subsonic evaporation, with the parameter 0 ≤ M ≤ 1 fixed, it is
clear that there exist p = p# (M) and T = T# (M), such that

Λ
(
p# (M) , T# (M) ,M; M̂0+(ξ, I)

)
= max

p,T
Λ
(
p, T,M; M̂0+(ξ, I)

)
.

We numerically construct curves

p = p# (M) , T = T# (M)

of maximal entropy production in the (p, T,M)-space. Figure 2 shows the curves of max-
imal entropy production in the (p, T,M)-space for subsonic evaporation of a monatomic
gas. The solid lines are the curves obtained and the circles indicate the famous evapora-
tion curve tabulated by Aoki and Sone [5] based on a vast number of numerical solutions
of the BGK-equation. The dashed closed lines illustrate the cross sections of the surface
S in Figure 1 computed for the same values of M as the circles. The top left panel shows
these curves and markers in the (p, T,M)-space. For increased visibility, the projection
of the curves on the M–T -plane, the M–p-plane, and the p–T -plane are presented in the
top right, bottom left, and bottom right panels, respectively. We note that although the
pipe-like structure of S may not be immediately clear from the plots in Figure 1, it be-
comes apparent when studying its cross sections from the different viewpoints illustrated
in Figure 2. For each fixed M, the pipe is very narrow in the p-direction and significantly
more extended in the T -direction.

As our next objective, we remove the upper bound on M and search for maximal
entropy production curves. Figure 3 presents numerically computed curves of maximal
entropy production for different numbers of internal degrees of freedom δ. The different
lines represent different numbers of degrees of freedom; the solid, dashed, dotted, and
dash–dotted lines correspond to δ = 0, 2, 3, and 5, respectively. First, we note that the
relations above allow positive entropy production for M up to about 1.6—the maximal
value slightly decreasing with the number of internal degrees of freedom. Moreover, for
each fixed M, the pressure p# and temperature T# for maximal entropy production
increase as the number of degrees of freedom δ increases.

7.2. Condensation. Next, we consider condensation, that is, when M < 0. Figure 4
illustrates the boundary surface S for different numbers of internal degrees of freedom δ
taking into account the additional conditions (29) and (31). All graphs are cropped so
that values of p above 7 are not displayed. The color depends on the value of p, with the
same scaling for all the values of δ; blue represents p = 0 and yellow p = 7. For all degrees
of freedom studied, the corresponding surfaces share a few common characteristics. First,
for small values of |M| and any value of T , the range of p for the physical domain of
positive entropy production has both a lower and an upper bound. Moreover, in the limit
M → 0−, both the upper and lower bounds tend to p = 1 for any T > 0. Looking further
at the lower bound, it can be seen that, for small T > 0, the lower bound has a local
maximum in p around M = −1. The value of p for this local maximum decreases as the
number of internal degrees of freedom δ increases.

To further study the physical domain of positive entropy production in the case of
condensation, we fix the two parameters T > 0 and M < 0 and note that there exists



HALF-SPACE PROBLEM FOR POLYATOMIC GASES AND ENTROPY INEQUALITIES 23

Figure 2. Maximal entropy production curve (solid lines), evaporation
curve tabulated by Aoki and Sone [5] (circles), and cross sections of the
boundary surface S (dashed lines) for subsonic evaporation of a monatomic
gas.
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Figure 3. Curves of maximal entropy production in the (p, T,M)-space
in the case of evaporation for δ = 0, 2, 3, and 5.
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Figure 4. The boundary surface S in case of condensation for δ = 0, 2, 3,
and 5, respectively. The coloring depends on the p-value, with the same
scaling for all the values of δ; blue represents p = 0 and yellow p = 7.

p = p∗ (T,M), such that

Λ(p∗ (T,M) , T,M; M̂0+(ξ, I)) = max
p

Λ(p, T,M; M̂0+(ξ, I)).

Thus, for M < 0 and T > 0, we construct the surfaces

p = p∗ (T,M)

of maximal entropy production in the (p, T,M)-space. Figure 5 shows these surfaces in
the (p, T,M)-space for different numbers of internal degrees of freedom together with the
plane M = −1. For all degrees of freedom studied, the surfaces share similar characteris-
tics: with a clear increase in p∗ as |M| increases in the range M < 0—starting from the
line p∗ = 1 as M tends to 0−—up to about (somewhat less than) M = −1. Looking at
the intersection of the surface of maximal entropy production with the plane M = −1, we
see that for a larger number of internal degrees of freedom δ, the decrease of p∗ is faster as



26 N. BERNHOFF, S. BRULL, AND E. WADBRO

Figure 5. Maximal entropy production surfaces in the (p, T,M)-space in
case of condensation for δ = 0, 2, 3, and 5, respectively; illustrated together
with the plane M = −1. The coloring of the surfaces depends on the p-
value, with the same scaling for all the values of δ; blue represents p = 0
and yellow p = 7.
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Figure 6. Maximal entropy production curve (solid lines) in the M–p-
plane for T = 0.5, 1, 1.5, and 2 compared to the data tabulated by Aoki and
Sone [5] (circles) for subsonic condensation of a monatomic gas.

T increases. For M < −1, the surface of maximal entropy production has a well-shaped
structure, the width of this well in the M-direction increases as δ increases.

Figure 6 shows the intersection curves of the surface of maximal entropy production
and the planes T = 0.5, T = 1, T = 1.5, and T = 2 for subsonic condensation of a
monatomic gas. The solid lines represent our computed curves, while the circles indicate
the corresponding intersection curves from the well-known condensation surface tabulated
by Aoki and Sone [5] based on a large number of numerical solutions of the BGK equation.
We observe that all the intersection curves agree well with the tabulated values for small
values of |M|, while the agreement gradually decreases as |M| increases. The maximal
entropy curve increases faster than the tabulated curve for T = 0.5 and T = 1, but with a
smaller discrepancy for T = 1, increases slower than the tabulated curve in some part and
faster in some other part of the interval for T = 1.5, and then slower than the tabulated
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Figure 7. Maximal entropy production curve in the M–p-plane for δ =
0, 2, 3, and 5, respectively for T = 0.25, 0.5, 1.0, and 2 for subsonic conden-
sation.

curve for T = 2. Overall, the agreement is particularly strong for T = 1.5, while for T = 1
the agreement is better up to a certain value of |M|.
Figure 7 shows the intersection curves of the surface of maximal entropy production

with the planes T = 0.25, T = 0.5, T = 1, and T = 2 in the case of condensation for
different numbers of degrees of freedom. The different lines represent different numbers of
internal degrees of freedom; the solid, dashed, dotted, and dash–dotted lines correspond
to δ = 0, 2, 3, and 5, respectively. First, we note that all the intersection curves agree
well for all the numbers of internal degrees of freedom for small values of |M|, while the
differences become more pronounced as |M| increases. The agreement of the maximal
entropy curves is fairly good for T = 0.25. As T increases, the differences between the
curves grow, with lower values of p∗ observed for larger values of δ.
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