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lui ont permis à maintes reprises de m’expliquer des idées très riches. J’ai aussi été très impressionné
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fructueuses. Je le remercie aussi d’avoir accepté de faire partie de mon jury.
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ma formation. Merci particulièrement à Jean-Michel Coron pour son intérêt soutenu pour mes travaux
de recherche.
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Introduction

Dans cette thèse, nous nous intéresserons à divers problèmes liés à la contrôlabilité et à la stabi-
lisation de systèmes d’évolution continus et discrets. Dans un premier temps, nous allons décrire le
contexte dans lequel se place le présent travail, et pour cela, introduire un formalisme abstrait qui
contient tous les problèmes étudiés, et qui sera spécifié par la suite.

De nombreux modèles physiques se mettent sous la forme suivante :{
ż = Az, t ≥ 0,
z(0) = z0,

(0.0.1)

où ˙( ) désigne la dérivée par rapport au temps, et où A est un opérateur, en général différentiel.
Pour fixer les idées, on suppose que la donnée initiale z0 appartient à un espace de Hilbert X, et que
l’opérateur A est un opérateur éventuellement non borné sur X.

Dans la suite, nous supposerons également que, si z0 est dans X, alors la solution t 7→ z(t) de
(0.0.1) existe, est unique, et appartient à l’espace C([0, T ]; X) pour tout temps T > 0. Pour être plus
précis, nous supposons que le problème de Cauchy associé à (0.0.1) est un problème bien posé au sens
de Hadamard.

Le système (0.0.1) modélise effectivement de nombreux phénomènes physiques : Citons entre autres
les modèles diffusifs (chaleur), les modèles issus de la mécanique quantique (équation de Schrödinger),
et de l’étude des systèmes oscillants (ondes). Pour plus d’exemples, nous faisons référence à l’ouvrage
[11].

Observabilité. Le premier problème que nous étudions est celui de l’observabilité. On se donne un
opérateur B défini sur D(A), à valeurs dans un espace de Hilbert Y, et nous supposons que nous
pouvons observer, pendant un certain temps T , la quantité

y(t) = Bz(t), t ∈ (0, T ). (0.0.2)

Comme la donnée initiale z0 est dans X, la solution t 7→ z(t) de (0.0.1) appartient à C([0, T ]; X), et
on ne peut a priori pas donner un sens précis à (0.0.2) pour B ∈ L(D(A),Y). C’est pourquoi nous
demandons à ce que le système (0.0.1)-(0.0.2) soit admissible :

Définition 1 (Admissibilité). Le système (0.0.1)-(0.0.2) est dit admissible si pour tout T > 0, il existe
une constante KT telle que toute solution de (0.0.1) avec donnée initiale z0 ∈ D(A) satisfait∫ T

0
‖Bz(t)‖2Y dt ≤ KT ‖z0‖2X . (0.0.3)
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Dans ce cas, lorsque l’opérateur A est de domaine dense, ce qui sera toujours vérifié par la suite,
par densité de D(A) dans X, l’opérateur d’observation peut être étendu en un opérateur continu de
X à valeurs dans L2(0, T ;Y). En particulier, remarquons que si l’opérateur B appartient à L(X,Y),
alors la propriété (0.0.3) est automatiquement satisfaite.

La question est alors de savoir si la connaissance de y nous permet de déterminer, ou non, la
fonction z. Si tel est le cas, nous dirons que le système (0.0.1)-(0.0.2) est observable au sens suivant :

Définition 2 (Observabilité). Le système (0.0.1)-(0.0.2) est dit observable au temps T > 0 s’il existe
une constante kT > 0 telle que toute solution de (0.0.1) satisfait

kT ‖z(T )‖2X ≤
∫ T

0
‖Bz(t)‖2Y dt. (0.0.4)

Dans la suite, nous dirons que le système (0.0.1)-(0.0.2) est observable s’il l’est en un certain temps
T > 0.

Remarquons que ce problème est très pertinent en pratique. En effet, il n’est pas rare que nous ne
puissions avoir accès qu’à des données partielles sur certains systèmes complexes. C’est par exemple
le cas en météorologie, où les seules informations à notre disposition concernent une petite couche
au voisinage de la surface terrestre. Nous faisons référence par exemple à [31] en ce qui concerne ce
problème d’assimilation de données.

Il est intéressant de constater que les propriétés d’observabilité sont reliées à deux autres questions
tout aussi pertinentes en pratique, celles de la contrôlabilité et de la stabilisation.

Contrôlabilité. Nous nous intéressons désormais au problème suivant : pour une donnée initiale
z0 ∈ X, trouver un contrôle v ∈ L2(0, T ;Y) tel que la solution de{

ż = Az + Cv, t ∈ (0, T ),
z(0) = z0,

(0.0.5)

soit nulle au temps T > 0 :
z(T ) = 0. (0.0.6)

Ici, l’opérateur C, qui décrit les possibilités d’actions sur le système (0.0.5), est un opérateur continu
de Y dans D(A)∗.

Remarquons que, en utilisant la linéarité du système (0.0.5), le problème ci-dessus, dit de contrôlabilité
à zéro, est équivalent au problème de contrôlabilité sur les trajectoires. Là encore, il s’agit donc d’une
question physiquement pertinente puisqu’il s’agit de décrire l’action que l’on peut exercer sur un
système donné.

Il est désormais classique que la contrôlabilité à zéro est équivalente à l’observabilité du système
adjoint. C’est le contenu de la méthode HUM (Hilbert Uniqueness Method) introduite dans [27].

Considérons le problème adjoint (rétrograde){
ẇ = −A∗w, t ∈ (0, T ).
w(T ) = wT ∈ X,

(0.0.7)

et les propriétés d’admissibilité et d’observabilité suivantes : il existe des constantes kT > 0 et KT > 0
telles que toute solution de (0.0.7) satisfait

kT ‖w(0)‖2X ≤
∫ T

0
‖C∗w(t)‖2Y dt ≤ KT ‖wT ‖2X . (0.0.8)
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Supposons que les propriétés d’admissibilité et d’observabilité (0.0.8) sont vérifiées. Supposons également
que le système (0.0.7) satisfait la propriété d’unicité rétrograde suivante, qui sera vérifiée dans tous
les exemples que nous traiterons ci-après : toute solution w de (0.0.7) satisfaisant w(0) = 0 est iden-
tiquement nulle.

Introduisons alors la fonctionnelle J définie pour wT ∈ X par

J (wT ) =
1
2

∫ T

0
‖C∗w(t)‖2Y dt+ < w(0), z0 >X, (0.0.9)

où w est la solution de (0.0.7) associée à wT . Cette fonctionnelle est strictement convexe, et, au vu de
la propriété (0.0.8), est également coercive dans la norme

‖wT ‖2obs =
∫ T

0
‖C∗w(t)‖2Y dt.

La fonctionnelle J admet donc un unique minimum w∗T dans le complété X̄ de X pour la norme ‖·‖obs.
Remarquons qu’alors il existe une unique application Θ continue de X̄ sur L2(0, T ;Y) qui cöıncide
avec wT 7→ C∗w(t) pour wT ∈ X.

Le contrôle v de (0.0.5) de norme L2(0, T ;Y) minimale est alors donné par

v(t) = Θw∗T . (0.0.10)

Remarquons que, lorsque le système (0.0.7) est conservatif, l’hypothèse (0.0.8) implique X̄ = X. Il
s’ensuit que, dans ce cas, Θw∗T = C∗w∗(t), où w∗ est la solution de (0.0.7) associée à w∗T . De même,
la même simplification peut être faite lorsque X est de dimension finie puisqu’alors toutes les normes
sont équivalentes.

Stabilisation. Pour cette question, nous nous limitons aux cas où l’opérateur A est antisymétrique,
et où l’opérateur B appartient à L(X,Y).

Considérons alors le système amorti{
ẇ = Aw −B∗Bw, t ≥ 0,
w(0) = w0 ∈ X.

(0.0.11)

Un tel système modélise de nombreux systèmes physiques comportant un terme de stabilisation de
type feedback, par exemple les ondes amorties.

Il s’agit en effet d’un système amorti puisque l’énergie des solutions w de (0.0.11), définie par

E(t) =
1
2
‖w(t)‖2X , (0.0.12)

satisfait la loi de dissipation
dE

dt
(t) = −‖Bw(t)‖2Y . (0.0.13)

Nous nous interrogeons alors sur la possibilité de décroissance exponentielle des solutions. Pour
être plus précis, nous voulons savoir s’il existe des constantes strictement positives M et ν > 0 telles
que toutes les solutions de (0.0.11) satisfont

E(t) ≤M E(0) exp(−νt), t ≥ 0. (0.0.14)

Il est désormais bien connu (cf. [27, 22]) que la décroissance exponentielle de l’énergie pour les
solutions de (0.0.11) au sens de (0.0.14) est également équivalente à l’observabilité du système (0.0.1)-
(0.0.2).
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Problématique. Il existe de nombreuses situations concrètes où l’on a besoin de considérer non pas
un système mais une famille de systèmes, pour lesquels on aimerait avoir des propriétés d’observabilité
uniformes, afin d’en déduire divers types de résultats de contrôlabilité et de stabilisation.

C’est par exemple le cas lorsque l’on s’intéresse à des systèmes discrétisés en espace et/ou en temps.

Pour fixer les idées, considérons un système continu (0.0.1)-(0.0.2) admissible et observable au sens
de (0.0.3) et (0.0.4), et supposons de plus que l’opérateur A est antisymétrique.

Observabilité discrète. Introduisons les opérateurs Ah et Bh correspondants aux discrétisations des
opérateurs A et B sur un maillage de taille h > 0. Le système (0.0.1)-(0.0.2) est alors approché par{

żh = Ahzh, t ≥ 0,
zh(0) = z0h ∈ Xh,

yh(t) = Bhzh(t), t ∈ (0, T ). (0.0.15)

Ici, l’espace Xh correspond à une approximation de dimension finie de X. L’opérateur Bh est à priori
à valeurs dans un certain espace Yh qui correspond également à une approximation de Y dans un
sens raisonnable. Pour l’instant, nous restons volontairement imprécis, mais des affirmations précises
seront données plus tard dans le corps du manuscrit. Comme nous avons supposé A antisymétrique,
nous nous intéressons uniquement à des discrétisations qui préservent cette propriété, et supposons
donc que pour tout h > 0, l’opérateur Ah est antisymétrique sur Xh.

Il est alors naturel de s’interroger sur les propriétés d’admissibilité et d’observabilité des systèmes
(0.0.15). Il peut arriver que, pour tout h > 0, il existe des solutions zh des systèmes (0.0.15) telles que
Bhzh(t) = 0 pour tout t (cf. contre-exemple d’Otared Kavian, explicité dans [44, p.72]). Dans ce cas,
cette réponse négative à la continuation unique nie les propriétés d’observabilité pour les systèmes
discrets (0.0.15).

Cependant, ce n’est pas le seul problème qui peut intervenir pour l’observabilité des systèmes
(0.0.15). En effet, par exemple en dimension un, il est en général facile de montrer que les seules
solutions zh de (0.0.15) qui satisfont Bhzh(t) = 0 pour tout t dans un intervalle de temps sont les
solutions nulles. Notamment, on déduit alors dans ce cas que, pour tout h > 0, le système (0.0.15)
est admissible et observable, et ce en tout temps : pour tout h > 0 et pour tout T > 0, il existe des
constantes positives kT,h > 0 et KT,h > 0 telles que toute solution zh de (0.0.15) satisfait

kT,h ‖zh(T )‖2Xh ≤
∫ T

0
‖Bhzh(t)‖2Yh dt ≤ KT,h ‖z0h‖2Xh . (0.0.16)

Nous allons voir ci-dessous que, lorsque la propriété d’observabilité (0.0.16) n’est pas satisfaite uni-
formément en h > 0, c’est-à-dire lorsque limh→0 kT,h = 0, les procédures de calcul des contrôles sur les
systèmes discrets (0.0.15) peuvent donner des résultats biaisés, voire faux, pour le système continu.

Contrôles discrets. Sous la condition (0.0.16), pour tout h > 0, le système{
żh = Ahzh +B∗hvh, t ∈ (0, T ).
zh(0) = z0h ∈ Xh,

(0.0.17)

est contrôlable, c’est-à-dire qu’il existe une fonction vh dans L2(0, T ;Yh) telle que la solution de (0.0.17)
satisfait

zh(T ) = 0.

En fait, suivant la méthode HUM décrite ci-dessus, on peut même calculer le contrôle à zéro vh qui
minimise la norme L2(0, T ;Yh).
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Il est alors naturel de penser que, si les données initiales z0h convergent vers z0, alors les contrôles
vh devraient converger vers le contrôle v de (0.0.5) (avec C = B∗). Cela est en fait faux en pratique
dans de multiples situations, comme le montrent les simulations numériques concernant l’équation des
ondes unidimensionnelle disponibles dans l’article [44].

Comme souligné dans [44], la norme des contrôles vh peut exploser quand h → 0. En effet, les
systèmes discrétisés (0.0.15) ont une dynamique différente de celle du système continu (0.0.1), notam-
ment aux hautes fréquences, cf. [38].

Dans ce cadre, de nombreux travaux récents (cf. [44] et sa bibliographie) ont été consacrés à mettre
au point des techniques permettant de calculer sur les systèmes discrétisés (0.0.15) des pseudo-contrôles
vh pour (0.0.17) qui convergent, lorsque les données initiales z0h convergent vers z0, vers un contrôle
admissible pour le système continu (0.0.5) (toujours avec C = B∗).

Ces méthodes consistent essentiellement en des mécanismes de filtrage qui permettent d’éliminer
les hautes fréquences parasites introduites lors de la discrétisation. Afin de prouver la convergence des
contrôles vh des systèmes discrétisés (0.0.17) vers un contrôle v du système continu, la méthode la
plus courante consiste à trouver des classes de données pour lesquelles on peut prouver les inégalités
(0.0.16) avec des constantes kT,h et KT,h indépendantes de h > 0.

En d’autres termes, il s’agit de déterminer, pour tout h > 0, un sous-espace X̃h ⊂ Xh de données,
globalement invariant par l’équation (0.0.15), tel qu’il existe un temps T > 0 et des constantes positives
kT > 0 et KT > 0, indépendants de h > 0, tels que toute solution zh de (0.0.15) ayant pour donnée
initiale z0h ∈ X̃h satisfait

kT ‖zh(T )‖2Xh ≤
∫ T

0
‖Bhzh(t)‖2Yh dt ≤ KT ‖z0h‖2Xh . (0.0.18)

Les méthodes utilisées jusqu’à présent pour démontrer les inégalités (0.0.18) reposent sur des
techniques de multiplicateurs (inspirées de [25] et directement effectuées sur les systèmes discrétisés
(0.0.15)), ou sur des propriétés de séparation spectrale basées sur [24].

Les Chapitres 2, 6, et 7 présentent des études détaillées de ces questions sur divers exemples.

Au Chapitre 2 (correspondant à [12]), nous considérons l’équation des ondes unidimensionnelle
discrétisée sur des maillages non uniformes en utilisant la méthode des éléments finis mixtes, dont
nous présentons une étude détaillée des propriétés d’observabilité. Cette question avait déjà été traitée
dans les travaux [8, 9] dans le cas des maillages uniformes, ce qui permettait d’utiliser des méthodes
de multiplicateurs, ou, en dimension un, des méthodes spectrales. Ici, dû au manque d’uniformité du
maillage, le spectre est moins explicite, mais nous arrivons tout de même à prouver des propriétés de
séparation du spectre, puis d’équirépartition des vecteurs propres, qui permettent de démontrer les
propriétés (0.0.18) dans tout l’espace Xh, uniformément en h > 0. À notre connaissance, c’est l’étude
spectrale la plus précise menée jusqu’à présent pour des systèmes discrétisés sur des maillages non
uniformes. Signalons que les questions d’observabilité pour l’équation des ondes unidimensionnelle
discrétisée avec la méthode des éléments finis sur des maillages non uniformes ont été traitées dans
[34], mais la question de l’optimalité de la réponse apportée dans [34] est encore largement ouverte.

Aux Chapitres 6 et 7 (correspondants à [13, 14]), nous étudions des systèmes abstraits généraux
représentant les équations de Schrödinger et des ondes discrétisées selon la méthode des éléments finis.
La méthode que nous utilisons est une méthode spectrale basée sur les travaux [6, 29, 33], que nous
adaptons pour des systèmes discrétisés. Cela fournit une approche robuste pour étudier les propriétés
d’observabilité des discrétisations en espaces des systèmes admissibles et observables. Notamment, nos
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résultats s’appliquent en n’importe quelle dimension et sans condition sur la structure des maillages, ce
qui généralise grandement les résultats connus jusqu’à présent (cf. [44] et sa bibliographie). Cependant,
comme dans [34], nous ne savons pas si nos résultats sont optimaux. Cette question est largement
ouverte.

Stabilisation discrète. Lorsque les opérateurs B et Bh sont bornés sur X et Xh respectivement, on
peut s’interroger sur les propriétés de décroissance de l’énergie des systèmes discrétisés{

ẇh = Ahwh −B∗hBhwh, t ≥ 0,
wh(0) = w0h ∈ Xh,

(0.0.19)

ainsi que de leur uniformité.

L’énergie des solutions wh de (0.0.19) est donnée par

Eh(t) =
1
2
‖wh(t)‖2Xh . (0.0.20)

Comme dans le cas ci-dessus, lorsque les inégalités (0.0.16) sont satisfaites, pour tout h > 0, il existe
des constantes positives Mh et νh telles que les solutions de (0.0.19) satisfont

Eh(t) ≤MhEh(0) exp(−νht), t ≥ 0. (0.0.21)

Mais la décroissance n’est pas, en général, uniforme. On peut notamment avoir des cas où νh tend
vers 0 quand h→ 0.

Il est alors naturel de se demander si l’on peut modifier le système (0.0.19) de façon à obtenir des
systèmes discrétisés exponentiellement stables uniformément en h.

À nouveau, nous nous référons à [44] et à sa bibliographie pour divers travaux concernant cette
question. L’idée générale consiste à introduire un terme de viscosité numérique dans (0.0.19) de façon
à amortir efficacement les hautes fréquences parasites introduites lors de la discrétisation.

Les Chapitres 1, 4 et 5 proposent une étude de ces questions.

Au Chapitre 1 (correspondant à [17]), nous étudions les propriétés spectrales fines des discrétisations
spatiales des équations du modèle Perfectly Matched Layers unidimensionnelles, qui constituent une
variante de l’équation des ondes amorties. En particulier, nous mettons en évidence l’existence de
valeurs propres parasites qui correspondent à des vecteurs propres hautes fréquences localisés dans
la zone où le terme d’amortissement n’est pas actif, ce qui prouve en particulier que la quantité νh
dans (0.0.21) tend vers 0 quand h → 0. Cette description précise du spectre des systèmes amortis
discrétisés est, à notre connaissance, la première à montrer ce phénomène explicitement. Nous mon-
trons alors, en s’inspirant des travaux [37, 34], qu’en introduisant un terme de viscosité numérique
correctement choisi dans les équations discrétisées, on peut obtenir des systèmes discrétisés exponen-
tiellement stables, uniformément en h > 0.

Au Chapitre 4 (correspondant à [18]), nous exhibons, pour des systèmes continus abstraits (0.0.11),
plusieurs formes d’opérateurs de viscosité pour lesquels les phénomènes d’overdamping n’apparaissent
pas. La méthode que nous utilisons a l’avantage de traiter séparément basses et hautes fréquences,
utilisant aux basses fréquences les propriétés d’observabilité des systèmes (0.0.1)-(0.0.2), et aux hautes
fréquences les propriétés dissipatives des systèmes visqueux sans amortissement. En particulier, cela
fournit des résultats robustes et généraux qui peuvent s’appliquer aussi bien dans le contexte des
équations discrétisées en espace, comme aux Chapitres 1, 6 et 7, que pour les équations discrétisées
en temps, ou même en temps et en espace, cf. Chapitre 5, généralisant ainsi les résultats de [37, 34]
sur les propriétés de stabilisation des systèmes semi-discrétisés en espace.
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Ainsi, au Chapitre 5 (correspondant à [19]), nous donnons une méthode systématique qui permet
de mettre au point, pour des systèmes qui ne sont observables qu’aux basses fréquences, des variantes
visqueuses de (0.0.1) pour lesquelles on peut guarantir des propriétés de stabilisation uniformes en
h > 0.

Des problèmes similaires se posent lorsque l’on considère des systèmes discrétisés en temps, où
des solutions parasites hautes fréquences perturbent les propriétés d’observabilité et d’admissibilité
des systèmes discrétisés, et, notamment, le bon fonctionnement de la méthode HUM pour calculer
numériquement des contrôles approchés pour les systèmes continus.

Au Chapitre 3 (correspondant à [16]), nous prouvons donc, pour un système conservatif (0.0.1)-
(0.0.2) admissible et observable, des propriétés d’observabilité uniformes pour les systèmes discrétisés
en temps, dans une classe filtrée. Là encore, nous utilisons les résultats spectraux de [6, 29] pour obtenir
une méthode robuste, qui s’applique pour de nombreux systèmes et de nombreuses discrétisations en
temps. Ainsi, nos résultats s’appliquent également à des familles de systèmes uniformément observables
pour lesquels nous pouvons déduire pour les familles de systèmes discrets en temps correspondants
des propriétés d’observabilité uniformes en le paramètre de discrétisation en temps. En particulier, si
l’on considère une famille de systèmes discrétisés en espace qui sont uniformément observables en le
paramètre de discrétisation en espace, alors les systèmes totalement discrétisés correspondants satisfont
des propriétés d’observabilité uniformes en les paramètres de discrétisation en espace et en temps. Cet
argument permet ainsi de découpler les problèmes liés à la discrétisation en espace de ceux liés à la
discrétisation en temps, permettant par exemple de déduire des résultats des Chapitres 2, 6 et 7 des
propriétés d’observabilité pour les systèmes totalement discrétisés correspondants, uniformément en
les paramètres de discrétisation en espace et en temps. A notre connaissance, ce résultat est le premier
qui donne, de façon systématique, des résultats d’observabilité pour des systèmes discrétisés en temps
à partir des propriétés d’observabilité des systèmes continus en temps correspondants.

Au Chapitre 5 (correspondant à [19]), nous combinons les résultats du Chapitre 3 avec ceux du
Chapitre 4, pour obtenir une approche générale et robuste qui fournit, pour des systèmes continus
exponentiellement stables, des discrétisations en temps et en espace uniformément exponentiellement
stables. Comme indiqué ci-dessus, la méthode abstraite que nous développons généralise et étend les
résultats obtenus au Chapitre 1 ainsi que dans [37, 34] pour des systèmes discrétisés en espace.

Ci-dessous, nous présentons, pour la commodité du lecteur, le plan que nous avons adopté.

Dans la Partie I, nous étudions deux systèmes modélisant des équations des ondes unidimension-
nelles, tout d’abord le système PML (pour Perfectly Matched Layers) discrétisé sur des grilles uni-
formes, puis un système classique d’ondes unidimensionnel, discrétisé selon une méthode d’éléments
finis mixtes, mais sur des maillages non uniformes. Dans ces deux cas, en utilisant conjointement des
méthodes de multiplicateurs et des méthodes spectrales, nous prouvons des résultats qui sont, en un
sens que nous préciserons, optimaux.

Dans la Partie II, nous considérons des systèmes conservatifs abstraits, que nous supposons admis-
sibles et observables, et prouvons des propriétés d’admissibilité et d’observabilité pour leurs discrétisations
en temps. Notre méthode est basée sur des techniques spectrales. En particulier, nous utilisons de
manière décisive la caractérisation spectrale de l’observabilité de systèmes conservatifs donnée dans
[6, 29]. Nous expliquons aussi comment ces résultats s’interprètent dans le cadre des systèmes amortis.

Dans la Partie III, nous étudions les propriétés d’observabilité de systèmes abstraits discrétisés
selon la méthode des éléments finis. Notre méthode, à nouveau basée sur des critères spectraux, nous
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permet d’obtenir des résultats très généraux, qui, à notre connaissance, sont les premiers à pouvoir
s’appliquer instantanément en n’importe quelle dimension et pour n’importe quel maillage régulier.

Dans la Partie IV, nous présentons un travail relié à cette thématique correspondant à [15], mais
dans le cadre assez différent d’une équation de la chaleur avec un potentiel singulier −µ/|x|2. Cepen-
dant, notre approche est là encore basée sur des considérations d’uniformité des propriétés d’observa-
bilité pour des potentiels réguliers de la forme −µ/(|x|2 + |ε|2). Nos méthodes reposent alors sur une
inégalité de Carleman pour prouver un résultat positif lorsque µ ≤ µ∗(N), où µ∗(N) est la constante
de Hardy en dimension N , et sur des méthodes spectrales afin de prouver un résultat négatif lorsque
µ > µ∗(N).

Dans la suite de cette introduction, nous présentons plus précisément le contenu de chaque partie
de cette thèse.

Partie I. Étude précise d’équations d’ondes discrétisées en espace

Dans cette partie, nous présentons, pour deux modèles d’équations des ondes, des études exhaus-
tives et optimales des propriétés d’observabilité et de dissipation de systèmes discrétisés. En effet, les
deux exemples étudiés sont suffisamment explicites en dimension un d’espace pour mettre en évidence
avec précision les phénomènes parasites qui apparaissent aux hautes fréquences.

Chapitre 1. La méthode Perfectly Matched Layers (PML).

Lorsque l’on résout numériquement un problème d’équation des ondes en domaine extérieur en
temps grand, il est nécessaire de limiter le domaine de calcul à cause des capacités finies de calcul
numérique. Il est alors nécessaire d’introduire des conditions limites sur la frontière nouvellement
formée, qui peuvent éventuellement perturber la solution à l’intérieur du domaine de calcul, à cause
de phénomènes de réflexion.

La méthode PML, introduite par Bérenger dans [2] en 1994, consiste à entourer le domaine de
calcul d’une couche dans laquelle les équations sont modifiées afin de dissiper l’énergie qui y entre, de
telle sorte que l’énergie réfléchie est petite, voire nulle. Depuis, cette méthode a démontré son efficacité
dans de nombreux problèmes concrets [39].

Nous nous proposons donc d’étudier précisément le modèle PML en dimension un d’espace et
d’expliquer son efficacité.

Considérons le système du premier ordre suivant, équivalent à l’équation des ondes sur (0,∞) :
∂tP + ∂xV = 0 dans (0,∞)× (0,∞),
∂tV + ∂xP = 0 dans (0,∞)× (0,∞),
P (0, t) = 0, P (x, 0) = P0(x), V (x, 0) = V0(x),

(0.0.22)

où P0 et V0 sont des fonctions de L2(R) à support dans (0, 1).

ll est alors bien connu que l’énergie des solutions se propage à vitesse 1. En particulier, la solution
t 7→ (P, V )(t) de (0.0.22) est nulle dans (0, 1) pour tout temps t > 2.

Considérons alors le système déduit de (0.0.22) par la méthode PML dans le cas où la zone de
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calcul (i.e. la zone qui nous intéresse) est (0, 1) :
∂tP + ∂xV + χ(1,2)σP = 0 dans (0, 2)× (0, T ),
∂tV + ∂xP + χ(1,2)σV = 0 dans (0, 2)× (0, T ),
P (0, t) = P (2, t) = 0, P (x, 0) = P0(x), V (x, 0) = V0(x),

(0.0.23)

où P0 et V0 sont dans L2(0, 2) et à support dans (0, 1), χ(1,2) est la fonction caractéristique de l’intervalle
(1, 2), et σ = σ(x) est une fonction positive dans L∞(1, 2).

Le système (0.0.23) correspond en fait à un système dissipatif, puisque l’énergie

E(t) =
1
2
‖P (t)‖2L2(0,2) +

1
2
‖V (t)‖2L2(0,2)

satisfait
dE

dt
(t) = −

∫ 2

1
σ
(
|P (t)|2 + |V (t)|2

)
dx.

Au vu de la propriété de propagation de l’énergie pour (0.0.22), il est naturel de s’attendre à ce que
l’énergie des solutions de (0.0.23) décroisse, et nous pouvons voir le taux de décroissance de cette
énergie comme une mesure de l’efficacité de la méthode PML.

Dans un premier temps, nous prouvons donc que l’énergie des solutions de (0.0.23) est exponen-
tiellement décroissante. Nous présentons deux méthodes pour prouver ce résultat. L’une est basée sur
une décomposition spectrale explicite de l’opérateur spatial dans (0.0.23), et l’autre sur la méthode
des caractéristiques (ce qui est proche de la preuve de la formule de D’Alembert). Par ces méthodes
assez explicites, nous prouvons le théorème suivant :

Théorème 3. Les solutions de (0.0.23) avec donnée initiale dans L2(0, 2)2 (pas forcément à support
dans (0, 1)) satisfont

E(t) ≤ E(0) exp
(

(4− t)
∫ 2

1
σ
)
, t ≥ 0.

On en déduit alors que la norme L1(1, 2) de σ mesure l’efficacité de la méthode PML pour le
système (0.0.23), confirmant ainsi les résultats [3, 5, 4].

Dans un deuxième temps, nous étudions les discrétisations en espace de (0.0.23) de type différences
finies. Pour h = 1/N > 0, nous considérons

∂tPj +
Vj+1/2 − Vj−1/2

h
+ σjPj = 0, j ∈ {1, . . . , 2N − 1},

∂tVj+1/2 +
Pj+1 − Pj

h
+ σj+1/2Vj+1/2 = 0, j ∈ {0, . . . , 2N − 1},

P0 = P2N = 0.

(0.0.24)

Ici, Pj et σj sont des approximations de P et χ(1,2)σ respectivement aux points xj = jh, et Vj+1/2 et
σj+1/2 de V et σ aux points xj+1/2 = (j + 1/2)h.

Pour ce système, nous prouvons que l’énergie des solutions (P, V ) de (0.0.24), donnée par

Eh(t) =
h

2

2N−1∑
j=0

(
|Pj(t)|2 + |Vj+1/2(t)|2

)
, (0.0.25)

n’est pas exponentiellement décroissante uniformément en h > 0 :
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Théorème 4. Il n’existe pas de constantes strictement positives M et ν telles que, pour tout h > 0,
les solutions de (0.0.24) satisfont

Eh(t) ≤M Eh(0) exp(−νt), t ≥ 0. (0.0.26)

Pour cela, nous construisons des solutions de (0.0.24) localisées en dehors de la zone où l’amortisse-
ment est actif, et dont l’énergie ne peut donc pas décrôıtre exponentiellement vite. Cette construction
est basée sur celles des ondes gaussiennes [32].

Dans le cas où σ est constant sur (1, 2), nous fournissons également une description spectrale
détaillée de l’opérateur spatial intervenant dans (0.0.24). Ainsi, nous prouvons que les fonctions propres
basses fréquences sont équiréparties dans les zones (0, 1) et (1, 2), tandis que les fonctions propres
hautes fréquences sont concentrées, soit dans (0, 1), soit dans (1, 2). En particulier, l’existence de
fonctions propres hautes fréquences concentrées dans (0, 1) nie également la décroissance exponentielle
de l’énergie uniformément en h > 0, puisque les solutions associées ne rentrent pas dans la zone où
l’amortissement est effectif.

Dans un troisième et dernier temps, nous étudions une variante de (0.0.24), inspirée de [37, 36]
dans laquelle un terme de viscosité numérique a été ajouté :

∂tPj +
Vj+1/2 − Vj−1/2

h
+ σjPj − h2(∆hP )j = 0,

j ∈ {1, . . . , 2N},

∂tVj+1/2 +
Pj+1 − Pj

h
+ σj+1/2Vj+1/2 − h2(∆hV )j+1/2 = 0,

j ∈ {0, . . . , 2N − 1},
P0 = P2N = 0, V−1/2 = V1/2, V2N−1/2 = V2N+1/2.

(0.0.27)

où ∆h correspond à l’opérateur Laplacien discrétisé

(∆hA)j =
1
h2

(Aj+1 +Aj−1 − 2Aj).

Dans ce cas, par une méthode des multiplicateurs, nous prouvons que l’énergie des solutions de
(0.0.27) décrôıt exponentiellement, uniformément en h > 0 :

Théorème 5. Il existe des constantes strictement positives M et ν telles que, pour tout h > 0, les
solutions de (0.0.27) satisfont (0.0.26).

De plus, ce résultat est optimal, dans la mesure où l’on ne peut pas espérer des résultats similaires
avec un terme visqueux plus petit, à cause de l’existence de vecteurs propres pour (0.0.24) localisés
dans (0, 1).

Nous étudions également la possibilité de rétablir le taux de décroissance de l’énergie du système
continu (0.0.23) en augmentant le terme de viscosité numérique, et donnons un résultat partiel dans
cette direction. En effet, nous démontrons, sous certaines hypothèses qui seront précisées au cours
du Chapitre 1, qu’il est possible de choisir le terme de viscosité numérique de façon à ce que, pour
tout h > 0, il existe une constante Mh telle que l’énergie Eh(t) des solutions de (0.0.27), définie par
(0.0.25), satisfait

Eh(t) ≤MhEh(0) exp
(
−
(∫ 2

1
σ − oh→0(1)

)
t
)
, t ≥ 0.
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Chapitre 2. La méthode des éléments finis mixtes sur des maillages non uniformes

Ce chapitre propose l’étude des propriétés d’observabilité de l’équation des ondes unidimension-
nelle, discrétisée par la méthode des éléments finis mixtes, mais sur des maillages non uniformes. A
notre connaissance, c’est à ce jour le seul exemple où la théorie a pu être effectuée à ce niveau de
détail pour des maillages non uniformes.

Considérons l’équation des ondes unidimensionnelle
∂2
ttu− ∂2

xxu = 0, (x, t) ∈ (0, 1)× R,
u(0, t) = u(1, t) = 0, t ∈ R,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x), x ∈ (0, 1),

(0.0.28)

avec (u0, u1) ∈ H1
0 (0, 1)× L2(0, 1).

L’énergie des solutions de (0.0.28), donnée par

E(t) =
1
2
‖∂tu(t)‖2L2(0,1) +

1
2
‖∂xu‖2L2(0,1) ,

est constante.

De plus, il est bien connu (cf. [27, 25]) que pour tout temps T > 2, il existe des constantes
strictement positives kT et KT telles que les solutions de (0.0.28) satisfont

kTE(0) ≤
∫ T

0
|∂xu(0, t)|2 dt ≤ KTE(0).

Discrétisons (0.0.28) sur un maillage non uniforme Sn donné par n+ 2 points

0 = x0,n < x1,n < · · · < xn,n < xn+1,n = 1, hj+1/2,n = xj+1,n − xj,n, j ∈ {0, · · · , n}. (0.0.29)

La méthode des éléments finis mixtes donne alors le système

hj−1/2,n

4
(üj−1,n + üj,n) +

hj+1/2,n

4
(üj,n + üj+1,n)

=
uj+1,n − uj,n
hj+1/2,n

− uj,n − uj−1,n

hj−1/2,n
, j = 1, · · ·n, t ∈ R,

u0,n(t) = un+1,n(t) = 0, t ∈ R,
uj(0) = u0

j,n, u̇j(0) = u1
j,n, j = 1, · · · , n.

(0.0.30)

L’énergie des solutions un de (0.0.30), donnée par

En(t) =
1
2

n∑
j=0

hj+1/2,n

(
uj+1,n(t)− uj,n(t)

hj+1/2,n

)2

+
1
2

n∑
j=0

hj+1/2,n

(
u̇j+1,n(t) + u̇j,n(t)

2

)2

, (0.0.31)

est alors constante.

D’après les travaux [8, 9], pour des maillages uniformes, en tout temps T > 2, on peut trouver
des constantes strictement positives kT et KT telles que les solutions de (0.0.30) (toujours sur des
maillages uniformes) satisfont

kTEn(0) ≤
∫ T

0

(∣∣∣u1,n(t)
h1/2,n

∣∣∣2 + |u̇1,n(t)|2
)

dt ≤ KTEn(0). (0.0.32)

xi



Introduction

Nous démontrons que ce résultat s’étend en fait pour une large classe de maillages non uniformes.
Introduisons la notion de régularité d’un maillage :

Définition 6. Soit un maillage Sn donné par n+ 2 points comme dans (0.0.29). La régularité de Sn
est définie par

Reg(Sn) =
maxj{hj+1/2,n}
minj{hj+1/2,n}

. (0.0.33)

Pour M ≥ 1, on dira qu’un maillage Sn est de régularité M si Reg(Sn) ≤M .

Nous démontrons alors le résultat suivant :

Théorème 7. Soit M ≥ 1 et (Sn) une suite de maillages de régularité M .
Alors, pour tout temps T > 2, il existe des constantes strictement positives kT et KT telles que les
solutions de (0.0.30) satisfont, uniformément en n, les estimées (0.0.32).

De façon similaire, nous prouvons le même type de résultat en ce qui concerne une observation
distribuée sur un sous-intervalle ω ⊂ (0, 1).

La preuve du Théorème 7 est basée sur l’étude spectrale de (0.0.30), qui se trouve être parti-
culièrement explicite. Notamment, il est possible de démontrer que les valeurs propres λkn de l’opérateur
en (0.0.30) satisfont, pour n’importe quel maillage, la propriété suivante, dite de séparation spectrale,
ou de spectral gap :

min
k∈{1,··· ,n−1}

{λk+1
n − λkn} ≥ π.

En particulier, le Lemme d’Ingham (cf. [24]) sur les séries trigonométriques montre qu’il suffit alors
de prouver des propriétés uniformes d’observabilité sur les fonctions propres. En utilisant l’expression
explicite des fonctions propres, nous arrivons alors à montrer (0.0.32), à condition que les maillages
soient M réguliers.

De plus, nous montrons aussi que la condition de M régularité sur les maillages est, en un certain
sens, optimale pour les propriétés d’admissibilité et d’observabilité discrètes.

Enfin, nous exhibons les applications du Théorème 7 pour des problèmes de contrôlabilité et de
stabilisation, basées sur la dualité HUM et sur les résultats [22, 27] présentés ci-dessus.

Partie II. Discrétisation en temps de systèmes conservatifs

Dans cette partie, nous considérons un couple d’opérateurs (A, B), et étudions les discrétisations
en temps de (0.0.1)-(0.0.2).

Nous supposons, dans toute cette partie, que le système (0.0.1)-(0.0.2) est admissible et observable.

Dans toute cette partie, nous supposons également que l’opérateurA est anti-adjoint, et à résolvente
compacte. Il s’ensuit que le spectre de A est constitué uniquement de valeurs propres iµj , avec µj ∈ R.
De plus, les vecteurs propres Φj correspondants peuvent être choisis de façon à former une base
orthonormale de X.

Notre but est de formuler, de la façon la plus générale possible, des propriétés d’observabilité et
d’admissibilité uniformes en le paramètre de discrétisation en temps.
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Chapitre 3. Propriétés d’observabilité

Pour fixer les idées, considérons la discrétisation standard de (0.0.1)-(0.0.2) :


zk+1 − zk

4t
= A

(zk+1 + zk

2

)
, dans X, k ∈ Z,

z0 = z0,

yk = Bzk, k4t ≥ 0. (0.0.34)

Remarquons que l’énergie des solutions de (0.0.34), définie par

Ek =
1
2

∥∥∥zk∥∥∥2

X
,

est constante.

Introduisons alors, pour s > 0, les classes filtrées

Cs(A) = vect{Φj tels que les valeurs propres correspondantes iµj vérifient |µj | ≤ s}. (0.0.35)

Pour le système (0.0.34), nous prouvons le théorème suivant :

Théorème 8. Supposons que B ∈ L(D(A),Y). Fixons δ > 0.
Alors il existe un temps Tδ > 0, et des constantes strictement positives kδ et Kδ telles que, pour tout
4t > 0, les solutions z de (0.0.34) avec donnée initiale z0 ∈ Cδ/4t(A) satisfont :

kδ ‖z0‖2X ≤ 4t
∑

k4t∈[0,Tδ]

∥∥∥∥B(zk + zk+1

2

)∥∥∥∥2

Y
≤ Kδ ‖z0‖2X . (0.0.36)

Le résultat d’observabilité uniforme (0.0.36) est optimal au vu de [43]. En effet, il est prouvé dans
[43] que, pour l’équation des ondes, on ne peut pas espérer de résultat d’observabilité uniforme en 4t
dans des classes filtrées C1/(4t)1+ε(A) avec ε > 0.

La preuve du Théorème 8 est basée sur une méthode spectrale introduite dans [6, 29]. Dans [6, 29], il
est en effet prouvé que l’observabilité de (0.0.1)-(0.0.2) est équivalente à l’existence de deux constantes
positives m et M telles que

M2 ‖(A− iω)z‖2X +m2 ‖Bz‖2Y ≥ ‖z‖
2
X , ∀z ∈ D(A), ∀ω ∈ R. (0.0.37)

La démonstration de l’inégalité d’observabilité dans (0.0.36) suit essentiellement celle donnée dans
[6, 29] pour montrer que l’estimée de la résolvante (0.0.37) implique l’observabilité de (0.0.1)-(0.0.2).

Pour prouver l’inégalité d’admissibilité dans (0.0.36), nous introduisons un nouveau critère spectral
équivalent à l’admissibilité de (0.0.1)-(0.0.2). À nouveau, en suivant la preuve du cas continu (0.0.1)-
(0.0.2), nous démontrons l’inégalité d’admissibilité dans (0.0.36).

La méthode que nous développons pour prouver le Théorème 8 présente de nombreux intérêts.

Notre méthode s’applique en effet à de nombreux schémas numériques, et pas seulement à des
systèmes discrétisés selon (0.0.34). Pour être plus précis, nous prouvons que, pour une large gamme
de méthodes de discrétisation en temps incluant entre autres la méthode de Newmark et la méthode
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de Gauss d’ordre quatre, des propriétés d’observabilité et d’admissibilité sont vérifiées uniformément
en 4t > 0.

Grâce aux estimées explicites sur les constantes intervenant dans le Théorème 8, nous pouvons
également considérer les propriétés d’admissibilité et d’observabilité des discrétisations en temps de
familles de systèmes uniformément admissibles et observables. Notamment, si les systèmes (0.0.15)
sont admissibles et observables au sens de (0.0.18) uniformément en h > 0 dans la classe X̃h, alors,
pour tout δ > 0, il existe un temps Tδ > 0, et des constantes strictement positives kδ et Kδ tels que,
pour tout h,4t > 0, les solutions zh de

zk+1
h − zkh
4t

= Ah
(zk+1

h + zkh
2

)
, dans Xh, k ∈ Z,

z0
h = z0h,

avec z0h ∈ Cδ/4t(Ah) ∩ X̃h satisfont

kδ ‖z0h‖2Xh ≤ 4t
∑

k4t∈[0,Tδ]

∥∥∥∥∥Bh(zkh + zk+1
h

2

)∥∥∥∥∥
2

Yh

≤ Kδ ‖z0h‖2Xh . (0.0.38)

Ce résultat permet de déduire instantanément des propriétés d’admissibilité et d’observabilité
uniformes pour des systèmes totalement discrétisés à partir de l’étude des systèmes semi-discrétisés
en espace (et donc continus en temps) correspondants.

A notre connaissance, il n’existait auparavant que très peu de références bibliographiques sur
les propriétés d’observabilité de systèmes conservatifs discrétisés en temps avant notre travail, sinon
l’article [30] qui étudie l’équation des ondes totalement discrétisée en dimension un, et l’article [43]
qui étudie l’équation des ondes dans un domaine borné Ω ⊂ Rd semi-discrétisée en temps, mais avec
une méthodologie qui ne permet pas d’envisager facilement des extensions aux cas complètement
discrétisés.

Chapitre 4. Limites visqueuses de systèmes exponentiellement stables

Ici, nous délaissons temporairement les problèmes introduits par les méthodes de discrétisation,
afin de nous concentrer sur l’étude des différents termes de viscosité que nous pouvons introduire dans
(0.0.11) de façon à préserver les propriétés dissipatives des systèmes ainsi obtenus.

Les méthodes que nous développons dans ce chapitre sont en fait des versions simplifiées de celles
utilisées au Chapitre 5 pour des systèmes discrétisés en temps. Leur principal intérêt est qu’elles
permettent de prouver des résultats de stabilisation y compris pour des systèmes (0.0.11) dont le
système conservatif associé (0.0.1)-(0.0.2) est seulement observable aux basses fréquences.

Ici, ainsi qu’au Chapitre 5, nous supposons que B appartient à L(X,Y). Rappelons que l’opérateur
A est supposé anti-adjoint.

Rappelons aussi que, dans ce cas, le système (0.0.1)-(0.0.2) est observable si et seulement si le
système (0.0.11) est exponentiellement stable.

Le but de ces deux chapitres est donc de fournir des méthodes de discrétisation en temps de (0.0.11)
de façon à conserver la décroissance exponentielle de l’énergie des systèmes discrétisés uniformément
en le pas de temps.
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Pour cela, il est nécessaire de réinterpréter les résultats du Chapitre 3 en termes de stabilisation.
Formellement, le Théorème 8 indique que les basses fréquences (jusqu’à l’ordre 1/4t) sont efficacement
amorties par l’opérateur B∗B. Nous allons donc introduire dans les équations un terme visqueux qui
aura pour but de dissiper efficacement les hautes fréquences, de la même manière qu’au Chapitre 1.

Il faut alors éviter des phénomènes d’overdamping, qui peuvent apparâıtre pour ces équations
dissipatives (cf. [10]), et qui pourraient empêcher des propriétés de stabilisation uniformes. Nous nous
intéressons donc, dans un premier temps sur des modèles continus, aux divers types de viscosité V qui
n’introduisent pas d’effet d’overdamping.

Nous introduisons donc, pour ε > 0, les systèmes

ż = Az + εVεz −B∗Bz, t ≥ 0, z(0) = z0 ∈ X, (0.0.39)

où Vε est un terme de viscosité qui peut dépendre de ε, et que nous préciserons plus tard.

L’énergie des solutions z de (0.0.39), définie par

E(t) =
1
2
‖z(t)‖2X ,

satisfait la loi de décroissance

dE

dt
(t) = −‖Bz‖2Y + ε < Vεz, z >X, t ≥ 0.

Rappelons que, sous nos hypothèses, quand ε = 0, le système (0.0.39), qui correspond alors au
système sans terme visqueux (0.0.11), est exponentiellement stable.

Pour énoncer notre résultat, nous introduisons la projection orthogonale π1/
√
ε dans X sur C1/

√
ε(A).

Nous prouvons alors que, pour une large classe de termes de viscosité, le système (0.0.39) est
exponentiellement stable uniformément en ε :

Théorème 9. Supposons que les opérateurs de viscosité Vε satisfont

1. Vε est un opérateur auto-adjoint défini négatif.

2. La projection π1/
√
ε et l’opérateur Vε commutent.

3. Il existe des constantes strictement positives c et C telles que pour tout ε > 0,

√
ε
∥∥∥(√−Vε)z∥∥∥

X
≤ C ‖z‖X , ∀z ∈ C1/

√
ε(A), et

√
ε
∥∥∥(√−Vε)z∥∥∥

X
≥ c ‖z‖X , ∀z ∈ C1/

√
ε(A)⊥.

Alors l’énergie des solutions de (0.0.39) est exponentiellement décroissante au sens de (0.0.14), uni-
formément en le paramètre de viscosité ε ≥ 0.

Des exemples d’opérateurs visqueux satisfaisant les hypothèses du Théorème 9 sont

εVε = εA2, εVε =
εA2

I − εA2
, , εVε =

√
ε|A|, . . . .

La preuve du Théorème 9 est basée sur celle de [22], qui lie les propriétés de décroissance exponentielle
de l’énergie des solutions de (0.0.11) à l’observabilité du système (0.0.1)-(0.0.2). Dans notre cas cepen-
dant, à cause du caractère éventuellement non borné de l’opérateur de viscosité Vε, nous ne pouvons
pas nous ramener à l’inégalité d’observabilité (0.0.4) pour (0.0.1)-(0.0.2).
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Adaptant [22], nous étudions plutôt le système visqueux suivant

u̇ = Au+ εVεu, t ∈ R, u(0) = u0 ∈ X, (0.0.40)

et démontrons alors qu’il existe un temps T > 0 et une constante strictement positive kT indépendants
de ε tels que les solutions u de (0.0.40) satisfont

kT ‖u0‖2X ≤
∫ T

0
‖Bu(t)‖2Y dt + ε

∫ T

0

∥∥∥(√−Vε)u(t)
∥∥∥2

X
dt. (0.0.41)

Cette inégalité d’observabilité est en effet équivalente à la propriété de stabilisation uniforme pour les
systèmes (0.0.39).

Pour démontrer (0.0.41), nous utilisons un argument de découplage des solutions du système
(0.0.40) en basses et hautes fréquences.

Aux basses fréquences, en utilisant la méthode de [22], comme Vε se comporte comme un opérateur
borné, nous démontrons (0.0.41) à partir des propriétés d’observabilité du système (0.0.1)-(0.0.2).

Pour les hautes fréquences, nous utilisons la dissipation induite par le terme de viscosité dans
(0.0.40) pour obtenir l’inégalité (0.0.41).

Chapitre 5. Approximations uniformément exponentiellement stables de systèmes
dissipatifs

Il s’agit ici d’essayer d’appliquer les résultats du Chapitre 3 pour mettre au point des schémas
numériques semi-discrets en temps pour lesquels nous pouvons garantir la décroissance exponentielle
de l’énergie, uniformément en le paramètre de discrétisation en temps 4t.

La méthode que nous avons mise au point au Chapitre 4 sert de base à cette partie. En effet,
au Chapitre 4, nous n’utilisons les propriétés d’observabilité du système (0.0.1)-(0.0.2) qu’aux basses
fréquences, les hautes fréquences étant traitées via l’introduction d’un terme de viscosité.

Pour la discrétisation en temps introduite en (0.0.34), nous avons précisément démontré que les
propriétés d’observabilité de (0.0.34) sont satisfaites aux basses fréquences C1/4t(A).

En conséquence, nous allons introduire dans les schémas numériques que nous allons considérer un
terme de viscosité numérique qui amortit efficacement les fréquences qui sont de l’ordre de 1/4t et
plus, sans changer la dynamique du système aux basses fréquences. Ainsi, nous allons être amenés à
considérer des discrétisations formelles de

ż = Az −B∗Bz + (4t)2A2z, (0.0.42)

menant par exemple au schéma numérique
z̃k+1 − zk

4t
= A

(zk + z̃k+1

2

)
, k ∈ N,

zk+1 − z̃k+1

4t
= −B∗Bzk+1 + (4t)2A2zk+1, k ∈ N,

z0 = z0.

(0.0.43)

Remarquons que pour obtenir le système discrétisé (0.0.43), nous avons décomposé l’opérateur
A−B∗B + (4t)2A2 en une partie « conservative » A et une partie « dissipative » −B∗B + (4t)2A2
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que nous avons discrétisées différemment. En effet, le schéma du point milieu est approprié pour la
discrétisation de systèmes conservatifs puisqu’il préserve la propriété de conservation de l’énergie.
Cependant, ce schéma numérique n’est pas adapté à la discrétisation de systèmes dissipatifs, car il ne
préserve pas les propriétés de dissipation des hautes fréquences. C’est pourquoi nous préférons utiliser
une méthode d’Euler implicite pour discrétiser l’opérateur de dissipation −B∗B + (4t)2A2.

Nous pouvons alors démontrer, en raffinant l’argument utilisé au Chapitre 4, le théorème suivant :

Théorème 10. Il existe des constantes strictement positives µ > 0 et ν > 0 telles que pour tout
4t > 0, les solutions z de (0.0.43) satisfont∥∥∥zk∥∥∥2

X
≤ µ

∥∥z0
∥∥2

X
exp(−νk4t), k ∈ N.

De même qu’au Chapitre 4, nous obtenons des résultats similaires pour des termes de viscosité
plus généraux, ainsi que pour certaines autres formes de discrétisations de (0.0.42).

De même qu’au Chapitre 3, nos résultats s’appliquent également pour des familles d’opérateurs
(Ah, Bh) uniformément observables (en h > 0) au sens de (0.0.18) dans une classe X̃h = Cη/hσ(Ah) pour
η et σ des constantes strictement positives indépendantes de h > 0, et telles que suph ‖Bh‖L(Xh,Yh) <

∞. Sous ces hypothèses en effet, en posant ε = min{(4t)2, h2σ}, il existe des constantes strictement
positives µ > 0 et ν > 0 indépendantes de h > 0 telles que, pour tout h,4t > 0 les solutions zh de

z̃k+1
h − zkh
4t

= Ah
(zkh + z̃k+1

h

2

)
, k ∈ N,

zk+1
h − z̃k+1

h

4t
= −B∗hBhzk+1 + εA2

hz
k+1
h , k ∈ N,

z0
h = z0h ∈ Xh.

(0.0.44)

satisfont ∥∥∥zkh∥∥∥2

Xh
≤ µ

∥∥z0
h

∥∥2

Xh
exp(−νk4t), k ∈ N.

Dans ce cas, le terme de viscosité numérique est ajusté de façon à amortir efficacement les fréquences
de l’ordre de 1/

√
ε et plus, à partir desquelles les propriétés d’observabilité du système conservatif

correspondants ne sont plus assurées.

Nous présentons également quelques applications précises de nos résultats, notamment pour des
équations des ondes amorties.

Partie III. Discrétisation en espace de systèmes conservatifs

Dans cette partie, nous considérons deux modèles abstraits conservatifs discrétisés selon la méthode
des éléments finis, correspondants à des équations de type Schrödinger et ondes, que nous écrivons de
façon générique sous les formes{

iż = A0z, t ≥ 0,
z(0) = z0,

y(t) = Bz(t), t ≥ 0, (0.0.45)

et, respectivement, {
ü+A0u = 0, t ≥ 0,
u(0) = u0, u̇(0) = u1.

y(t) = Bu̇(t), t ≥ 0, (0.0.46)

xvii



Introduction

Dans les deux cas, A0 est un opérateur auto-adjoint défini positif sur un espace de Hilbert H, et
l’opérateur B est supposé appartenir à L(D(Aκ0),Y), avec κ < 1/2, Y étant un espace de Hilbert.

Pour décrire la méthode des éléments finis, pour tout h > 0, nous nous donnons un espace vec-
toriel Vh de dimension finie nh et une application linéaire injective πh : Vh → H. Pour tout h > 0,
l’application πh induit alors un produit scalaire naturel < ·, · >h=< πh·, πh· >H sur V 2

h .

Nous supposons que, pour tout h > 0, πh(Vh) ⊂ D(A1/2
0 ). Nous définissons alors l’opérateur

A0h : Vh → Vh correspondant à la discrétisation de l’opérateur A0 par

< A0hφh, ψh >h=< A
1/2
0 πhφh, A

1/2
0 πhψh >H , ∀(φh, ψh) ∈ V 2

h , (0.0.47)

ce qui est équivalent à poser A0h = π∗hA0πh.

Nous sommes alors amenés à étudier les propriétés d’observabilité des systèmes discrétisés suivants,
discrétisations respectives de (0.0.45) et de (0.0.46) :{

iżh = A0hzh, t ≥ 0,
zh(0) = z0h ∈ Vh,

yh(t) = Bπhzh(t), t ≥ 0, (0.0.48)

et {
üh +A0huh = 0, t ≥ 0,
uh(0) = u0h, u̇h(0) = u1h.

yh(t) = Bπhu̇h(t), t ≥ 0, (0.0.49)

La convergence des schémas numériques (0.0.48) et (0.0.49) se déduit alors des propriétés de πh
(cf. [35]) : Notamment, on suppose qu’il existe des constantes positives C0 et θ > 0 telles que

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
H
≤ C0

∥∥∥A1/2
0 φ

∥∥∥
H
, ∀φ ∈ D(A1/2

0 ),∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
H
≤ C0h

θ ‖A0φ‖H , ∀φ ∈ D(A0).
(0.0.50)

En pratique, θ = 1 quand A0 est l’opérateur de Laplace avec conditions aux limites de Dirichlet pour
des éléments finis P1 sur des triangulations régulières.

Comme A0h défini par (0.0.47) est un opérateur auto-adjoint défini positif, son spectre est formé
d’une suite de valeurs propres

0 < λh1 ≤ λh2 ≤ · · · ≤ λhnh , (0.0.51)

et de vecteurs propres (Ψh
j )1≤j≤nh que nous pouvons prendre normalisés dans Vh. On introduit alors,

pour s > 0, l’espace filtré

Fh(s) = vect
{

Ψh
j tels que les valeurs propres correspondantes satisfont |λhj | ≤ s

}
.

Chapitre 6. Équations de type Schrödinger

Pour les équations de type Schrödinger (0.0.45), nous obtenons les résultats suivants concernant
les propriétés d’admissibilité et d’observabilité de (0.0.48) :

Théorème 11. Posons
σ = θmin

{
2(1− 2κ),

2
5

}
. (0.0.52)
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Admissibilité : Supposons que le système (0.0.45) est admissible.
Alors, quels que soient η > 0 et T > 0, il existe une constante positive KT,η > 0 telle que pour tout
h > 0, toute solution de (0.0.48) avec donnée initiale

z0h ∈ Fh(η/hσ) (0.0.53)

satisfait ∫ T

0
‖Bπhzh(t)‖2Y dt ≤ KT,η ‖z0h‖2h . (0.0.54)

Observabilité : Supposons que le système (0.0.45) est admissible et observable.
Alors il existe une constante ε > 0, un temps T ∗ et une constante strictement positive k∗ > 0 tels que
pour tout h > 0, toute solution de (0.0.48) avec donnée initiale

z0h ∈ Fh(ε/hσ) (0.0.55)

satisfait

k∗ ‖z0h‖2h ≤
∫ T ∗

0
‖Bπhzh(t)‖2Y dt. (0.0.56)

La preuve du Théorème 11 est basée sur des caractérisations spectrales. La propriété d’admissibilité
(0.0.54) est déduite du critère spectral introduit au Chapitre 3, que nous reformulons sous la forme
d’une estimée de résolvante puis d’une inégalité d’interpolation. La propriété d’observabilité (0.0.56),
quant à elle, est déduite d’une relecture des inégalités de résolvantes (0.0.37) introduites dans [6, 29]
en termes d’inégalités d’interpolation.

L’intérêt majeur de ce résultat est qu’il ne fait intervenir ni la structure du maillage ni la dimension,
et donc fournit une méthode robuste pour traiter les questions d’admissibilité et d’observabilité des
systèmes discrétisés. Il est toutefois à noter que ce résultat n’est probablement pas optimal, mais cette
question reste, pour l’instant, largement ouverte.

Nous détaillons aussi quelques exemples d’applications du Théorème 11, que nous combinons avec
les résultats démontrés précédemment aux Chapitres 3 et 5.

Notamment, nous déduisons du Théorème 11 et des résultats du Chapitre 3 des propriétés d’ad-
missibilité et d’observabilité uniformes en les paramètres de discrétisation en espace et en temps pour
des discrétisations en temps déduites de (0.0.48).

Nous montrons aussi comment ce théorème s’applique en théorie du contrôle, en proposant deux
procédés permettant de calculer numériquement des approximations des contrôles HUM du système
continu. Ces procédés sont tout deux basés sur des mécanismes de filtrage, l’un impliquant de connâıtre
une méthode efficace de filtrage au niveau discret, l’autre via une méthode de régularisation de Ty-
chonoff basée sur les travaux [21, 44].

Enfin, nous combinons les résultats du Chapitre 5 avec le Théorème 11 pour fournir, lorsque B est
dans L(H,Y), des systèmes discrétisés déduits de

iż = A0z − iB∗Bz, t ≥ 0,

dont l’énergie est exponentiellement décroissante, uniformément en les paramètres de discrétisation.
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Chapitre 7. Équations de type ondes

Pour les équations de type ondes (0.0.46), nous obtenons les résultats suivants concernant les
propriétés d’admissibilité et d’observabilité de (0.0.49) :

Théorème 12. Posons
ς = θmin

{
2(1− 2κ),

2
3

}
. (0.0.57)

Admissibilité : Supposons que le système (0.0.46) est admissible.
Alors, quels que soient η > 0 et T > 0, il existe une constante positive KT,η > 0 telle que pour tout
h > 0, toute solution de (0.0.49) avec donnée initiale

(u0h, u1h) ∈ Fh(η/hς)2 (0.0.58)

satisfait ∫ T

0
‖Bπhu̇h(t)‖2Y dt ≤ KT,η

(∥∥∥A1/2
0h u0h

∥∥∥2

h
+ ‖u1h‖2h

)
. (0.0.59)

Observabilité : Supposons que le système (0.0.46) est admissible et observable.
Alors il existe une constante ε > 0, un temps T ∗ et une constante strictement positive k∗ > 0 tels que
pour tout h > 0, toute solution de (0.0.49) avec donnée initiale

(u0h, u1h) ∈ Fh(ε/hς)2 (0.0.60)

satisfait

k∗

(∥∥∥A1/2
0h u0h

∥∥∥2

h
+ ‖u1h‖2h

)
≤
∫ T ∗

0
‖Bπhu̇h(t)‖2Y dt. (0.0.61)

Là encore, notre preuve est basée sur des critères spectraux, que nous écrivons sous la forme
d’inégalités d’interpolation. Cette fois-ci cependant, la méthode spectrale que nous utilisons pour
démontrer la propriété d’observabilité (0.0.61) est basée sur une version précisée des résultats [28,
33, 40]. À nouveau, ce résultat présente l’intérêt de s’appliquer dans un grand nombre de situations
concrètes, mais son optimalité n’est pas garantie.

Nous donnons également quelques applications du Théorème 12, comme précédemment. En utili-
sant les résultats du Chapitre 3, nous déduisons des propriétés d’observabilité pour des discrétisations
en espace et en temps de (0.0.46). De même qu’au Chapitre 6, nous donnons aussi des applications du
Théorème 12 pour ce qui concerne des problèmes de contrôle et de stabilisation.

Enfin, nous déduisons du Théorème 12 une amélioration du Théorème 11 dans le cas où le système
(0.0.46) est admissible et observable. Pour cela, nous utilisons, au niveau discret, une variante des
résultats de [29] qui prouvent, notamment, que si le système (0.0.46) est observable, alors le système
(0.0.45) est observable.

Partie IV : Chapitre 8. Étude d’une équation de la chaleur avec po-
tentiel singulier

Dans cette partie, nous considérons un problème assez différent de ceux considérés jusqu’à présent,
puisque nous allons étudier une équation continue de type parabolique. Cela dit, les thématiques
centrales de contrôle, de stabilisation et d’observabilité restent les mêmes.
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Fixons un domaine régulier Ω ⊂ RN avec N ≥ 3 tel que 0 ∈ Ω, et un sous ouvert non-vide ω ⊂ Ω.
Nous nous proposons d’étudier les propriétés de contrôle et de stabilisation de l’équation

∂tu−∆xu−
µ

|x|2
u = f, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω,

(0.0.62)

où u0 ∈ L2(Ω). La fonction f ∈ L2(0, T ;H−1(Ω)) est le contrôle, que nous supposons à support dans
ω̄ (au sens des distributions).

Avant d’aller plus loin, il est nécessaire de préciser que la définition même d’une solution de
(0.0.62) n’est pas claire, le caractère bien posé du problème étant lié à la valeur du paramètre µ.
Quand µ ≤ µ∗(N) = (N − 2)2/4, en utilisant l’inégalité de Hardy

∀u ∈ H1
0 (Ω), µ∗(N)

∫
Ω

u2

|x|2
dx ≤

∫
Ω
|Ou|2 dx, (0.0.63)

on peut démontrer que le problème de Cauchy pour (0.0.62) est bien posé (cf. [1, 42]). Au contraire,
pour µ > µ∗(N), l’équation (0.0.62) n’admet pas de solution si les données u0 et f sont positives,
même localement en temps [1, 7].

Dans un premier temps, nous étudions le cas µ ≤ µ∗(N). Dans ce cas, nous prouvons que le système
(0.0.62) peut être contrôlé à zéro avec un contrôle f ∈ L2(0, T ;L2(ω)).

Théorème 13. Soit µ un nombre réel tel que µ ≤ µ∗(N).
Pour tout sous-ouvert ω ⊂ Ω non-vide, pour tout T > 0 et u0 ∈ L2(Ω), il existe un contrôle f ∈
L2((0, T )× ω) tel que la solution u de (0.0.62) satisfait u(T ) = 0. De plus, il existe une constante CT
telle que

‖f‖L2((0,T )×ω) ≤ CT ‖u0‖L2(Ω) . (0.0.64)

Le même résultat a déjà été prouvé dans [41] dans le cas où l’ouvert ω encercle la singularité,
condition géométrique non triviale dont nous montrons ici qu’elle n’est pas nécessaire. Remarquons
aussi que ce résultat est connu pour l’équation de la chaleur sans potentiel (i.e. µ = 0 dans (0.0.62))
[20, 26], ou lorsque le potentiel est dans L2N/3(Ω), cf. [23]. Ici, le potentiel 1/|x|2 que nous considérons
n’est pas dans LN/2(Ω), et ces résultats ne s’appliquent donc pas.

Pour démontrer le Théorème 13, nous prouvons des propriétés d’observabilité sur le système adjoint
à l’aide d’inégalités de Carleman. Les inégalités de Carleman que nous démontrons sont inspirées des
travaux précédents [41] et [20].

Pour être plus précis, nous montrons qu’il est possible de choisir une fonction poids σ qui cöıncide
au voisinage de la singularité avec celle introduite dans [41], tandis que nous la choisissons comme dans
[20] loin de la singularité. Ce choix nous permet de contourner la condition géométrique nécessaire dans
[41] : dans [41], la preuve est basée sur une décomposition des solutions en harmoniques sphériques,
qui permet de se ramener ainsi à l’étude d’équations radiales unidimensionnelles.

Dans un second temps, nous considérons le cas µ > µ∗(N). Rappelons que dans ce cas, le problème
de Cauchy est mal posé, puisqu’il y a explosion complète instantanée des solutions de (0.0.62) pour
u0 > 0 et f = 0, cf. [1]. Cependant, cela ne répond pas à la question suivante : étant donné u0 ∈ L2(Ω),
peut-on trouver une fonction f ∈ L2((0, T );H−1(Ω)) à support dans ω̄ telle qu’il existe une solution
u ∈ L2(0, T ;H1

0 (Ω)) ?
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Nous allons répondre à cette question par la négative. Pour cela, nous considérons, pour ε > 0, les
systèmes approchés 

∂tu−∆xu−
µ

|x|2 + ε2
u = f, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω.

(0.0.65)

Pour ε > 0, le problème de Cauchy dans (0.0.65) est bien posé. Nous nous proposons alors d’étudier
les fonctionnelles

Jεu0
(f) =

1
2

∫∫
Ω×(0,T )

|u(x, t)|2 dx dt +
1
2

T∫
0

‖f(t)‖2H−1(Ω) dt, (0.0.66)

définies pour f ∈ L2((0, T );H−1(Ω)) à support dans ω̄, et où u est la solution correspondante de
(0.0.65).

Nous démontrons alors le résultat suivant :

Théorème 14. Soit µ > µ∗(N). Supposons que 0 /∈ ω̄.
Alors il n’existe pas de constante C telle que pour tout ε > 0 et pour tout u0 ∈ L2(Ω),

inf
f ∈ L2((0, T );H−1(Ω))
f à support dans ω̄

Jεu0
(f) ≤ C ‖u0‖2L2(Ω) . (0.0.67)

La preuve de ce théorème est basée sur une étude spectrale des opérateurs

Lε = −∆x −
µ

|x|2 + ε2

sur Ω avec conditions aux limites de Dirichlet. En particulier, nous étudions la première valeur propre
λε0, dont nous montrons qu’elle tend vers −∞. Nous étudions alors le vecteur propre correspondant
φε0, dont nous montrons qu’il est de plus en plus localisé au voisinage de 0 quand ε → 0. Nous en
déduisons alors que

inf
f ∈ L2((0, T );H−1(Ω))
f à support dans ω̄

Jεφε0(f) −→
ε→0

+∞,

ce qui suffit à conclure la preuve du Théorème 14.

Notes : Chaque chapitre présenté ci-après correspond à un article effectué dans le cadre de ma
thèse. En conséquence, chaque chapitre introduit ses propres notations et peut être lu indépendamment
des autres. Il peut arriver que certaines notations aient des significations différentes dans différents
chapitres.

Dans l’introduction, nous avons cherché à donner une vision globale de l’ensemble de la thèse. Il
s’ensuit que certaines notations utilisées dans les différents chapitres qui suivent ont été modifiées.
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Contrôlabilité exacte, volume RMA 8. Masson, 1988.

[28] K. Liu. Locally distributed control and damping for the conservative systems. SIAM J. Control
Optim., 35(5) :1574–1590, 1997.

[29] L. Miller. Controllability cost of conservative systems : resolvent condition and transmutation.
J. Funct. Anal., 218(2) :425–444, 2005.

[30] A. Münch. A uniformly controllable and implicit scheme for the 1-D wave equation. M2AN Math.
Model. Numer. Anal., 39(2) :377–418, 2005.

[31] J.-P. Puel. Une approche non classique d’un problème d’assimilation de données. C. R. Math.
Acad. Sci. Paris, 335(2) :161–166, 2002.

[32] J. V. Ralston. Solutions of the wave equation with localized energy. Comm. Pure Appl. Math.,
22 :807–823, 1969.

[33] K. Ramdani, T. Takahashi, G. Tenenbaum, and M. Tucsnak. A spectral approach for the
exact observability of infinite-dimensional systems with skew-adjoint generator. J. Funct. Anal.,
226(1) :193–229, 2005.

xxiv



Introduction

[34] K. Ramdani, T. Takahashi, and M. Tucsnak. Uniformly exponentially stable approximations for a
class of second order evolution equations—application to LQR problems. ESAIM Control Optim.
Calc. Var., 13(3) :503–527, 2007.

[35] P.-A. Raviart and J.-M. Thomas. Introduction à l’analyse numérique des équations aux dérivées
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Chapter 1

Perfectly Matched Layers in 1-d :
Energy decay for continuous and
semi-discrete waves

Joint work with Enrique Zuazua.

———————————————————————————————————————————–
Abstract: In this paper we investigate the efficiency of the method of Perfectly Matched Layers
(PML) for the 1-d wave equation. The PML method furnishes a way to compute solutions of the wave
equation for exterior problems in a finite computational domain by adding a damping term on the
matched layer. In view of the properties of solutions in the whole free space, one expects the energy
of solutions obtained by the PML method to tend to zero as t → ∞, and the rate of decay can be
understood as a measure of the efficiency of the method. We prove, indeed, that the exponential decay
holds and characterize the exponential decay rate in terms of the parameters and damping potentials
entering in the implementation of the PML method. We also consider a space semi-discrete numerical
approximation scheme and we prove that, due to the high frequency spurious numerical solutions, the
decay rate fails to be uniform as the mesh size parameter h tends to zero. We show however that
adding a numerical viscosity term allows us to recover the property of exponential decay of the energy
uniformly on h. Although our analysis is restricted to finite differences in 1-d, most of the methods
and results apply to finite elements on regular meshes and to multi-dimensional problems.
———————————————————————————————————————————–

1.1 Introduction

When numerically solving wave propagation problems in unbounded domains, because of the finite
computational possibilities, one has to truncate the computational domain. This makes it necessary
to choose boundary conditions at the newly formed exterior boundary. These boundary conditions
are relevant, for example in problems arising in acoustics and electrodynamics, since they may have a
significant impact on the whole solution due to reflections.
In order to avoid those spurious reflections a natural method, introduced by Engquist and Majda in
[21], is based on the use of the so-called transparent boundary conditions. The transparent boundary
conditions are often of non-local nature, depend on the geometry of the domain, etc. However, in
spite of the simple implementation of lowest order absorbing boundary conditions, good accuracy is
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only achieved for higher order ones [6]. For the state of the art, we refer to the survey article [35].
An alternate approach, proposed by Bérenger in [10] in 1994, is the so-called method of the Perfectly
Matched Layers (PML). The idea consists in surrounding the computational domain by a layer and
extending the equation to it adding damping terms designed to dissipate the energy entering in it, such
that no spurious reflection waves are created. This method, first introduced to deal with Maxwell’s
equations, has been successfully adapted to many other wave models, see the survey article [31].

This article aims to develop a complete rigorous analysis in 1-d for the PML model associated to the
scalar wave equation. Our work is inspired by the existing literature on the control and stabilization
of waves.
More precisely, the object of this paper is twofold. First, we analyze the continuous 1-d wave equation
to accurately describe the efficiency of the PML method in terms of the various parameters entering in
it and second, we consider semi-discrete numerical approximation schemes. The study of this system
has first been developed by a plane wave analysis (see for instance [13]), where explicit formulas were
given for the amplitudes of the reflected and transmitted waves around the interface. Latter, Fourier
and energy techniques were also used in [1, 17, 26, 36] for analyzing the PML method for the Helmholtz
equation. Very few papers [8, 9, 4] deal with the stability of the time-dependent PML system.
To be more precise, we consider the wave equation in an unbounded domain of the form (0,∞) with
homogeneous Neumann boundary conditions at x = 0 and initial data in L2(0,∞) with compact
support: {

∂2
ttu− ∂2

xxu = 0, x > 0, t > 0,
∂xu(0, t) = 0.

(1.1.1)

In the hyperbolic form, considering the physical variables P = −∂xu and V = ∂tu, the system under
consideration can be written as follows

∂tP + ∂xV = 0 in (0,∞)× (0, T ),
∂tV + ∂xP = 0 in (0,∞)× (0, T ),
P (0, t) = 0,
P (x, 0) = P0(x), V (x, 0) = V0(x).

(1.1.2)

Its solution can be computed explicitly by the method of characteristics (which gives D’Alembert’s
formula). Since we assume the initial data (P0, V0) to be compactly supported, for instance in (0, a)
for some a > 0, it follows that the solutions (P, V ) will vanish in (0, a) for t ≥ 2a, which is the time
needed for waves to go from x = a to x = 0 and back to x = a after reflection. The fact that P
and V reach the zero state in time t = 2a in (0, a) can be seen on u, that stabilizes to the constant∫ a

0 V0(x) dx for t ≥ 2a on the interval (0, a).

The goal of the PML method, when applied to this 1-d model, is to reproduce this very property of
P, V but by solving a problem in a bounded domain. For convenience, we translate the domain (0,∞)
where waves propagate to (−1,∞) and focus on the restriction of solutions on the compact domain
(−1, 0). This can be done, by scaling, without loss of generality. Then, solutions (P, V ) with initial
data compactly supported in (−1, 0) vanish on (−1, 0) for t ≥ 2 and we expect that the approximate
solutions, obtained by the PML method in a bounded domain, will reproduce this property. A way of
measuring how small is the restriction of the approximate solutions to (−1, 0) is analyzing the time
decay properties of its energy as t→∞.
The PML method is designed to give an accurate approximation of the solutions of (1.1.2) in (−1, 0),
by solving the following system on the domain (−1, 1), in which the space-layer (0, 1) has been added:
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
∂tP + ∂xV + χ(0,1)σP = 0 in (−1, 1)× (0, T ),
∂tV + ∂xP + χ(0,1)σV = 0 in (−1, 1)× (0, T ),
P (−1, t) = P (1, t) = 0,
P (x, 0) = P0(x), V (x, 0) = V0(x),

(1.1.3)

where (P0, V0) ∈ L2(−1, 0)2 have been extended by 0 in (0, 1).
Here σ is a positive function defined on (0, 1), which is assumed to be in L1(0, 1). Note that within
the added layer (0, 1) the equations in (1.1.3) have been modified by adding the terms involving the
dissipative potential σ. Throughout the paper the function σ is extended on (−1, 1) by zero in (−1, 0).
Actually, one can recover most of the results presented here in the case where the added space-layer is
(0, r) by a scaling argument, which maps (−1, r) to (−1, 1) and by considering functions σ in (1.1.3)
vanishing in (−1, 2/(1 + r)).
We analyze (1.1.3) for all initial data though, as we have said, the relevant ones in the context of
the PML method are those with compact support in (−1, 0). Recall that the true solution (P, V ) of
(1.1.2) vanishes in (−1, 0) for t > 2 when the initial data have support in (−1, 0). So we expect the
energy of the PML solutions localized in (−1, 0) to be small when t > 2. Then the exponential decay
rate of the restriction of solutions of (1.1.3) to (−1, 0) is a way of measuring the efficiency of the PML
method and the chosen damping potential σ. Actually, as we shall see, it coincides with the decay
rate of the total energy of solutions. Thus, most of the paper will be devoted to analyze the latter.
System (1.1.3) is well-posed, and the total energy of solutions

E(t) = E(P (t), V (t)) =
1
2

∫ 1

−1

(
|P (t, x)|2 + |V (t, x)|2

)
dx (1.1.4)

is dissipated according to the following law

dE

dt
(t) = −

∫ 1

0
σ(x)

(
|P (t, x)|2 + |V (t, x)|2

)
dx. (1.1.5)

This last equation shows the well-posedness of the 1-d PML equations in the space

(P, V ) ∈ C([0,∞);L2(−1, 1)2).

As far as we know, the problem of the exponential decay of the energy for the PML method has
not been addressed in detail so far. In [8, 9] it was stated that a first order energy of solutions for
Maxwell’s PML model with a constant σ decays, but no decay rate was given.
In our analysis we will follow the techniques of [19], which, actually, in the present setting, can be
applied more simply. Note that system (1.1.3) and its dissipative properties are similar to those of
the classical damped wave equation:{

∂2
ttw − ∂2

xxw + 2a(x)∂tw = 0 in (−1, 1)× (0, T ),
w(−1, t) = w(1, t) = 0.

(1.1.6)

In this case, the energy dissipation law reads :

d

dt

(1
2

∫ 1

−1

(
|∂tw|2 + |∂xw|2

)
dx
)

= −2
∫ 1

−1
a(x)|∂tw|2 dx. (1.1.7)

For system (1.1.6), it is well-known that the energy decays exponentially as t→∞ provided a ≥ 0 is
strictly positive on some subinterval. Moreover, in [19] the exponential decay rate was characterized
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as the spectral abscissa, for a ∈ BV (−1, 1).
Actually, in the special case where σ is constant, the PML equations (1.1.3) in (0, 1) read as follows:

∂2
ttu− ∂2

xxu+ 2σ∂tu+ σ2u = 0 in (0, 1)× (0, T ), (1.1.8)

which is a dispersive variant of system (1.1.6), since (1.1.8) contains the extra term σ2u. As we shall
see, the presence of this added dispersive term simplifies the spectral analysis of the system.

We define the exponential decay rate of solutions of (1.1.3) as a function of σ, by

ω(σ) = sup{ω : ∃C, ∀(P0, V0) ∈ (L2(−1, 1))2, ∀t, E(t) ≤ CE(P0, V0) exp(−ωt)}. (1.1.9)

For each ω ≤ ω(σ), we define C(ω) as the best constant such that

∀(P0, V0) ∈ (L2(−1, 1))2, ∀t, E(t) ≤ C(ω)E(P0, V0) exp(−ωt). (1.1.10)

Note that this actually measures the decay rate of the energy of solutions of (1.1.3) in the whole domain,
not only in (−1, 0). However, we will prove that the decay rates of the energy of the restriction of
solutions of (1.1.3) to (−1, 0) and in the whole domain coincide.
Let us also define the space operator L by

L(P, V ) = (∂xV + χ(0,1)σP, ∂xP + χ(0,1)σV ),
D(L) = H1

0 (−1, 1)×H1(−1, 1).
(1.1.11)

This unbounded operator on L2(−1, 1) is the generator of a semi-group of contractions solving the
equations (1.1.3). We prove that the decay rate ω(σ) satisfies ω(σ) = 2S(σ), where S(σ) is the spectral
abscissa, defined in terms of Λ(L), the spectrum of the operator L, as follows:

S(σ) = sup{Re(λ) |λ ∈ Λ(L)}. (1.1.12)

This is done by means of a complete description of the spectrum of L, that also shows that ω(σ)
coincides with

I =
∫ 1

0
σ(x) dx, (1.1.13)

which is a measure of the total damping entering in the system.
This result confirms the ones in [11, 13, 14] about the efficiency of taking a singular damping σ /∈ L1

for the PML method for the Helmholtz equation. Our characterization (1.1.13) of the decay rate as
the integral of σ confirms that, when taking σ singular, the decay rate may be made arbitrarily large.

In the second part of this article, we investigate the decay of the energy for the following semi-discrete
finite-difference approximation scheme for PML:

∂tPj +
Vj+1/2 − Vj−1/2

h
+ σjPj = 0, j ∈ {−N + 1, . . . , N − 1},

∂tVj+1/2 +
Pj+1 − Pj

h
+ σj+1/2Vj+1/2 = 0, j ∈ {−N, . . . , N − 1},

P−N = PN = 0.

(1.1.14)

The notations we employ are the classical ones for finite differences: h = 1/N , for some N ∈ N, is the
mesh size, xj = jh, j = −N, · · · , N constitute the mesh points and Pj and Vj+1/2 are approximations
of P on xj and of V on (xj+xj+1)/2. We approximate the function σ by a piecewise constant function
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taking the value σj+1/2 on each (xj , xj+1) and denote by σj the mean value of σj−1/2 and σj+1/2.

The energy Eh(t) of the semi-discrete system (1.1.14) is given by

Eh(t) =
h

2

N−1∑
j=−N

(
|Pj(t)|2 + |Vj+1/2(t)|2

)
, (1.1.15)

and can be interpreted as a discretization of the continuous energy E in (1.1.4). It decays exponen-
tially as t→∞. But, as we shall see, the decay rate is not uniform on h. This is due to the spurious
high frequency numerical oscillations whose group velocity is close to zero. The effect of these spu-
rious oscillations has already been noticed in a number of articles in connection with the qualitative
properties of numerical waves since [34] and further developed in the survey article [39]. We give a
precise analysis of the spectrum in terms of h and σ, when σ is a constant on (0, 1), that will further
clarify this lack of uniform (on h) exponential decay.

Inspired by [33], in order to remedy this lack of uniform decay, we consider the following viscous
scheme, which is again convergent of order 2:

∂tPj +
Vj+1/2 − Vj−1/2

h
+ σjPj − h2(∆hP )j = 0,

j ∈ {N + 1, . . . , N − 1},

∂tVj+1/2 +
Pj+1 − Pj

h
+ σj+1/2Vj+1/2 − h2(∆hV )j+1/2 = 0,

j ∈ {−N, . . . , N − 1},
P−N = PN = 0, V−N−1/2 = V−N+1/2, VN−1/2 = VN+1/2.

(1.1.16)

Here and in the sequel ∆h denotes the classical discretization of the Laplace operator:

(∆hA)j =
1
h2

(Aj+1 +Aj−1 − 2Aj).

The energy of this modified system is further dissipated by the added numerical viscosity terms:

dEh
dt

(t) = −h
N∑

j=−N+1

σj |Pj |2 − h
N−1∑
j=−N

σj+1/2|Vj+1/2|2

− h3
N−1∑
j=−N

((Pj+1 − Pj
h

)2
+
(Vj+1/2 − Vj−1/2

h

)2)
. (1.1.17)

In particular, the viscosity terms provide an efficient dissipation on the high frequency waves and,
accordingly, as we shall see in Theorem 1.5.1, the decay rate is uniform on h.
Furthermore, we prove in Theorem 1.5.3 that the decay rate of the energy of the semi-discrete approx-
imation schemes (1.1.16) coincides with the continuous one, that is I, under an appropriate choice of
the viscosity parameter. In other words, we can recover the dynamical properties of the continuous
PML at the semi-discrete level.
This numerical technique of adding numerical viscosity provides a way to keep the PML method accu-
rate at the semi-discrete level. Inspired on previous work on the control of waves ([39]), we may expect
that other remedies will also allow preserving the uniform (on h) decay properties of the energy, for
instance a mixed-finite element method as in [5, 16] or a multi-grid scheme as in [22, 24].
Actually, most of the results presented here at the semi-discrete level have a very wide range of valid-
ity, and can be extended to different approximation schemes, for instance using finite elements, and
even in higher dimension. In particular, the construction in subsection 1.4.1 works and proves that in

9



Chapter 1. Perfectly Matched Layers in 1-d : Energy decay for continuous and semi-discrete waves

general the discrete energy cannot be uniformly exponentially decaying, if a numerical viscosity is not
added everywhere in the domain, including the part where the PML is not effective.

Here is a brief overview on the PML method and its possible applications. The mathematical analysis
of the continuous model was done in [26, 17, 36], where it was proved that the solution of the con-
tinuous PML for the Helmholtz equation with an infinite layer corresponds exactly to the unbounded
solution in the computational domain. Moreover, it was also stated that, if the layer is bounded but
large enough, solutions provide a good approximation in the computational domain. Moreover, it was
proved in [14, 11, 13] that when the layer is bounded, the PML method for the Helmholtz equation re-
covers the exact solution in the computational domain if we choose a radial damping potential σ /∈ L1.
Unfortunately, it was proved in [1] that the PML method is only weakly well-posed for Maxwell’s
equations in the sense that the functions involved in the splitting induced by the PML method do
not stay in the same functional space as the initial data, thus requiring smoother initial data. This
also implies that instabilities may arise under small perturbations. A number of articles has been
devoted to gain a better comprehension of these problems on well-posedness and instabilities in the
continuous case ([8, 7, 28, 37]). New absorbing layers were also proposed in the continuous case for
Maxwell’s equations and advective acoustics, in particular, in [2, 3, 31, 9, 4] for which well-posedness
and stability have been successfully proved. Note however that this phenomenon does not appear
in 1-d, as follows from (1.1.5). On the semi-discrete level, very few results are available. We refer
however to [32] for a study of the accuracy of the discretized Helmholtz-PML equations and to [15]
for an analysis of the convergence of the finite element PML approximations towards the continuous
PML system in the case of the time-harmonic electromagnetic scattering problem.

The structure of the present paper is the following. In section 1.2, we carefully analyze the spectral
properties of the space operator L, by using a shooting method. This will allow us to give an explicit
formula for its spectrum in Theorem 1.2.1. In section 1.3, we prove that the quantities I, S, and
ω(σ) above coincide. We will also prove that the inequality (1.1.10) holds for ω = ω(σ) and give some
estimates on the best constant C(ω(σ)) in this inequality. We also give an explicit representation for-
mula for the solutions of the continuous PML equations and deduce the optimality of our estimates.
In section 1.4, we address the same issues for the space semi-discrete system. We show that the high
frequency spurious numerical solutions are responsible for a lack of uniform exponential decay of the
energy and, in the special case where σ is constant, we give an asymptotic description of the spectrum
of the discretized operator. Finally, in section 1.5, we consider the viscous scheme (1.1.16) and prove
the exponential decay of the energy, uniformly in h.

1.2 Analysis of the space operator L

The aim of this section is to give a complete description of the spectral properties of L defined as in
(1.1.11).

Theorem 1.2.1. Let σ ∈ L1(0, 1) be a non-trivial and non-negative function. Then:

1. The operator L has a compact inverse.

2. The spectrum of the operator L coincides with the set of the eigenvalues

λk =
1
2

(∫ 1

0
σ(x) dx+ ikπ

)
, k ∈ Z. (1.2.1)
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3. The eigenvectors (Pk, Vk) form a Riesz basis of L2(−1, 1)2.

Let us first remark that the first statement implies that the spectrum is discrete. The interest
of the second statement is that it provides an explicit description of the eigenvalues. The last claim
allows characterizing the decay rate in terms of the spectral abscissa. The following subsections will
be devoted to the proof of each of these three statements.

1.2.1 Inverse of the operator L

Consider the system
(P, V ) ∈ D(L) ; L(P, V ) = (f, g).

where f and g are two given functions in L2(−1, 1).

To solve this problem, we consider Q = P + V and R = V − P that satisfy

∂xQ+ σ(x)Q(x) = f(x) + g(x), ∂xR− σ(x)R(x) = f(x)− g(x). (1.2.2)

Introducing the boundary conditions P = 0 at x = ±1, this yields

Q = R, x = ±1. (1.2.3)

Then straightforward computations show that equations (1.2.2)-(1.2.3) have a unique solution if and
only if I 6= 0, which is true since σ is a non-trivial non-negative function.
By (1.2.2) and (1.2.3) we deduce that L−1 defines a bounded operator

L−1 : L2(−1, 1)2 → H1
0 (−1, 1)×H1(−1, 1),

which turns out to be compact as an operator from L2(−1, 1)2 into itself.

1.2.2 Analysis of the spectrum : Eigenvalues of L

The system characterizing the spectrum is as follows:{
∂xV + σP = λP, ∂xP + σV = λV, x ∈ (−1, 1),
P (−1) = P (1) = 0.

Using the functions Q and R as in the previous section gives

Q(x) = Q(−1)e−
R x
−1(σ(z)−λ) dz, R(x) = R(−1)e

R x
−1(σ(z)−λ) dz.

The boundary conditions yield (1.2.3). Then λ is an eigenvalue if and only if

exp
(
−
∫ 1

−1
(σ(z)− λ) dz

)
= exp

(∫ 1

−1
(σ(z)− λ) dz

)
. (1.2.4)

Hence the result (1.2.1).

Remark 1.2.2. Note that the eigenvalues are totally explicit for all damping potentials σ. This is not
the case for the damped wave equation (1.1.6), which, when written as a first order system, corresponds
to adding the damping potential only in one of the equations of the system. In that case, (1.2.1) only
holds asymptotically for high frequencies and this under the assumption that σ ∈ BV (−1, 1) (see
[19]).
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1.2.3 Analysis of the spectrum : Eigenvectors

Define the function θ by

θ(x) =
∫ x

−1

(
σ(z)− I

2

)
dz. (1.2.5)

This function can be seen as a measure of the difference between the dissipative term σ and the average
dissipation I/2. Note also that θ(−1) = θ(1) = 0.
We remark that for all eigenvectors Pk, Vk, the functions Qk, Rk as in the previous section satisfy
(taking Q(−1) = R(−1) = 1) :

Qk(x) exp(θ(x)) = e
ikπ
2

(x+1), Rk(x) exp(−θ(x)) = e−
ikπ
2

(x+1).

Our purpose now is to check that the family (Pk, Vk) constitutes a Riesz basis in L2(−1, 1)2 (see [38] for
an introduction to that subject). This means in particular that any pair of functions (f, g) ∈ L2(−1, 1)2

can be written in an unique way as follows:

(f, g) =
∑

ak(Pk, Vk), (1.2.6)

with ∑
|ak|2 ' ‖(f, g)‖2 . (1.2.7)

To prove this, we observe that (1.2.6) is equivalent to:{
(f + g)(x)eθ(x) =

∑
akQk(x)eθ(x) =

∑
ake

ikπ
2

(x+1)

(g − f)(x)e−θ(x) =
∑
akRk(x)e−θ(x) =

∑
ake
− ikπ

2
(x+1).

Then, the coefficients {ak} of the decomposition (1.2.6) of (f, g) on the basis {(Pk, Vk)} can be identified
as the Fourier coefficients of the function W defined in (−3, 1) by

W (x) =
{

(f + g)(x) exp(θ(x)), −1 < x < 1,
(g − f)(−2− x) exp(−θ(−2− x)), −3 < x < −1.

(1.2.8)

In other words (1.2.6) holds if and only if

W (x) =
∑
k

ak exp
( ikπ

2
(x+ 1)

)
, x ∈ (−3, 1). (1.2.9)

Obviously W is in L2(−3, 1) if and only if (f, g) is in L2(−1, 1)2, and therefore (1.2.7) holds.
This construction defines an isomorphism I, which maps the eigenvectors ψk = (Pk, Vk) to the classical
Fourier basis of L2(−3, 1):

I(f, g) = W, (1.2.10)

where W is the function given in (1.2.8). Note that this implies that any function ψ ∈ (L2(−1, 1))2

can be expanded as
∑
akψk, where the coefficients ak satisfies:

‖Iψ‖2L2(−3,1) = 4
∑
|ak|2.

Remark 1.2.3. In [19], it was proved (see Theorem 5.5) that the solution y2(x, λ) of the Cauchy-
Lipschitz system {

−∂2
xxu+ λ2u+ 2a(x)λu = 0, x ∈ (−1, 1),

u(−1, λ) = 0, ∂xu(−1, λ) = 1,
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1.3. On the decay of the energy

which naturally arises when dealing with the spectral problem associated to a damped string, satisfies
the following properties:

y2(x, λn) = 2
sinh(ξ(x) + inπ(x+ 1)/2)

inπ −
∫ 1
−1 a(x) dx

+O(1/n2),

∂xy2(x, λn) = cosh(ξ(x) + inπ(x+ 1)/2) +O(1/|n|),

where λn is the n-th root of λ 7→ y2(1, λ) and ξ is

ξ(x) =
∫ x

−1
a(s) ds− (x+ 1)

1
2

∫ 1

−1
a(x′) dx′.

As indicated in the introduction, the dissipative potential σ(x) of the PML method plays the same
role as a(x) in the dissipative wave equation (1.1.6). Obviously, the function ξ(x) plays the same role
as θ(x) in (1.2.5). We conclude that the eigenvectors of the damped wave equation are asymptotically
close to the ones of the PML system.

1.3 On the decay of the energy

1.3.1 On the decay rate

Theorem 1.3.1. The energy of the continuous PML system (1.1.3) is exponentially decaying. More
precisely,

∃C > 0, s.t. ∀t > 0, E(t) ≤ C E0 exp(−ω(σ)t), (1.3.1)

for all solution of (1.1.3) with ω(σ) as in (1.1.9). Moreover, ω(σ) = I = 2S(σ), with I and S(σ) as
in (1.1.13) and (1.1.12), and the best constant C(ω(σ)) in (1.3.1) as defined in (1.1.10) satisfies:

C(ω(σ)) ≤ exp(4 ‖θ‖∞), (1.3.2)

where θ = θ(x) is as in (1.2.5).

Proof. Equality I = 2S(σ) was actually proved in the last section. From the previous section, we also
know that the family of eigenvectors ψk = (Pk, Vk) constitutes a Riesz basis of L2(−1, 1)2 and this is
sufficient to characterize the exponential decay rate as the spectral abscissa, i.e. ω(σ) = 2S(σ).
We now give further estimates on the decay rate in order to obtain (1.3.2), using the explicit isomor-
phism I given in (1.2.8).
Given U0 = (P0, V0) ∈ L2(−1, 1)2, we expand U0 in the basis ψk : U0 =

∑
akψk. We have :

2E0 = ‖U0‖2L2(−1,1)2 ≥ ‖I‖
−2 ‖IU0‖2L2(−3,1) ≥ 4 ‖I‖−2

∑
|ak|2.

It is easy to check that
U(t) =

∑
ak exp(−λkt)ψk,

and then
‖IU(t)‖2L2(−3,1)2 = exp(−tI)

∑
|ak|2.

But
2E(t) = ‖U(t)‖2L2(−1,1)2 ≤

∥∥I−1
∥∥2 ‖IU(t)‖2L2(−3,1)2 .

13



Chapter 1. Perfectly Matched Layers in 1-d : Energy decay for continuous and semi-discrete waves

Combining these inequalities, we get

E(t) ≤ ‖I‖2
∥∥I−1

∥∥2 exp(−tI)E0. (1.3.3)

On the other hand, obviously, the exponential decay rate I is optimal as one can see by analyzing the
solutions in separated variables.

According to (1.3.3) we have C(ω(σ)) ≤ κ(I)2, where κ(I) is the conditioning number κ(I) = ‖I‖ ·∥∥I−1
∥∥, but we would like to derive a more explicit expression in terms of the damping potential σ.

By Parseval’s identity applied to (1.2.9), for f and g in L2(−1, 1) we get:

‖I(f, g)‖2L2(−3,1) = 4
∑
|ak|2 =

∫ 1

−1
|f(x) + g(x)|2 exp(2θ(x)) dx

+
∫ 1

−1
|f(x)− g(x)|2 exp(−2θ(x)) dx. (1.3.4)

As a consequence,

2 exp(−2 ‖θ‖∞) ‖(f, g)‖2L2(−1,1)2 = 2 exp(−2 ‖θ‖∞)
∫ 1

−1

(
|f(x)|2 + |g(x)|2

)
dx

≤ ‖I(f, g)‖2L2(−3,1) ≤ 2 exp(2 ‖θ‖∞) ‖(f, g)‖2L2(−1,1)2 .

Accordingly,

‖I‖2 ≤ 2 exp(2 ‖θ‖∞),
∥∥I−1

∥∥2 ≤ 1
2

exp(2 ‖θ‖∞),

and (1.3.2) holds.

In order to discuss the efficiency of the PML method and, more precisely, that of system (1.1.3),
we recall that it has been designed to provide an approximation of the solution of (1.1.2) in (−1, 0)
for initial data with support in (−1, 0). Accordingly, we define El and Er as the energy on the left
and right subdomains respectively:

El(P, V ) =
1
2

∫ 0

−1

(
|P (x)|2 + |V (x)|2

)
dx,

Er(P, V ) =
1
2

∫ 1

0

(
|P (x)|2 + |V (x)|2

)
dx.

(1.3.5)

Theorem 1.3.2. Let P0 and V0 be the initial data for the PML equations (1.1.3) with support in
(−1, 0). Then,

El(P (t), V (t)) ≤ E0 exp(I(2− t)),
Er(P (t), V (t)) ≤ E0 exp(I + 2 ‖θ‖∞ − It).

(1.3.6)

Proof. The result follows from careful upper bounds in the previous proof, using (1.3.4), the conditions
on the support of initial data, and the fact that the L∞(−1, 0) norm of θ is precisely I/2. This leads
us to

E0 exp(I) ≥
∑
|ak|2 ≥ El(P (t), V (t)) exp((t− 1)I).

This establishes the first inequality. The second one is left to the reader.
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1.3.2 Comments

As a consequence of (1.3.6), if we fix a shape σ for the damping potential, and if we define the sequence
of amplified potentials σn(x) = nσ(x), then the corresponding solutions (Pn, Vn) to the PML system
with initial data (P0, V0) supported in (−1, 0) damped by σn tend to zero in L2((−1, 0))2 for t > 2 as
n→∞.

Theorem 1.3.1 also confirms the results in [11, 12, 13, 14], where it was proved by a plane wave analysis
that the reflection coefficient on x = 0 is of order exp(−I) and that, taking a function σ /∈ L1(0, 1),
makes the PML method very efficient. In [11, 13] numerical computations were done for different
choices of σ : σ1(x) = (1 − x)−1 − 1, σ2(x) = (1 − x)−2 − 1 and σ3(x) = (1 − x)2. Numerical
evidences in [11] show that the Helmholtz PML system is clearly more accurate for σ1 and σ2 than for
σ3. A precise proof was also given in [14] through the analysis of the Dirichlet-to-Neumann operator
associated to the PML. Unfortunately, this kind of proof does not seem to hold anymore at the discrete
level. Our result (1.3.1) on the decay rate of the energy also justifies these numerical evidences, since
σ1 and σ2 do not belong to L1 and have infinite average. As we shall see in the sequel, the methods
we present here are more robust and will allow us to study the semi-discrete equations as well.

Let us now analyze the function θ entering in (1.3.2), which is obviously continuous on (−1, 1). It is
easy to see that the L∞ norm of θ is exactly I/2 on (−1, 0). On (0, 1), the situation is more complex:
θ is differentiable on (0, 1), its derivative is θ′(x) = σ(x) − I/2, and θ(0) = −I/2, and θ(1) = 0. We
can also remark that ‖θ‖∞ = − inf θ ≤ I.
A natural question is trying to minimize the quantity ‖θ‖∞ on the positive potentials σ which have a
given integral I0. Easy considerations indicate that there are many different σ which satisfy ‖θ‖∞ =
I0/2, the most natural one being the choice σ = I0. However, in view of (1.3.6), this discussion is
irrelevant if we are only considering the energy El concentrated in (−1, 0).

1.3.3 Optimality of the decay rate

We complete this section with some results on the optimality of the decay rates we observed.

Theorem 1.3.3. The estimates given in (1.3.2) and in Theorem 1.3.2 are sharp.

Proof. We rewrite the system (1.1.3) in the following way :
∂t(P + V ) + ∂x(P + V ) + σ(P + V ) = 0 in (−1, 1)× (0, T ),
∂t(P − V )− ∂x(P − V ) + σ(P − V ) = 0 in (−1, 1)× (0, T ),
P (−1, t) = P (1, t) = 0.

Using characteristics leads to :

(P − V )(x, t) = (P0 − V0)(x+ t) exp
(
−
∫ x+t

x
σ(y) dy

)
, x ≤ 1− t,

(P − V )(x, t) = (P − V )(1, x+ t− 1) exp
(
−
∫ 1

x
σ(y) dy

)
, x > 1− t,

(P + V )(x, t) = (P + V )(−1, t− x− 1) exp
(
−
∫ x

−1
σ(y) dy

)
, x < t− 1,

(P + V )(x, t) = (P0 + V0)(x− t) exp
(
−
∫ x

x−t
σ(y) dy

)
, x ≥ t− 1.
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Using boundary conditions, we easily deduce that :

∀n ∈ N, ∀x ∈ (−1, 1), (P (x, 4n), V (x, 4n)) = (P0(x), V0(x)) exp(−2nI),

which directly provides the good value for the decay rate, namely I.
To compute the optimal constant in (1.3.2), we need to be more precise:

E(t) =
1
4

∫ 1

−1

(
|(P + V )(x, t)|2 + |(P − V )(x, t)|2

)
dx

≤ 1
4

exp
(
− 2 inf

γ∈Rt

∫
γ
σ(y) dy

)∫ 1

−1

(
|(P0 + V0)(x)|2 + |(P0 − V0)(x)|2

)
dx

= exp
(
− 2 inf

γ∈Rt

∫
γ
σ(y) dy

)
E0,

where Rt is the set of characteristic rays of length t, that is the set of all continuous broken lines with
slopes ±1 in (t̃, x) ∈ [0, t] × [−1, 1]. Besides, by these formulas it is easy to see that this estimate is
sharp since we can concentrate waves around these rays (see subsection 1.4.1 where this analysis is
carried out on the semi-discrete model).
Then, the best constant C(ω(σ)) in (1.3.2) is precisely

C(ω(σ)) = sup
t>0

{E(t)
E0

exp(It)
}

= sup
t>0

exp
(
It− 2 inf

γ∈Rt

∫
γ
σ(y) dy

)
.

It is then enough to compute

M = sup
t>0

sup
γ∈Rt

∫
γ

(I
2
− σ(y)

)
dy.

Then, looking at rays γta starting at a ∈ [−1, 1] and traveling toward the left we get

M ≥ sup
t>0

sup
a

∫
γta

(I
2
− σ(y)

)
dy

≥ sup
a

sup
t∈[1+a,3+a]

(∫ a

−1

(I
2
− σ(y)

)
dy +

∫ t−2−a

−1

(I
2
− σ(y)

)
dy
)

≥ sup
a

{∫ a

−1

(I
2
− σ(y)

)
dy
}

+ sup
b

{∫ b

−1

(I
2
− σ(y)

)
dy
}

≥ −2 inf
a
θ(a) = 2 ‖θ‖∞ .

This implies that C(ω(σ)) ≥ exp(4 ‖θ‖∞). The optimality of (1.3.2) follows.
The method of proof carries over to the other two estimates given in Theorem 1.3.2. The details are
left to the reader.

Note that all the results on the continuous model could have been obtained using this explicit
representation formula along characteristics without using spectral analysis.

1.4 On the semi-discrete PML equations

In this section, we analyze the space semi-discrete PML system (1.1.14). For this purpose, we need to
define a discrete space operator Lh, the discretization of L, defined in (1.1.11).
System (1.1.14) can be written as

∂t(P, V ) + Lh(P, V ) = 0,
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where Lh is the discretization of L derived from (1.1.14). If we use a matrix representation, writing
(P, V ) as the vector

(V−N+1/2, P−N+1, V−N+3/2, · · · , PN−1, VN−1/2),

Lh is the matrix defined by

Lh(j, j) = σj/2−N , ∀j ∈ {1, . . . , 4N − 1},

Lh(j, j + 1) =
1
h
, ∀j ∈ {1, · · · , 4N − 2},

Lh(j + 1, j) = −1
h
, ∀j ∈ {1, · · · , 4N − 2},

Lh(i, j) = 0, if |i− j| > 1.

(1.4.1)

If σj−1/2 = σj = σj+1/2 = σj+1, then both Pj and Vj+1/2 satisfy

∂2
ttUj −

1
h2

(Uj+1 + Uj−1 − 2Uj) + 2σj∂tUj + σ2
jUj = 0, (1.4.2)

which is a discretization of (1.1.8).
The energy Eh in (1.1.15) of the semi-discrete PML satisfies the dissipation law:

dEh
dt

(t) = −h
N−1∑
j=−N

(
σj |Pj |2 + σj+1/2|Vj+1/2|2

)
. (1.4.3)

It is then natural to investigate the decay rate of this discrete energy Eh when h→ 0. Our first result
is of negative nature and states the lack of uniform exponential decay due to high frequency spurious
oscillations:

Theorem 1.4.1. There are no positive constants C and µ such that for all h small enough

Eh(t) ≤ C Eh(0) exp(−µt), (1.4.4)

for all solutions of (1.1.14).

One could have expected this behavior: indeed, it is well known since [34] that the group velocity
for numerical schemes differs from the continuous case, because of the numerical dispersion relations.
This indeed produces wave packets captured in the undamped subinterval (−1, 0) and it is natural to
expect them to have a very low exponential decay.
We will propose two proofs in the sequel. The first one is based on a very general construction of waves
concentrated along the rays of Geometric Optics for system (1.1.14). More precisely, we construct non
propagating waves concentrated in (−1, 0), whose exponential decay rate tends to zero as h → 0. In
the second approach, we do a precise description of the spectrum of the operator Lh in (1.4.1) in the
particular case where σ is constant. In particular, we prove that the real part of the high frequency
eigenvalues can be small of order o(1), which provides another proof of Theorem 1.4.1.

1.4.1 Construction of non propagating waves

We only sketch this construction, whose details can be done similarly as in [29, 30]. To simplify the
presentation, we immediately focus on the behavior of the waves in (−1, 0), that is in the domain
where the damping is not effective. According to (1.4.2), system (1.1.14) reduces to the conservative
space semi-discrete 1-d wave equation.
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Let us therefore consider the semi-discrete 1-d wave equation in an infinite lattice hZ, where h is the
mesh size: {

∂2
ttuj −∆huj = 0, (t, j) ∈ (0,∞)× Z,

uj(0) = u0
j , ∂tuj(0) = u1(0).

(1.4.5)

We claim that this is sufficient to exhibit non propagating waves for system (1.4.5) to prove Theorem
1.4.1. Indeed, the system (1.1.14) coincides with system (1.4.5) for j < 0, t ∈ [0, T ], up to the
boundary conditions, which can be easily handled. Namely, we will construct waves for system (1.4.5),
whose energy is concentrated, for instance in [−3/4,−1/4], in the sense that the energy outside
[−3/4,−1/4] is arbitrary small on (0, T ). Therefore, to obtain a true solution of (1.1.14), one needs
to add arbitrary small corrections and hence the energy of (1.1.14), which satisfies the law (1.4.3),
cannot decay exponentially.

To properly define the rays of Geometric Optics, we need to use the space discrete Fourier transform
defined for ξh ∈ (−π, π] by:

φ̂(ξ) = h
∑
j

φj exp(−iξjh), ξh ∈ (−π, π],

φh(x) =
h

2π

∫ π/h

−π/h
φ̂(ξ) exp(iξx) dξ, x ∈ R.

(1.4.6)

Note that the inverse Fourier transform provides a natural extension of φj as a continuous function,
denoted φh in the sequel.
The symbol of the operator (1.4.5) is given by

τ2 − ωh(ξ)2, ωh(ξ) =
2
h

sin
(ξh

2

)
. (1.4.7)

Thus, taking ζ0 ∈ (−π, π], the rays of Geometric Optics for frequencies ξh0 = ζ0/h are the trajectories
([39]):

Xζ0
± : (x0, t)→ x0 ± t cos(ζ0/2). (1.4.8)

We then look for solutions concentrated along the trajectory t → Xζ0
+ (0, t). Note that we can take

x0 = 0 without loss of generality because of the translation invariance of system (1.4.5).

For we consider initial data of the form

u0,h
j = φ(jh) exp(iζ0j), u1,h

j = iωh(ξh0 )φ(jh) exp(iζ0j), (1.4.9)

where φ is a smooth positive function of compact support in (−a, a). Then, from the smoothness
assumption on φ, one can prove that û0 and û(t) are concentrated in the region ξh ∈ [ζ0− ε0, ζ0 + ε0],
where ε0 is a small parameter:∣∣∣u0,h(x)− h

2π

∫
|ξ−ξh0 |<ε0/h

û0(ξ) exp(iξx) dξ
∣∣∣ ≤ C

ωh(ε0/h)2∣∣∣uh(t, x)− h

2π

∫
|ξ−ξh0 |<ε0/h

û(t, ξ) exp(iξx) dξ
∣∣∣ ≤ C (1 + Tωh(ξh0 ))

ωh(ε0/h)2
.

(1.4.10)

On the other hand,

û(t, ξ) = û0(ξ)
(

cos(tωh(ξ)) + itωh(ξh0 )sinc(tωh(ξ))
)
, (1.4.11)
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where sinc(y) = sin(y)/y. But, for ξ such that |ξ − ξh0 | < ε0/h, it is easy to see that this behaves as
û0(ξ) exp(itωh(ξ)), and then the analysis of the oscillating integral in (1.4.10) gives that, when h→ 0,∣∣∣|u(t, x+ t cos(ζ0/2))| − |u0(x)|

∣∣∣ ≤ Cε0. (1.4.12)

Choosing ζ0 = π gives a sequence of solutions of (1.1.14) of unit energy such that the energy outside
{(t, x) ∈ (0, T )× R, x ∈ X+(t, [−a, a])} tends to zero.
Note that the construction given above proves that the lack of uniform exponential decay of the energy
actually takes its origin from the discretization scheme employed rather than from the PML method
in itself.

1.4.2 Spectral analysis for constant σ

From now, we make the assumption that the damping function σ is a piecewise constant function
vanishing in (−1, 0) and taking the value σ in (0, 1). This leads to set σj = σj−1/2 = σ if j ≥ 1,
σj = σj+1/2 = 0 for j ≤ −1 and σ0 = σ/2.

In the sequel, as we did for the operator L, we perform a spectral analysis of the operator Lh. As we
shall see, some numerical pathologies appear at high frequencies. More precisely, for frequencies of
the order 2/h there appear eigenvalues whose real part is close to zero. This makes the exponential
decay rate of the corresponding semigroups not uniform in h.

Accordingly, we analyze the asymptotic properties of the spectrum. We fix σ, and analyze the behavior
of the eigenvalues of Lh when h goes to zero.

Proposition 1.4.2. For σ > 0, we consider the spectral problem :

Vj+1/2 − Vj−1/2

h
+ σ χj≥1Pj = λPj , j ∈ {−N + 1, · · · , N − 1}\{0},

Pj+1 − Pj
h

+ σ χj≥1Vj+1/2 = λVj+1/2, j ∈ {−N, · · · , N − 1},

V1/2 − V−1/2

h
+
σ

2
P0 = λP0,

P−N = PN = 0.

(1.4.13)

The following properties hold :

• For any eigenvalue λ, its conjugate λ̄ is also an eigenvalue.

• All the eigenvalues are simple.

• All the eigenvalues satisfy 0 < Re(λ) < σ and |Im(λ)| ≤ 2/h.

• If λ is an eigenvalue, σ − λ is also an eigenvalue.

Proof. The first statement is obvious since the coefficients of system (1.4.13) are real. The second
one is classical and follows from easy algebraic considerations. The third one is a consequence of the
energy dissipation law (1.4.3):

0 ≥ dEh
dt

(t) ≥ −2σEh(t).

19



Chapter 1. Perfectly Matched Layers in 1-d : Energy decay for continuous and semi-discrete waves

To analyze the imaginary part of the eigenvalues, we use the matrix representation of Lh given in
(1.4.1): if |Im(λ)| > 2/h, then the matrix Lh − λI is invertible, since it is diagonally dominant.
The last statement follows from this remark: If (P, V ) is an eigenvector corresponding to λ, then
(P̃ , Ṽ ) defined by P̃j = P−j and Ṽj = V−j+1 is an eigenvector for the eigenvalue σ − λ.

From the previous proposition, we can assume that λ has a positive imaginary part, since the other
eigenvalues can be obtained by reflection. Setting µ = λ− σ, P satisfies

Pj+1 + Pj−1 − 2Pj
h2

= λ2Pj , j ≤ −1,

Pj+1 + Pj−1 − 2Pj
h2

= µ2Pj , j ≥ 1,

P−N = PN = 0.

As for the classical discrete Laplace operator, we define α and β, two complex numbers with imaginary
parts in (−π/h, π/h] and satisfying the numerical dispersion relations :

sinh
(αh

2

)
=
λh

2
; sinh

(βh
2

)
=
µh

2
. (1.4.14)

Then, we can express P for j ≤ −1 and for j ≥ 1 as

Pj = A sinh(α(jh+ 1)), j ≤ −1, Pj = B sinh(β(jh− 1)), j ≥ 1.

These two quantities have to coincide at j = 0 and therefore:

A sinh(α) = −B sinh(β).

We can then compute the corresponding value for V :

Vj−1/2 = A cosh(α((j − 1/2)h+ 1)), j ≤ 0
Vj−1/2 = B cosh(β((j − 1/2)h− 1)), j ≥ 1.

The transmission conditions are given by the equation on P0:

V1/2 − sinh
(βh

2

)
P0 = V−1/2 + sinh

(αh
2

)
P0.

Then if λ is an eigenvalue, there exists a non trivial solution (A,B) to the system:
0 = A sinh(α) +B sinh(β)

0 = A cosh(α) cosh
(αh

2

)
−B cosh(β) cosh

(βh
2

)
,

where (α, β) are given by (1.4.14), µ being λ − σ. It is well-known that this system has non trivial
solutions if and only if its determinant vanishes, that is to say:

sinh(α) cosh(β) cosh
(βh

2

)
+ cosh(α) sinh(β) cosh

(αh
2

)
= 0. (1.4.15)

This equation actually is a polynomial in λ. Indeed, using Tchebychev polynomials P2k and Q2k

defined by
∀a ∈ C, sinh(2ka) = cosh(a)P2k(sinh(a)), cosh(2ka) = Q2k(sinh(a)),
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the condition (1.4.15) is equivalent to

cosh
(αh

2

)
cosh

(βh
2

)(
P2N

(
sinh

(αh
2

))
Q2N

(
sinh

(βh
2

))
+ P2N

(
sinh

(βh
2

))
Q2N

(
sinh

(αh
2

)))
= 0. (1.4.16)

This equation has two particular solutions corresponding to αh = iπ and βh = iπ. Nevertheless,
although these two solutions allow a non-trivial choice (A,B), the corresponding solutions are identi-
cally zero, and therefore they do not correspond to eigenvalues. Since the degree of this polynomial
in (1.4.16) is exactly 4N − 1 and since all the eigenvalues are simple, the roots of (1.4.15) are exactly
the eigenvalues of the problem, except the special solutions λ = 2i/h and λ = σ + 2i/h.

Our interest now is to compute the eigenvalues, or at least to give their asymptotic form. We present
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Figure 1.1: Eigenvalues for N = 200 and various values of σ : σ = 0.01 on the upper left, σ = 1 on
the upper right, σ = 5 on the bottom left, σ = 50 on the bottom right.

in Figure 1.1 numerical computations of the distribution of eigenvalues for different values of σ.
Three different cases occur. When σ is very small (of order h or less), then the real parts of the
eigenvalues are very close to σ/2 at all frequencies. When σ is such that h << σ << 1/h, two
branches appear at the high frequencies, their abscissa having two accumulation points, namely 0 and
σ. Finally, Figure 1.1 illustrates the well-known fact ([17]) that, on the numerical approximation of
PML equations, taking σ too large deteriorates the decay rate, in opposition to the continuous case.
In the sequel, we will prove that these numerical evidences are indeed true.

To study the asymptotic behavior of the spectrum, we will need a number of notations.
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Chapter 1. Perfectly Matched Layers in 1-d : Energy decay for continuous and semi-discrete waves

We rewrite (1.4.15) as f(α, β, h) = 0, where f is defined by

f(α, β, h) := sinh(α+ β)
(

cosh
(αh

2

)
+ cosh

(βh
2

))
+ sinh(α− β)

(
cosh

(βh
2

)
− cosh

(αh
2

))
. (1.4.17)

In the sequel, we use the function Argsh defined as the inverse function of sinh, which coincides with
log(z+

√
1 + z2), which is holomorphic on the set Ω = C\{z : Re(z) = 0, |Im(z)| ≥ 1} and continuous

at the points z = ±i:

∀z ∈ Ω, sinh(Argsh(z)) = z
∀z ∈ C, s.t. Im(z) ∈ (−π/2, π/2), Argsh(sinh(z)) = z.

Then, β given by the relation (1.4.14) is an holomorphic function of α:

β(α, h) =
2
h

Argsh
(

sinh
(αh

2

)
− σh

2

)
. (1.4.18)

Hence the solutions of (1.4.15) correspond precisely to the roots α of the holomorphic function g

g(α, h) = cosh
(αh

2

)
sinh(α+ β) +

(
cosh

(βh
2

)
− cosh

(αh
2

))
sinh(α) cosh(β), (1.4.19)

where β = β(α) as in (1.4.18). Of course, α given by (1.4.14) is a holomorphic function of λ and we
can also define g̃ as a holomorphic function of λ by

g̃(λ, h) := g(α(λ), h).

The analysis of the roots of (1.4.15) can be carried out using tools from complex analysis, as for
instance Rouché’s theorem.

The low frequencies We choose a number δ < 1 and study the eigenvalues λ of the operator Lh
such that |Im(λ)h| ≤ 2δ when h→ 0.

Theorem 1.4.3. Assume δ < 1. There exists Cδ such that for h small enough, the set of the
eigenvalues λhk of the operator Lh such that |Im(λ)h| ≤ 2δ is composed by one point in each disk Dh

k

|λ− λ̂hk | ≤ Cδh, λ̂hk =
2i
h

sin
(kπh

4

)
+
σ

2
, (1.4.20)

k being an integer satisfying
∣∣∣ sin(kπh

4

)∣∣∣ ≤ δ.
Let us first remark that these disks Dh

k are disconnected for h small enough since the distance
between two consecutive eigenvalues λhk and λhj is bounded from below by cos(arcsin(δ)) =

√
1− δ2 > 0.

This implies that for h small enough, the number of eigenvalues in the range |Im(λ)h| ≤ 2δ is exactly
b 8
πh arcsin(δ)c (b·c denotes the integer part).

Moreover, their real part being essentially σ/2, the energy of the solutions exp(−λkt)(P k,h, V k,h),
where (P k,h, V k,h) is an eigenvector associated to λk, is decreasing exponentially, the decay rate being
σ + o(h).
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1.4. On the semi-discrete PML equations

Proof. The proof is divided into two steps. First we derive some basic estimates on the parameters
entering in (1.4.19). Second we approximate the function g by another holomorphic function ĝ in
order to apply Rouché’s theorem.

We first need to derive some basic estimates on α(λ) given in (1.4.14), mainly by using the previous
theorem. In the strip |Im(z)| ≤ δ and |Re(z)| ≤ σh, if z = a+ ib, we have that

z +
√

1 + z2 = a+
√

1− b2 + ib
(

1 +
a√

1− b2
)

+O(h).

Then, we can check that the (complex) logarithm of that quantity satisfies:

|Re(Argsh(z))| ≤ Ch ; | tan(Im(Argsh(z)))| ≤ δ√
1− δ2

+ o(1),

where the constant C depends on δ. Then, using (1.4.14), we obtain the following estimates :

|Re(α)| ≤ C ; |Im(α)| ≤ γ = arctan
( δ√

1− δ2

)
. (1.4.21)

Using (1.4.18) and the Taylor’s formula applied to the function Argsh in sinh(αh/2), we get that∣∣∣β − (α− σ

cosh(αh2 )

)∣∣∣ ≤ Ch. (1.4.22)

Again using the estimates (1.4.21), we get∣∣∣∣∣ cosh
(αh

2

)
sinh(α+ β)− cosh

(αh
2

)
sinh

(
2α− σ

cosh
(
αh
2

))∣∣∣∣∣ ≤ Ch.
The well-known formula cosh2(x) = 1 + sinh2(x) and the estimates (1.4.21), (1.4.22) give∣∣∣ cosh

(βh
2

)
− cosh

(αh
2

)∣∣∣ ≤ Ch. (1.4.23)

Combining all these inequalities and (1.4.19), we get that

|g(α, h)− ĝ(α, h)| ≤ C1h, (1.4.24)

where ĝ is the function defined by :

ĝ(α, h) = cosh
(αh

2

)
sinh

(
2α− σ

cosh
(
αh
2

)). (1.4.25)

The roots of ĝ satisfy

α̂hk =
1
2

(
ikπ +

σ

cosh
(
α̂hkh

2

)).
From the estimate (1.4.21) on α, we can give the following approximation∣∣∣∣∣α̂hk − 1

2

(
ikπ +

σ

cos
(
kπh

4

))∣∣∣∣∣ ≤ Ch.
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Chapter 1. Perfectly Matched Layers in 1-d : Energy decay for continuous and semi-discrete waves

For each h, we define Kh = b 4
hπ arcsin(δ)c. We consider the rectangle Rh delimited by the lines

|Re(α)| = M and |2Im(α)| = π((Kh− 1) + ε), where ε < 1 is a positive number. On its boundary, we
can check that

|ĝ(α, h)| ≥ | sin(πε)| − Ch.

Using (1.4.24), there exists h0 such that for all h < h0, on the boundary of Rh,

|g(α, h)− ĝ(α, h)| < |ĝ(α, h)|.

Then for all h < h0, the number of roots in Rh is precisely 2Kh − 1.
We can go further in the description of the zeros of g(., h). We define

α̃hk =
1
2

(
ikπ +

σ

cos
(
kπh

4

)).
Now we fix the rectangle Rhk by |2Im(α− α̃hk)| = πε1 and |Re(α− α̃hk)| = ε2. On the boundary of Rhk ,
again we can check that

|ĝ(α, h)| ≥ inf{| sin(πε1)|, | sinh(ε2)|} − Ch.

Then it exists a constant C2 independent of k such that the conditions |ε1| ≥ C2h and |ε2| ≥ C2h are
enough to prove that the following inequality holds on the boundary Rhk :

|g(α, h)− ĝ(α, h)| < |ĝ(α, h)|.

By Rouché’s theorem, this establishes that g(., h) has only one root αhk in Rhk satisfying

|αhk − α̃hk | ≤ Ch. (1.4.26)

Back in the variable λ, it gives that for h small enough, each eigenvalue λ such that |Im(λ)h| ≤ 2δ is
in one of the disks defined by

|λ− λ̂hk | ≤ Ch, λ̂hk =
2i
h

sin(
kπh

4
) +

σ

2
.

The high frequencies Here we will deal with the limit case δ = 1.

Theorem 1.4.4. For any ε > 0, there exists hε such that for all h < hε, the set of eigenvalues
satisfying |hIm(λh)− 2| ≤ ε is non empty. The set of accumulation points of the abscissa Re(λh) for
sequences λh satisfying λhh→ 2i when h→ 0 is exactly {0, σ}.

Proof. The first point comes from the fact that a set of accumulation points is closed. Indeed, from
the previous theorem, taking ε > 0 and setting δ = 1− ε/4, there exists a sequence of eigenvalues λh
such that Im(λh)h→ 2δ > 2− ε.

Now we assume we have a sequence of eigenvalues λh for the operator Lh, such that λhh → 2i, and
we analyze the behavior of their real parts ah. For that purpose, we need to know precisely how λhh
is converging to 2i. We assume that

Im(λh)h
2

= 1− ε(h) (1.4.27)
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1.4. On the semi-discrete PML equations

with ε(h) a positive function of h continuous at zero, such that ε(0) = 0. To simplify notations, we
will skip the index h in the sequel.
Remark that the difficulty comes from the fact that λh/2→ i, which is precisely a point where Argsh
is not holomorphic anymore. However, from the explicit form of Argsh, we may derive some estimates
on α and β. Indeed, recall that:

Argsh(z) = log(z +
√

1 + z2) ; cosh(z) =
√

1 + sinh(z)2.

Actually, it is sufficient to estimate these functions. Since

1 +
(λh

2

)2
= 2ε(h)− ε(h)2 +

(ah
2

)2
+ i(1− ε(h))

ah

2
,

we will need to distinguish several cases depending on which is the dominant term.

The case h = o(ε(h)): In that case, we get that

cosh
(αh

2

)
=
√

2ε(h) + o(
√
ε(h)).

This also implies that

Re
(αh

2

)
=

1
2

log
∣∣∣z +

√
1 + z2

∣∣∣2 = ε(h) + o(ε(h)).

And the same estimates hold true for β.
It follows that f(α, β, h) defined in (1.4.17) cannot vanish. Indeed, our estimates imply that the real
parts of both α and β blow up, which implies that

| sinh(α+ β)| = exp
(

4
ε(h)
h

+ o
(ε(h)
h

))
,

| sinh(α− β)| ≤ exp
(
o
(ε(h)
h

))
,∣∣∣ cosh

(αh
2

)
+ cosh

(βh
2

)∣∣∣ =
√

2ε(h) + o
(√

ε(h)
)
,∣∣∣ cosh

(αh
2

)
− cosh

(βh
2

)∣∣∣ ≤ o(√ε(h)
)
.

The case ε(h) = o(h): Under this assumption, we get

cosh
(αh

2

)
=

√
i
ah

2
+ o(
√
h), cosh

(βh
2

)
=

√
−i(σ − a)h

2
+ o(
√
h).

Besides, using the explicit formula of the function Argsh, we obtain :

Re
(αh

2

)
=

√
ah

2
+ o(
√
h), Re

(βh
2

)
= −

√
(σ − a)h

2
+ o(
√
h).

But these estimates lead to ∣∣∣ cosh
(αh

2

)
+ cosh

(βh
2

)∣∣∣ =
√
σh+ o(

√
h),∣∣∣ cosh

(αh
2

)
− cosh

(βh
2

)∣∣∣ =
√
σh+ o(

√
h)
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and

| sinh(α+ β)| ' exp(
1
2
|
√
ah−

√
(σ − a)h|),

| sinh(α− β)| ' exp(
1
2

√
ah+

√
(σ − a)h).

Thus, if f(α, β, h) = 0, f being as in (1.4.17), we need that | |
√
σ − a −

√
a| − (

√
σ − a +

√
a)| → 0,

which implies a→ 0 or a→ σ.

The case where ε(h) = Kh follows from similar considerations and is left to the reader.

Summarizing, we deduce the existence of a sequence of eigenvalues such that λh → 2i, and hence
whose real part is converging to zero or σ. To finish the analysis, we only have to prove that both
0 and σ are accumulation points. This assertion is obvious since the spectrum is symmetric around
σ/2.

Theorems 1.4.3 and 1.4.4 fully explain Figure 1.1 for h << σ << 1/h, since they state, roughly
speaking, that the eigenvalues λ are close to the line Re(λ) = σ/2 except when their imaginary part
is close to ±2/h, in which case, their real parts tend to 0 or σ.

To describe the behavior of the eigenvectors, we define the energies in the left and right intervals
(−1, 0) and (0, 1), respectively :

Elh =
h

4
|P0|2 +

h

2

N∑
j=1

(|Pj |2 + |Vj−1/2|2),

Erh =
h

4
|P0|2 +

h

2

−1∑
j=−N

(|Vj+1/2|2 + |Pj |2).

(1.4.28)

Proposition 1.4.5 (Distribution of the energy). Let (λhk)h be a sequence of eigenvectors of Lh such
that hIm(λhk)→ 2, and that ahk = Re(λhk) converges to a. Then

Erh(P hk , V
h
k )

Elh(P hk , V
h
k )
−→
h→0

a

σ − a
. (1.4.29)

In particular, there exists a sequence of high frequency eigenvectors whose energy is concentrated on
the left interval (−1, 0).

Proof. In view of (1.4.3), the solution exp(−λhkt)(P hk , V h
k ) corresponding to the eigenvector (P hk , V

h
k )

satisfies
dEh
dt

(t) = −2Re(λhk)Eh(t) = −2σErh(t).

The result follows.

Remark 1.4.6. According to this result we have a new evidence of the lack of uniform exponential
decay, as stated in Theorem 1.4.1. There this was proved by means of a gaussian beam construction,
whereas here we have built concentrated eigenvectors.
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1.5. A semi-discrete viscous PML

1.4.3 Connections with the theory of stabilization

In this subsection, we discuss the links between our analysis and the existing controllability and
stabilization theory and reread our results in this context.

Let us consider the 1-d damped wave equation (1.1.6) on (−1, 1). The decay rate of the solutions
of this damped wave equation has been analyzed in several articles: see [19, 18, 20] and [27] for the
multi-dimensional case. The exponential decay rate was characterized as the minimum of the spectral
abscissa and the minimal value of the damping potential along the rays of geometric optics (In 1-d,
these two quantities coincide as shown in [19]). One of the main features of system (1.1.6) is that
an overdamping phenomenon occurs, in the sense that increasing the damping potential does not
necessarily increase the decay rate. This is not the case for the PML system since, as observed in
Theorem 1.2.1 and 1.3.1 the decay rate is I =

∫ 1
0 σ(x) dx, and this is precisely what makes PML so

efficient.

We may now investigate the same questions in the semi-discrete 1-d case on a regular mesh of size
h = 1/N . Then the finite difference approximation of (1.1.6) gives :{

∂2
ttuj −∆huj + 2aj∂tuj = 0, j ∈ {−N + 1, . . . , N − 1},
u−N = uN = 0.

(1.4.30)

It was proved in [25, 30, 33] that the energy of solutions of (1.4.30) does not decay exponentially
uniformly with respect to the mesh size h. Actually, this lack of uniform exponential decay can
be deduced from the construction given in Subsection 1.4.1. As pointed out in [23], this has also
interesting consequences when analyzing the optimal choice of dampers in which one observes also a
different behavior from the continuous to the discrete case.
We claim that this lack of uniform exponential decay can also be seen at the level of the spectrum. If
we set vj = u′j , the system takes the form:

d

dt
(u−N+1, · · · , uN−1, v−N+1 · · · , vN−1)∗ +A(u−N+1, · · · , vN−1)∗ = 0,

where A is the following matrix:

A =
(

0 −I2N−1

−∆h 2diag (a−N+1, · · · , aN−1)

)
.

We have performed the spectral computation of this matrix for piecewise constant damping potentials
vanishing in (−1, 0) and taking a constant value a on (0, 1). The spectrum exhibits a behavior which
is very close to the one we have observed for the PML system (see Figure 1.2), except at the low
frequencies, where we observe the so-called overdamping phenomenon, which is reminiscent of the
continuous system.

1.5 A semi-discrete viscous PML

The goal of this section is to propose a remedy to the defect of exponential decay proved in the pre-
vious section (see Theorem 1.4.1) for the semi-discrete approximation (1.1.14) of the PML system.
Along this section, we assume that σ ∈ L∞(−1, 1) is a positive function strictly positive on a subin-
terval (r1, r2) of (0, 1). To be more precise :

0 ≤ σ(x) ≤M, x a.e. ∈ (−1, 1), σ(x) ≥ m > 0, x a.e. ∈ (r1, r2). (1.5.1)
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Figure 1.2: Eigenvalues of the semi-discrete damped wave equation (1.4.30) for N = 200 and various
values of the damping potentials a : a = 0.01 in the upper left, a = 1 in the upper right, a = 5 on the
bottom left, a = 50 on the bottom right.

For each h, we define σhj as an approximation of σ in the points xj = jh satisfying

0 ≤ σhj ≤M, ∀j, σhj ≥ m, ∀j s.t. jh ∈ (r1, r2). (1.5.2)

To simplify the notations, we will write σj in the sequel, the dependence in h being clear within the
context.
We propose to analyze system (1.1.16), which is a variant of the semi-discrete scheme (1.1.14), where
a numerical viscosity term damping out the high frequencies has been added. Recall that, for system
(1.1.16), the energy dissipation law (1.1.17) holds. In this way, the new semi-discrete problem satisfies
the required property of uniform exponential decay:

Theorem 1.5.1. Under the hypothesis (1.5.2), there exist two positive constants C and µ such that
for all h > 0, for all initial data (P h0 , V

h
0 ), the energy of the solution (P, V ) of (1.1.16) satisfies

Eh(t) ≤ C Eh(0) exp(−µt), t > 0. (1.5.3)

Furthermore, we will see in Theorem 1.5.3 that one can choose the numerical viscosity such that
this decay rate coincides with the continuous one I.

Proof. The method of proof we will use is classical in the theory of stabilization.
We claim that the energy of this viscous numerical approximation scheme (1.1.16) is exponentially
decaying, uniformly in h, if and only if the following observability inequality holds for some time T
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and a constant C uniformly in h for all the solutions of (1.1.16):

Eh(0) ≤ C

(
h
∑
j

∫ T

0

(
σj |Pj |2 + σj+1/2|Vj+1/2|2

)
dt

+ h3
∑
j

∫ T

0

[(Pj+1 − Pj
h

)2
+
(Vj+1/2 − Vj−1/2

h

)2]
dt

)
. (1.5.4)

Indeed, according to the energy dissipation law (1.1.17), we easily deduce that the two statements are
equivalent.
On the other hand, to prove (1.5.4) for solutions of (1.1.16), it is sufficient to prove the existence of a
time T and a constant C such that for all h > 0, any solution (p, v) of the conservative system (1.1.14)
with σ = 0 satisfies

Eh(0) ≤ C

(
h

∑
jh∈(r1,r2)

∫ T

0
m(|pj |2 + |vj+1/2|2) dt

+ h3
∑
j

∫ T

0

[(pj+1 − pj
h

)2
+
(vj+1/2 − vj−1/2

h

)2]
dt

)
. (1.5.5)

Indeed, since the two systems (1.1.16) and (1.1.14) with σ = 0 coincide up to a term which can be
bounded by the right hand-side quantity in (1.5.4), it can be shown that inequality (1.5.4) follows
from inequality (1.5.5). The details of this process are classical and can be found for instance in [33].
From now, we focus on the observability inequality (1.5.5) for the conservative system (1.1.14), that
we prove using a multiplier method. Given K > sup{1 + r1, 1 − r2}, where r1 and r2 are given by
(1.5.1) and (1.5.2), we define a discrete function ηh satisfying the following properties:

ηh−N = ηhN = 0, |ηhj | ≤ K, ∀j,
ηhj+1 − ηhj

h
= 1, ∀j s.t. jh ∈ [−1, 1]\(r1, r2),∣∣∣ηhj+1 − ηhj

h

∣∣∣ ≤ 3
r2 − r1

, ∀j.

(1.5.6)

Actually, we can choose ηh as a discrete approximation of a continuous piecewise affine function η.
In the sequel we therefore write η instead of ηh to simplify the notations. For convenience, we also
denote (ηj + ηj+1)/2 by ηj+1/2.
Multiplying the first line of the conservative system (1.1.14) by ηj(vj−1/2 + vj+1/2) and the second by
ηj+1/2(pj + pj+1), after tedious computations mainly involving discrete integration by parts, we get :

h

N−1∑
j=−N

[
vj+1/2(T )

(
ηjpj(T ) + ηj+1pj+1(T )

)
− vj+1/2(0)

(
ηjpj(0) + ηj+1pj+1(0)

)]

− h
N−1∑
j=−N

∫ T

0

(ηj+1 − ηj
h

)
|vj+1/2|2 dt− h

N−1∑
j=−N+1

∫ T

0

(ηj+1/2 − ηj−1/2

h

)
|pj |2 dt

− h3

2

∫ T

0

N−1∑
j=−N

∂tvj+1/2

(ηj+1 − ηj
h

)(pj+1 − pj
h

)
dt = 0. (1.5.7)
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The conservation of the energy allows us to bound the time boundary term by 4KEh(0) thanks to
the following inequality:∣∣∣vj+1/2(ηjpj + ηj+1pj+1)

∣∣∣ ≤ K|vj |2 +
K

2
(|pj |2 + |pj+1|2).

The only term in which numerical viscosity is needed is the last one:

A = −h
3

2

∫ T

0

N−1∑
j=−N

∂tvj+1/2

(ηj+1 − ηj
h

)(pj+1 − pj
h

)
dt.

Since (p, v) is a solution of the conservative system (1.1.14), we get

A =
h3

2

∫ T

0

N−1∑
j=−N

(ηj+1 − ηj
h

)(pj+1 − pj
h

)2
dt

≤ 3
r2 − r1

h3

2

∫ T

0

N−1∑
j=−N

(pj+1 − pj
h

)2
dt.

On the other hand, due to the assumptions (1.5.6) on η, we have

h
N−1∑
j=−N

∫ T

0

(ηj+1 − ηj
h

)
|vj+1/2|2 dt+ h

N−1∑
j=−N+1

∫ T

0

(ηj+1/2 − ηj−1/2

h

)
|pj |2 dt

≥ 2TEh(0)−
(

1 +
3

r2 − r1

)
h

∑
jh∈(r1,r2)

∫ T

0
(|pj |2 + |vj+1/2|2) dt.

Combining these inequalities we get

(2T − 4K)Eh(0) ≤ 1
m

(
1 +

3
r2 − r1

)∫ T

0
h

∑
jh∈(r1,r2)

m(|pj |2 + |vj+1/2|2) dt

+
3

r2 − r1

∫ T

0
h3
∑
j

(pj+1 − pj
h

)2
dt. (1.5.8)

This completes the proof of Theorem 1.5.1. Note that, by this method, we find that the observability
inequality (1.5.5) actually holds for any T > 2 sup{1 + r1, 1− r2} (r1 and r2 as in (1.5.1) and (1.5.2)),
which corresponds precisely to the optimal characteristic time in the continuous setting.

Remark 1.5.2. We emphasize that Theorem 1.5.1 is false if we do not add viscosity everywhere in
the domain. Indeed, the construction given in Subsection 1.4.1 proves that if the viscosity is not
everywhere in the domain, there exist non-propagating waves which are not damped.
Also note that the proof above actually yields a stronger result than the one stated in Theorem 1.5.1.
Indeed, following the previous proof, inequality (1.5.8) shows that this is actually enough to add the
viscosity into only one of the two equations (1.1.16) to obtain a uniform exponential decay of the
energy.
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Figure 1.3: Eigenvalues of the viscous scheme (1.1.16) for N = 100 and various values of σ: σ = 1 on
the upper left, σ = 3 on the upper right, σ = 5 on the bottom left and σ = 50 on the bottom right.

Unfortunately, the method of proof of Theorem 1.5.1 does not give a good estimate on the decay
rate in terms of the parameters entering in the system. Since the system under consideration is finite
dimensional, the decay rate of the energy is obviously given by the spectral abscissa. Therefore we
have computed the eigenvalues of the system (1.1.16) in Figure 1.3 for damping potentials vanishing
in (−1, 0) and taking the value σ in (0, 1). We observe that, first, at low frequencies, the numerical
viscosity does not seem to change the spectrum, as one can check by comparing the figures with
the ones obtained without the viscosity term (see Figure 1.1). This indicates that, as expected, the
numerical viscosity does not modify the system at low frequencies. Second, at intermediate and high
frequencies, one can see that the spectrum has a parabolic shape. Actually, one can easily check that,
when σ = 0, the spectrum of (1.1.16) is exactly a parabolic curve C. It is surprising to check that the
spectrum given in Figure 1.3 fits quite well with the curve σ/2 +C. Third, looking more closely at the
high frequencies, the same phenomenon as before occurs, that is, two branches appear, corresponding
to eigenvectors concentrated either in (−1, 0), either in (0, 1). But, thanks to the numerical viscosity,
which efficiently damps them out, these two branches are away from zero. Moreover, it appears that
the abscissa of the lowest branch is always 4. This precisely corresponds to the abscissa of the high
frequency eigenvectors when σ = 0 in (1.1.16). In other words, this corresponds to waves concentrated
in the undamped part (−1, 0), which are only dissipated by the additional viscosity.

In view of these spectral properties and with the purpose of recovering at the semi-discrete level
the properties of the continuous PML system, it is natural to ask whether one can choose numerical
viscosity coefficients α such that the decay rate µh of (1.1.16) as h→ 0 converges to I.
In the sequel, we address this issue. System (1.1.16) can be read as:

∂t(P, V ) + (Ah +Bh)(P, V ) = αh2A2
h(P, V ), (1.5.9)
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where Ah +Bh = Lh, and

(Ah(P, V ))j =
(Vj+1/2 − Vj−1/2

h
,
Pj+1 − Pj

h

)
,

(Bh(P, V ))j = (σhj Pj , σ
h
j+1/2Vj+1/2).

We need the following assumption:
There exists δ > 0, such that for h small enough, the eigenvalues λh = ah + ibh of Lh = Ah +Bh with
|bh| ≤ δ/h satisfy

ah ≥ I/2 + oh→0(1). (1.5.10)

Note that in the particular case where σ is constant, (1.5.10) holds for any δ < 2 (see Theorem 1.4.3).
We expect this property to hold for non constant σ as well, but this issue will be addressed elsewhere.

Theorem 1.5.3. Fix α = αδ = I/δ in (1.5.9), with δ as in (1.5.10). Then, for all h small enough,
there exists Ch such that the solutions (P, V ) of (1.5.9) satisfy:

Eh(t) ≤ ChEh(0) exp(−(I − oh→0(1))t), t > 0. (1.5.11)

Note that the constant Ch in (1.5.11) depends on h. In particular, we cannot guarantee Ch to be
bounded.

Proof. Let us first consider the following modification of (1.5.9):

∂t(P, V ) + (Ah +Bh)(P, V ) = αh2(Ah +Bh)2(P, V ), (1.5.12)

It is straightforward to show that the eigenvalues µ(α) of system (1.5.12) can be expressed in terms
of µ(0), which coincide with the eigenvalues λ = a+ ib of system (1.4.13):

µ(α) = λ− αh2λ2, Re(µ(α)) = a+ αh2(b2 − a2).

Under assumption (1.5.10), with the choice α = αδ, each eigenvalue µ(αδ) satisfies

Re(µ(αδ)) ≥ I/2− oh→0(1). (1.5.13)

Then, since the system is finite dimensional, there exists a constant Ch such that the solutions (P, V )
of (1.5.12) satisfy

Eh(t) ≤ ChEh(0) exp(−(I − oh→0(1))t), t > 0.

Now, we estimate the norm of the matrix Dh = (Ah +Bh)2 −A2
h:

Dh(P, V )j =

(
2σj
(Vj+1/2 − Vj−1/2

h

)
+ σ2

jPj +
(Vj+1/2 + Vj−1/2

2

) (σj+1/2 − σj−1/2

h

)
,

(Pj−1 + Pj
2

)(σj+1 − σj−1

h

)
+ σ2

j+1/2Vj+1/2 +
(
σj+1/2 +

σj + σj+1

2

)(Pj+1 − Pj
h

))
.

Note that systems (1.5.9) and (1.5.12) differ precisely by the term associated with αh2Dh. Then, since∥∥αh2Dh

∥∥
L2,h→L2,h ≤ Ch, (1.5.14)
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where L2,h denotes the discrete L2(−1, 1) norm, a simple perturbation argument gives the result.
Indeed, setting Lh(α) = Lh − αh2L2

h, the solution ψ = (P, V ) of (1.5.9) is given by

exp(tLh(αδ))ψ(t) = ψ(0)−
∫ t

0
exp(sLh(αδ))αδh2Dhψ(s) ds.

Setting
f(t) = exp(tI/2) ‖ψ(t)‖ ,

this gives the equation

f(t) ≤ f(0) + Ch

∫ t

0
f(s) ds,

and then Gronwall’s lemma gives the result.

1.6 Discussion and remarks

In this paper we have presented a complete analysis of the decay of the energy of the 1-d PML system
both at the continuous and semi-discrete settings.

1. Analyzing the continuous system, we have shown that the two relevant parameters to describe the
dissipation of the energy are I =

∫ 1
0 σ(x) dx and ‖θ‖∞ as in (1.2.5). The exponential decay rate is

exactly I while θ enters in the estimate of the multiplicative constant C(ω(σ)) (see Theorem 1.3.1).
This also confirms the interest in taking singular σ /∈ L1 as in [11, 13, 14].
2. An interesting question would be to investigate the decay of the energy in higher dimensions and
to make precise which are the relevant parameters entering in it. According to [27], one could expect
that the abscissa of the high frequency eigenvalues is related to the mean value of the damping along
the rays of Geometric Optics. But the analysis of the low frequencies could be more complex, because
of the possible overdamping phenomena, that could arise in the multi-dimensional case, although they
have been excluded in 1-d.
3. At the semi-discrete level, we have studied in detail 1-d finite-difference approximation schemes.
However, our analysis holds in a much more general setting. For instance, the same results holds for
a finite element method. Besides, the construction we did in subsection 1.4.1 can also be done for
semi-discrete multi-dimensional problems. Especially, the discrete energy will not decay uniformly on
the mesh size, and a numerical viscosity will be needed to recover the property of exponential decay
of the energy.
4. To the best of our knowledge, Theorem 1.5.3 is the first one where the uniform decay rate of the
energy for an approximation scheme is proved to coincide with the decay rate of the energy of the
continuous equation. This subject requires further investigation, for instance in the context of the
damped wave equation. Moreover, this could be of significant importance in optimal design problems
(see [23]), the goal being to design numerical schemes for which the optimal dampers converge to
those of the continuous model. In view of Theorem 1.5.3 it is very likely that for a suitable viscous
semi-discretization of the damped wave equation (1.1.6) this convergence property will hold.
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Chapter 2

Observability properties of a
semi-discrete 1d wave equation derived
from a mixed finite element method on
nonuniform meshes

———————————————————————————————————————————–
Abstract: The goal of this article is to analyze the observability properties for a space semi-
discrete approximation scheme derived from a mixed finite element method of the 1d wave equation
on nonuniform meshes. More precisely, we prove that observability properties hold uniformly with
respect to the mesh-size under some assumptions, which, roughly, measures the lack of uniformity of
the meshes, thus extending the work [5] to nonuniform meshes. Our results are based on a precise
description of the spectrum of the discrete approximation schemes on nonuniform meshes, and the use
of Ingham’s inequality. We also mention applications to the boundary null controllability of the 1d
wave equation, and to stabilization properties for the 1d wave equation.
———————————————————————————————————————————–

2.1 Introduction

The goal of this article is to address the observability properties for a semi-discrete 1d wave equation.

We consider the following 1d wave equation:
∂2
ttu− ∂2

xxu = 0, (x, t) ∈ (0, 1)× R,
u(0, t) = u(1, t) = 0, t ∈ R,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x), x ∈ (0, 1),

(2.1.1)

where u0 ∈ H1
0 (0, 1) and u1(x) ∈ L2(0, 1). The energy of solutions of (2.1.1), given by

E(t) =
1
2

∫ 1

0
|∂tu(t, x)|2 + |∂xu(t, x)|2 dx, (2.1.2)

is constant.

37



Chapter 2. A mixed finite element discretization of a 1d wave equation on nonuniform meshes

It is well-known (see [21]) that for all T > 0, there exists a constant KT such that the admissibility
inequality ∫ T

0
|∂xu(0, t)|2 dt ≤ KTE(0) (2.1.3)

holds for any solution of (2.1.1) with (u0, u1) ∈ H1
0 (0, 1)× L2(0, 1).

Besides, for any time T > 2, there exists a positive constant kT such that the boundary observability
inequality

kTE(0) ≤
∫ T

0
|∂xu(0, t)|2 dt (2.1.4)

holds for any solution of (2.1.1) with (u0, u1) ∈ H1
0 (0, 1)× L2(0, 1).

Inequalities (2.1.3)-(2.1.4) arise naturally when dealing with boundary controllability properties
of the 1d wave equation, see [21]. Indeed, the observability and controllability properties are dual
notions. We will clarify this relation in Section 2.3.

Let us also present another relevant observability inequality, which is useful when dealing with
distributed controls or stabilization properties of damped wave equations (see [16, 21]). If (a, b)
denotes a non empty subinterval of (0, 1), the following distributed observability property holds: for
any time T > 2 max{a, 1− b}, there exists a constant C1 such that any solution of (2.1.1) with initial
data (u0, u1) ∈ H1

0 (0, 1)× L2(0, 1) satisfies:

E(0) ≤ C1

∫ T

0

∫ b

a
|∂tu(x, t)|2 dx dt. (2.1.5)

In the sequel, we will consider observability properties for the 1d space semi-discrete wave equation
derived from a mixed finite element method on a nonuniform mesh.

For any integer n ∈ N∗, let us consider a mesh Sn given by n+ 2 points as:

0 = x0,n < x1,n < · · · < xn,n < xn+1,n = 1, hj+1/2,n = xj+1,n − xj,n, j ∈ {0, · · · , n}. (2.1.6)

On Sn, the mixed finite element approximation scheme for system (2.1.1) reads as (see [7], [15] or [5]):

hj−1/2,n

4
(u′′j−1,n + u′′j,n) +

hj+1/2,n

4
(u′′j,n + u′′j+1,n)

=
uj+1,n − uj,n
hj+1/2,n

− uj,n − uj−1,n

hj−1/2,n
, j = 1, · · ·n, t ∈ R,

u0,n(t) = un+1,n(t) = 0, t ∈ R,
uj(0) = u0

j,n, u′j(0) = u1
j,n, j = 1, · · · , n.

(2.1.7)

The notations we use are the standard ones: A prime denotes differentiation with respect to time, and
uj,n(t) is an approximation of the solution u of (2.1.1) at the point xj,n at time t.

System (2.1.7) is conservative. The energy of solutions un of (2.1.7), given by

En(t) =
1
2

n∑
j=0

hj+1/2,n

(
uj+1,n(t)− uj,n(t)

hj+1/2,n

)2

+
1
2

n∑
j=0

hj+1/2,n

(
u′j+1,n(t) + u′j,n(t)

2

)2

, t ∈ R, (2.1.8)

is constant.
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In this semi-discrete setting, we will investigate the observability properties corresponding to (2.1.4)
and (2.1.5), and especially under which assumptions on the meshes Sn we can guarantee discrete
observability inequalities to be uniform with respect to n.

For this purpose, we introduce the notion of regularity of a mesh:

Definition 2.1.1. For a mesh Sn given by n + 2 points as in (2.1.6), we define the regularity of the
mesh Sn by

Reg(Sn) =
maxj{hj+1/2,n}
minj{hj+1/2,n}

. (2.1.9)

Given M ≥ 1, we say that a mesh Sn given by n+ 2 points as in (2.1.6) is M -regular if

Reg(Sn) =
maxj{hj+1/2,n}
minj{hj+1/2,n}

≤M. (2.1.10)

Obviously, a 1-regular mesh is uniform. In other words, the regularity of the mesh Reg(Sn)
measures the lack of uniformity of the mesh.

Within this class, we will prove the following observability properties:

Theorem 2.1.2. Let M be a real number greater than one, and consider a sequence (Sn)n of M -regular
meshes.

Then for any time T > 2, there exist positive constants kT and KT such that for all integer n, any
solution un of (2.1.7) satisfies

kTEn(0) ≤
∫ T

0

(∣∣∣u1,n(t)
h1/2,n

∣∣∣2 + |u′1,n(t)|2
)
dt ≤ KTEn(0). (2.1.11)

Besides, if J = (a, b) ⊂ (0, 1) denotes a subinterval of (0, 1), then, for any time T > 2, there exists a
constant C1 such that for all integer n, any solution un of (2.1.7) satisfies

En(0) ≤ C1

∫ T

0

∑
xj,n∈J

hj+1/2,n

(u′j,n(t) + u′j+1,n(t)
2

)2
dt. (2.1.12)

Obviously, these properties are discrete versions of inequalities (2.1.3),(2.1.4) and (2.1.5). Also note
that the right hand-side inequality in (2.1.11) holds, as (2.1.3), for all time T > 0, taking KT = K3

for T ≤ 3.

Theorem 2.1.2 is based on an explicit spectral analysis of (2.1.7) in the discrete setting, that proves
the existence of a gap between the eigenvalues of the space discrete operator in (2.1.7). Thanks to
Ingham’s inequality [18], this reduces the analysis to the study of the observability properties of the
eigenvectors of (2.1.7), which will again be deduced from the explicit form of the spectrum of (2.1.7).

Besides, we emphasize that Theorem 2.1.2 provides uniform (with respect to n) observability re-
sults. Therefore, as in the continuous setting, Theorem 2.1.2 has several applications to controllability
and stabilization properties for the space semi-discrete 1d wave equations (2.1.7). In Section 2.3,
similarly as in [5], using precisely the same duality as in the continuous case, we present an applica-
tion to the boundary null controllability of the space semi-discrete approximation scheme of the 1d
wave equation. Later, in Section 2.4, following [1], we study the decay properties of the energy for
semi-discrete approximation schemes of 1d damped wave equations.
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Let us briefly comment some relative works. Similar problems have been extensively studied in
the last decade for various space semi-discrete approximation schemes of the 1d wave equation, see for
instance the review article [32]. The numerical schemes on uniform meshes provided by finite difference
and finite element methods do not have uniform observability properties, whatever the time T is (see
[17]). This is due to high frequency waves that do not propagate, see [29, 22]. To be more precise,
these numerical schemes create some spurious high-frequency wave solutions that are localized.

However some remedies exist. The most natural one consists in filtering the initial data and thus
removing these spurious waves, as in [17, 31]. Another way to filter is to use the bi-grid method as
introduced and developed in [14] and analyzed in [25]. A new approach was proposed recently in [24]
based on wavelet filtering. Let us also mention the results [28, 27, 26, 11] that amounts to adding an
extra term in (2.1.12) which is non-negligible only for the high frequencies. A last possible cure was
proposed in [1, 15] and later analyzed in [5]: a 1d semi-discrete scheme derived from a mixed finite
element method was proposed, which has the property that the group velocity of the waves is bounded
from below. Also note that an extension of [5] to the 2d case in the square was proposed in [6].

To the best of our knowledge, there is no result at all for the space semi-discrete wave equation
on nonuniform meshes, although most of the domains used in practice are recovered by non periodic
triangulations. A first step in this direction can be found in [26], in which a study of a non homogeneous
string equation on a uniform mesh was proposed. This can indeed be seen, up to a change of variable,
as a discretization of a wave equation with constant velocity on a slightly nonuniform mesh.

Let us also mention that some results are available in the context of the heat equation for space
semi-discrete approximation schemes on nonuniform meshes in [19], even in dimension greater than 1.

The outline of this paper is as follows. In Section 2.2, we precisely describe the spectrum of
the space semi-discrete operator and prove Theorem 2.1.2. Sections 2.3 and 2.4 respectively aim at
presenting precise applications of Theorem 2.1.2 to controllability and stabilization properties.

2.2 Spectral Theory

In this Section, we first study the spectrum of the space semi-discrete operator in (2.1.7) on a general
mesh Sn given by n+2 points as in (2.1.6). Second, we derive more precise estimates on the spectrum
when Sn is an M -regular mesh. Third, we derive Theorem 2.1.2 from our analysis. Finally, we discuss
the assumption on the regularity of the meshes, and show that, in some sense, the M -regularity
assumption is sharp with respect to the observability properties given in Theorem 2.1.2.

Given a mesh Sn of n+ 2 points as in (2.1.6), since the system (2.1.7) is conservative, the spectral
problem for (2.1.7) reads as: Find λn ∈ R and a non-trivial solution φn such that

−λ
2
n

4
(hj−1/2,n(φj,n + φj−1,n) + hj+1/2,n(φj,n + φj+1,n))

=
φj+1,n − φj,n
hj+1/2,n

− φj,n − φj−1,n

hj−1/2,n
, j = 1, · · · , n,

φ0,n = φn+1,n = 0.

(2.2.1)

2.2.1 Computations of the eigenvalues for a general mesh

In this Subsection, we consider a general mesh Sn given by n+ 2 points as in (2.1.6).
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Theorem 2.2.1. The spectrum of system (2.1.7) is precisely the set of ±λkn with k ∈ {1, · · · , n},
where λkn is defined by the implicit formula

n∑
j=0

arctan
(λknhj+1/2,n

2

)
=
kπ

2
. (2.2.2)

The gap between two eigenvalues is bounded from below:

min
k∈{1,··· ,n−1}

{λk+1
n − λkn} ≥ π. (2.2.3)

Besides, for each k ∈ {1, · · · , n}, the following estimate holds:

λkn ≥ λk∗n = 2(n+ 1) tan
( k

n+ 1
π

2

)
≥ kπ. (2.2.4)

Remark 2.2.2. Note that λk∗n coincides with the k-th eigenvalue of system (2.1.7) for a uniform mesh
constituted by n+2 points. Also note that kπ is the k-th eigenvalue of system (2.1.1). In other words,
inequality (2.2.4) implies that the dispersion diagrams corresponding to the spectrum of (2.1.7) for a
general nonuniform mesh, for a uniform mesh, and for the continuous system (2.1.1) are sorted.

Proof. To simplify notation, we drop the subscript n.

Let us introduce functions p and q corresponding to ∂xφ and iλφ in the continuous case:

pj+1/2 =
φj+1 − φj
hj+1/2

, qj+1/2 =
iλ

2
(φj + φj+1), j ∈ {0, · · · , n}. (2.2.5)

The spectral system (2.2.1) then becomes :
iλ

2
(hj−1/2 qj−1/2 + hj+1/2 qj+1/2) = pj+1/2 − pj−1/2, j = 1, · · · , n,

iλ

2
(hj−1/2 pj−1/2 + hj+1/2 pj+1/2) = qj+1/2 − qj−1/2, j = 1, · · · , n,

(2.2.6)

with boundary conditions

iλhn+1/2

2
pn+1/2 + qn+1/2 = 0,

iλh1/2

2
p1/2 − q1/2 = 0.

Equations (2.2.6) rewrite, for j ∈ {1, · · · , n}, as:
( iλhj−1/2

2
qj−1/2 + pj−1/2

)
+
( iλhj+1/2

2
qj+1/2 − pj+1/2

)
= 0,( iλhj−1/2

2
pj−1/2 + qj−1/2

)
+
( iλhj+1/2

2
pj+1/2 − qj+1/2

)
= 0,

(2.2.7)

For j ∈ {1, · · · , n}, this leads to:(
1 +

iλhj−1/2

2

)
(pj−1/2 + qj−1/2) =

(
1−

iλhj+1/2

2

)
(pj+1/2 + qj+1/2)(

1−
iλhj−1/2

2

)
(pj−1/2 − qj−1/2) =

(
1 +

iλhj+1/2

2

)
(pj+1/2 − qj+1/2).
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These two equations can be seen as propagation formulas, each term corresponding to ∂tw ± ∂xw.
Especially, they imply:

pj+1/2 + qj+1/2 = (p1/2 + q1/2)
( 2 + iλh1/2

2− iλhj+1/2

) j−1∏
k=1

(2 + iλhk+1/2

2− iλhk+1/2

)
, (2.2.8)

pj+1/2 − qj+1/2 = (p1/2 − q1/2)
( 2− iλh1/2

2 + iλhj+1/2

) j−1∏
k=1

(2− iλhk+1/2

2 + iλhk+1/2

)
. (2.2.9)

We remark that each term in the product has modulus 1, and therefore there exists αj+1/2 ∈ (−π, π],
given by tan(αj+1/2/2) = λhj+1/2/2, such that :

2 + iλhj+1/2

2− iλhj+1/2
= exp(iαj+1/2).

We also denote by βj the coefficient

βj =
2 + iλh1/2

2− iλhj+1/2
,

which satisfies
βj

β̄j
= exp(iαj+1/2) exp(iα1/2).

Combined with the boundary conditions, identities (2.2.8)-(2.2.9) give:

pn+1/2

(
1−

iλhn+1/2

2

)
= βn exp

(
i
n−1∑
k=1

αk+1/2

)
p1/2

(
1 +

iλh1/2

2

)
pn+1/2

(
1 +

iλhn+1/2

2

)
= β̄n exp

(
− i

n−1∑
k=1

αk+1/2

)
p1/2

(
1−

iλh1/2

2

)
.

Then, if λ is an eigenvalue, λ satisfies:(βn
β̄n

)2
exp

(
2i
n−1∑
k=1

αk+1/2

)
= exp

(
2i

n∑
k=0

αk+1/2

)
= 1. (2.2.10)

To simplify notation, we define:

f(λ) = 4
n∑
k=0

arctan
(λhk+1/2

2

)
.

Due to (2.2.10), if λ is an eigenvalue, there exists an integer k such that:

f(λ) = 2kπ.

The image of f is exactly (−2(n+ 1)π, 2(n+ 1)π), and therefore k must belong to {−n, · · · , n}.

Conversely, if λ is a solution of f(λ) = 2kπ for an integer k ∈ {−n, · · · , n}, then λ is an eigenvalue,
except if k = 0, which corresponds to pj+1/2 = qj+1/2 = 0 for all j ∈ {0, · · · , n}. This gives us exactly
2n eigenvalues ±λk, k ∈ {1, · · · , n}.

Moreover, the derivative of f is explicit:

f ′(λ) = 8
n∑
k=0

1
4 + (λhk+1/2)2hk+1/2.
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It follows that

0 ≤ f ′(λ) ≤ 2
n∑
k=0

hk+1/2 = 2.

Since all the eigenvalues are simple and f(λk+1)− f(λk) = 2π for all k ∈ {1, · · · , n− 1}, this implies
that the gap between the eigenvalues is bounded from below by π, and therefore (2.2.3) holds.

Using the concavity of arctan gives the following estimate:

arctan
( λk

2(n+ 1)

)
= arctan

( 1
2(n+ 1)

n∑
j=0

λkhj+1/2

)
≥ 1
n+ 1

n∑
j=0

arctan
(λkhj+1/2

2

)
=

k

n+ 1
π

2
.

In other words,

λk ≥ 2(n+ 1) tan
( k

n+ 1
π

2

)
,

and (2.2.4) follows. Indeed, the right hand-side inequality in (2.2.4) simply follows from the standard
inequality tan(η) ≥ η for η ∈ [0, π/2).

We illustrate this result on Figures 2.1-2.2 by computing dispersion diagrams for various nonuni-
form meshes Sn, that we characterize by their regularity Reg(Sn), as defined in (2.1.9).

Let us briefly explain the two ways we have chosen for generating them.

• Method 1. In Figure 2.1, we create a random vector h of length n+ 1 whose values are chosen
according to a uniform law on (0, 1). This vector is then normalized such that the sum of its
components is one, so that h corresponds to the vector (h1/2,n, · · · , hn+1/2,n), which describes
the mesh in a unique way.

• Method 2. In Figure 2.2, we create a random vector x of length n whose components are
chosen according to a uniform law on (0, 1). Then we sort its components in an increasing way
to obtain a vector (x1,n, · · · , xn,n), which represents the mesh points.

In both cases, the dispersion diagrams look the same. It is particularly striking that the shape of the
dispersion diagrams does not seem to depend significantly on the meshes.
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Figure 2.1: Dispersion diagrams for various meshes constituted by 200 points generated by Method 1
for different values of Reg.
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Figure 2.2: Dispersion diagrams for various meshes constituted by 200 points generated by Method 2
for different values of Reg.

2.2.2 Spectral properties on M-regular meshes

This subsection is devoted to prove additional properties for the spectrum of (2.1.7) when the mesh
Sn is M -regular for some M ≥ 1.

Theorem 2.2.3. Let M ≥ 1.

Then, for any M -regular mesh Sn, the eigenvalue λnn of (2.2.1) on Sn satisfies

λnn ≤
4M
π

(n+ 1)2. (2.2.11)

Besides, for any M -regular mesh Sn, if φkn denotes the eigenvector corresponding to λkn in (2.2.1),
then its energy

Ekn =
1
2

n∑
j=0

hj+1/2,n

(∣∣∣φkj+1,n − φkj,n
hj+1/2,n

∣∣∣2 + |λkn|2
∣∣∣φkj,n + φkj+1,n

2

∣∣∣2) (2.2.12)

satisfies

1
1 +M2

(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2) ≤ Ekn ≤ (1 +M2)
(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2), (2.2.13)

Moreover, if ω = (a, b) is some subinterval of (0, 1), then the energy of the k-th eigenvector φkn in ω,
defined by

Ekω,n =
1
2

∑
xj,n∈ω

hj+1/2,n

(∣∣∣φkj+1,n − φkj,n
hj+1/2,n

∣∣∣2 + |λkn|2
∣∣∣φkj,n + φkj+1,n

2

∣∣∣2), (2.2.14)

satisfies

Ekn ≤
M2

|ω|
Ekω,n. (2.2.15)

Remark 2.2.4. These inequalities roughly say that the eigenvectors cannot concentrate in some part of
an M -regular mesh. These properties are indeed the one needed for control and stabilization purposes,
as we will see in next Sections.
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Remark 2.2.5. Note that Theorem 2.2.1 gives the estimate

λnn ≥ 2(n+ 1) tan
((

1− 1
n+ 1

)π
2

)
'

n→∞

4
π

(n+ 1)2.

Combined with estimate (2.2.11), this indicates that, when considering sequences of M -regular meshes,
the eigenvalues λnn really grow as n2 when n→∞.

Proof. Along the proof, we fix an integer n, a real number M ≥ 1 and an M -regular mesh Sn, so that
we can remove the index n without confusion.

Inequality (2.2.11) is a consequence of (2.2.2). Indeed, if we set h = min{hj+1/2} and H =
max{hj+1/2}, then we have

1 ≤ (n+ 1)H ≤ (n+ 1)Mh. (2.2.16)

Besides, using (2.2.2), we get

n∑
j=0

arctan
(λnhj+1/2

2

)
=
nπ

2
≥ (n+ 1) arctan

(λnh
2

)
,

which provides

λn

(n+ 1)2
≤ 2
h(n+ 1)2

tan
(π

2

(
1− 1

n+ 1

))
≤M sup

η∈[0,1]

{
2η tan

(π
2

(1− η)
)}
,

from which (2.2.13) follows.

To derive the properties (2.2.13) and (2.2.15) of the eigenvectors, we use the computations and
notations (2.2.5) introduced in the proof of Theorem 2.2.1. Namely, we introduce:

pkj+1/2 =
φkj+1 − φkj
hj+1/2

, qkj+1/2 =
iλk

2
(φkj + φkj+1), j ∈ {0, · · · , n}.

Then the previous computations, and in particular identities (2.2.8)-(2.2.9), give:

Ek =
1
2

n∑
j=0

hj+1/2

(
|pkj+1/2|

2 + |qkj+1/2|
2
)

=
1
4

n∑
j=0

hj+1/2

(
|pkj+1/2 − q

k
j+1/2|

2 + |pkj+1/2 + qkj+1/2|
2
)

=
1
4

n∑
j=0

hj+1/2

(
|β̄j |2|pk1/2 − q

k
1/2|

2 + |βj |2|pk1/2 + qk1/2|
2
)

=
1
4

n∑
j=0

hj+1/2

4 + (λh1/2)2

4 + (λhj+1/2)2

(
|pk1/2 − q

k
1/2|

2 + |pk1/2 + qk1/2|
2
)
.

Using the definition (2.2.5) of (pk1/2, q
k
1/2), this leads to

Ek =
1
2

(
n∑
j=0

hj+1/2

4 + (λkhj+1/2)2

)(
4 + (λkh1/2)2

)(∣∣∣ φk1
h1/2

∣∣∣2 +
h2

1/2

4

∣∣∣λkφk1
h1/2

∣∣∣2). (2.2.17)
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Given an interval ω, the same computations give for Ekω :

Ekω =
1
2

( ∑
xj∈ω

hj+1/2

4 + (λkhj+1/2)2

)(
4 + (λkh1/2)2

)(∣∣∣ φk1
h1/2

∣∣∣2 +
h2

1/2

4

∣∣∣λkφk1
h1/2

∣∣∣2). (2.2.18)

Inequalities (2.2.13) and (2.2.15) easily follow from (2.2.17)-(2.2.18) and the M -regularity assumption.

2.2.3 Proof of Theorem 2.1.2

Our strategy is based on Ingham’s Lemma on non-harmonic Fourier series, which we recall hereafter
(see [18, 30]):

Lemma 2.2.6 (Ingham’s Lemma). Let (λk)k∈N be an increasing sequence of real numbers and γ > 0
be such that

λk+1 − λk ≥ γ > 0, ∀k ∈ N. (2.2.19)

Then, for any T > 2π/γ, there exist two positive constants c = c(T, γ) > 0 and C = C(T, γ) > 0 such
that, for any sequence (ak)k∈N,

c
∑
k∈N
|ak|2 ≤

∫ T

0

∣∣∣∑
k∈N

ake
iλkt
∣∣∣2 dt ≤ C∑

k∈N
|ak|2. (2.2.20)

Proof of Theorem 2.1.2. Let us consider a sequence (Sn)n of M -regular meshes.

According to inequality (2.2.3), the gap condition (2.2.19) holds with γ = π. Thus, due to Lemma
2.2.6, we only need to prove the observability inequalities (2.1.11)-(2.1.12) for the stationnary solutions

ukn(t) = exp(iλknt)φ
k
n

of (2.1.7) corresponding to the eigenvectors φkn of system (2.2.1) on Sn.

Since each mesh Sn is M -regular, we can apply Theorem 2.2.3. Especially, inequality (2.2.13)
holds, and therefore Ingham’s inequality (2.2.20) directly implies (2.1.11).

To prove (2.1.12), we fix J = (a, b) ⊂ (0, 1) a subinterval of (0, 1). According to Ingham’s Lemma
and (2.2.3), it is sufficient to prove that there exists a constant C independent of n and k such that,
for any eigenvector φkn solution of (2.2.1) on Sn corresponding to the eigenvalue λkn, the quantity

IkJ,n =
∑
xj,n∈J

hj+1/2,n|λkn|2
(φkj,n + φkj+1,n

2

)2
(2.2.21)

satisfies
Ekn ≤ CIkJ,n. (2.2.22)

We thus investigate inequality (2.2.22) on a mesh Sn by using a multiplier technique.

Let ω be a strict subinterval of J and let us denote by η a function of x ∈ [0, 1] such that:{
η(x) = 0, ∀x ∈ (0, 1)\J,
η(x) = 1, ∀x ∈ ω,

{
‖η‖∞ ≤ 1,
‖η′‖∞ ≤ CJ,ω.

(2.2.23)
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To simplify notation, we drop the exponent k and the index n hereafter. Below, we denote by ηj the
value of η in the mesh point xj .

We consider system (2.2.1) and multiply each equation by η2
jφj . Discrete integrations by parts

yield:

λ2
n∑
j=0

hj+1/2

(φj + φj+1

2

)(η2
jφj + η2

j+1φj+1

2

)
=

n∑
j=0

hj+1/2

(φj+1 − φj
hj+1/2

)(η2
j+1φj+1 − η2

jφj

hj+1/2

)
.

Then we deduce that

λ2
n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj + φj+1

2

)2
−

n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj+1 − φj
hj+1/2

)2
= A1 +A2, (2.2.24)

where A1 and A2 are defined by

A1 = −λ
2

2

n∑
j=0

h3
j+1/2

(φj + φj+1

2

)(φj+1 − φj
hj+1/2

)(ηj+1 − ηj
hj+1/2

)(ηj + ηj+1

2

)
,

A2 = 2
n∑
j=0

hj+1/2

(φj + φj+1

2

)(φj+1 − φj
hj+1/2

)(ηj+1 − ηj
hj+1/2

)(ηj + ηj+1

2

)
.

Then, for any choices of positive parameters δ1 and δ2, we get:

|A1| ≤
1

4δ1

n∑
j=0

hj+1/2λ
2
(φj + φj+1

2

)2(ηj+1 − ηj
hj+1/2

)2

+
δ1

4

n∑
j=0

hj+1/2(λ2h4
j+1/2)

(φj+1 − φj
hj+1/2

)2(ηj + ηj+1

2

)2
,

|A2| ≤
1
δ2

n∑
j=0

hj+1/2

(φj + φj+1

2

)2(ηj+1 − ηj
hj+1/2

)2
+ δ2

n∑
j=0

hj+1/2

(φj+1 − φj
hj+1/2

)2(ηj + ηj+1

2

)2
.

Using that (n+ 1
M

)
suphj+1/2 ≤ (n+ 1) inf hj+1/2 ≤ 1

estimate (2.2.11) gives

λ2h4
j+1/2 ≤

(4M
π

(n+ 1)2
)2( M

(n+ 1)

)4
≤
( 4
π

)2
M4.

Therefore, if we set

δ1 =
π2

16M4
; δ2 =

1
4
,

using the classical inequality (ηj + ηj+1

2

)2
≤
η2
j + η2

j+1

2
.

we deduce from (2.2.24) the existence of two constants independent of k and n such that

1
2

n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj+1 − φj
hj+1/2

)2
≤ λ2

n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj + φj+1

2

)2

+ C1

n∑
j=0

hj+1/2λ
2
(φj + φj+1

2

)2(ηj+1 − ηj
hj+1/2

)2
+ C2

n∑
j=0

hj+1/2

(φj + φj+1

2

)2(ηj+1 − ηj
hj+1/2

)2
.

47



Chapter 2. A mixed finite element discretization of a 1d wave equation on nonuniform meshes

But |λ| is also uniformly bounded from below (see (2.2.4)), and therefore we obtain that

n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj+1 − φj
hj+1/2

)2
≤ λ2

n∑
j=0

hj+1/2

(η2
j + η2

j+1

2

)(φj + φj+1

2

)2

+ C

n∑
j=0

hj+1/2λ
2
(φj + φj+1

2

)2(ηj+1 − ηj
hj+1/2

)2
.

Using the properties (2.2.23) of the function η leads us to the following result:

Ekω,n ≤ CIkJ,n.

Therefore inequality (2.2.22) can be deduced from inequality (2.2.15) applied to ω.

2.2.4 The regularity assumption

Let us discuss the assumption on the regularity on the meshes.

Concentration effects without the M-regularity assumption

Here, we design a sequence of meshes Sn such that:

• The sequence Reg(Sn) goes to infinity arbitrarily slowly when n→∞.

• There exists an interval J = [a, b] for which there is no constant C such that for all n, for all
eigenvectors φkn of (2.2.1) on Sn,

Ekn ≤ CEkJ,n, (2.2.25)

where Ekn and EkJ,n are, respectively, as in (2.2.12) and (2.2.14).

Note that (2.2.25) constitutes an obstruction for (2.1.12) to hold.

Choose a strict non-empty closed subinterval J of (0, 1), and a sequence Kn going to infinity when
n→∞. Introduce a sequence of meshes (Sn), each one constituted by n+ 2 points such that

x0,n = 0, xn+1,n = 1,
{
xj+1,n − xj,n = Hn, if [xj,n, xj+1,n] ⊂ J,
xj+1,n − xj,n = hn, if [xj,n, xj+1,n] ⊂ [0, 1]\J,

where Hn = Knhn. Remark that the mesh Sn is then totally described by the quantity Kn. From
identities (2.2.17)-(2.2.18), we get:

Ekn
EkJ,n

= 1 +
Ek(0,1)\J,n

EkJ,n
= 1 +

1− |J |
|J |

4 + (λknHn)2

4 + (λknhn)2
.

But
|J |
Hn

+
1− |J |
hn

= n+ 1,

and so (n+ 1)hn = (1− |J |) + |J |/Kn converges to 1− |J | when n→∞. But inequality (2.2.4) gives

λnnhn
2
≥ (n+ 1)hn tan

( n

n+ 1
π

2

)
,
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and then (λnnhn)n goes to infinity when n→∞. Especially, this implies that

Enn
EnJ,n

'
n→∞

1− |J |
|J |

H2
n

h2
n

=
1− |J |
|J |

K2
n →∞,

and therefore there is no constant such that (2.2.25) holds uniformly with respect to n ∈ N and
k ∈ {1, · · · , n}.

Partial regularity assumptions

Without the M -regularity assumption, one can derive partial results, due to the explicit form (2.2.17)
of the energy.

For instance, identity (2.2.17) on the energy of the k-th eigenvector φkn on Sn gives:

Ekn ≤
4 + (λknh1/2,n)2

4 + inf
j

(λknhj+1/2,n)2

(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2).
In particular, if there exists a constant M1 > 0 such that for all n,

h1/2,n ≤M1 inf
j
hj+1/2,n, (2.2.26)

then for all n and k,

Ekn ≤ (1 +M2
1 )
(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2).
Now, consider the reverse equality. From (2.2.17), we get

Ekn ≥
4 + (λknh1/2,n)2

4 + sup
j

(λknhj+1/2,n)2

(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2).
In particular, if there exists a constant M2 > 0 such that for all n,

sup
j
hj+1/2,n ≤M2h1/2,n, (2.2.27)

then, for all n and k, we get

Ekn ≥
1

1 +M2
2

(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2).
Besides, as in Subsubsection 2.2.4, for each integer n, we can consider sequences of meshes Sn

given as in (2.1.6) defined by

x1,n − x0,n = h1/2,n, xj+1,n − xj,n = hn, ∀j ∈ {1, · · · , n},

where h1/2,n and hn are two sequences going to zero. It is then easy to check that if condition (2.2.27)
is not satisfied, that is if hn/h1/2,n →∞ when n→∞, then there is no positive constant c such that

Ekn ≥ c
(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2)
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uniformly in k and n.

On the contrary, if hn/h1/2,n → 0 when n→∞, then there is no constant C such that

Ekn ≤ C
(∣∣∣ φk1,n
h1/2,n

∣∣∣2 +
h2

1/2,n

4

∣∣∣λknφk1,n
h1/2,n

∣∣∣2)
uniformly in k and n.

Therefore, if we consider a sequence of meshes Sn such that Reg(Sn) is unbounded, we cannot
expect in general to have both observability and admissibility properties (2.1.11) uniformly with
respect to n.

Remark 2.2.7. If we are interested in the observability inequality (2.1.12) for a particular subinterval
(a, b) ⊂ (0, 1), the situation is more intricate. As above, due to the explicit description of the energies
(2.2.17) and (2.2.18), one easily check that if there exists a constant M3 such that for all n ∈ N,

sup
xj,n∈(a,b)

{hj+1/2,n} ≤M3 inf
xj,n /∈(a,b)

{hj+1/2,n}, (2.2.28)

then for all n ∈ N and for all k ∈ {1, · · · , n},

Ek(a,b),n ≤
M2

3

(b− a)
Ekn.

However, under the only condition (2.2.28), the estimates (2.2.11) on the eigenvalues might be false,
and therefore the proof presented above of inequality (2.2.22) (with J = (a, b)) fails. We do not know
if assumption (2.2.28) suffices to guarantee (2.2.22) to hold uniformly with respect to n ∈ N and
k ∈ {1, · · · , n}.

Also remark that if assumption (2.2.28) holds for a sequence of meshes Sn for any subinterval
(a, b) ⊂ (0, 1), then there exists a real number M such that all the meshes Sn are M -regular.

2.3 Application to the null controllability of the wave equation

2.3.1 The continuous setting

Let us first present the problem. It is well-known that for any time T > 2, given any initial data
(y0, y1) ∈ L2(0, 1) ×H−1(0, 1), we can find a control function v(t) ∈ L2(0, T ) such that the solution
of 

∂2
tty − ∂2

xxy = 0, (x, t) ∈ (0, 1)× (0, T ),
y(0, t) = v(t), y(1, t) = 0, t ∈ (0, T ),
y(x, 0) = y0(x), ∂ty(x, 0) = y1(x), x ∈ (0, 1),

(2.3.1)

satisfies
y(T ) = 0, ∂ty(T ) = 0. (2.3.2)

By duality (namely the Hilbert Uniqueness Method, or HUM in short), this property is equivalent to
the observability inequality (2.1.4), see [21].

Note that there might be several controls v ∈ L2(0, T ) such that (2.3.2) holds for solutions of
(2.3.1). In the sequel, we will say that such a v is an admissible control for (2.3.1).
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Besides, there is an explicit method to compute the so-called HUM control vHUM , which is the one
of minimal L2(0, T )-norm among all admissible controls for (2.3.1). Indeed, set T > 2 and consider
the functional

J : H1
0 (0, 1)× L2(0, 1)→ R

J (z0, z1) =
1
2

∫ T

0
(∂xz)2(0, t) dt−

∫ 1

0
y0(x)∂tz(x, 0) dx+ < y1, z(., 0) >H−1×H1

0
,

(2.3.3)

where z is the solution of the backward conservative wave equation
∂2
ttz − ∂2

xxz = 0, (x, t) ∈ (0, 1)× (0, T ),
z(0, t) = z(1, t) = 0, t ∈ (0, T ),
z(x, T ) = z0(x), ∂tz(x, T ) = z1(x), x ∈ (0, 1).

(2.3.4)

Then J is strictly convex, coercive (see (2.1.4)), and therefore has a unique minimizer (Z0, Z1) ∈
H1

0 (0, 1)× L2(0, 1). The HUM control is then given by vHUM(t) = ∂xZ(0, t), where Z is the solution
of (2.3.4) with initial data (Z0, Z1).

Note also that the HUM control is the only admissible control v for (2.3.1) that can be written as
v(t) = ∂xz(0, t) for some z solution of (2.3.4) with initial data in H1

0 (0, 1)× L2(0, 1).

It is then natural to try to compute this control numerically. This question will be investigated in
the sequel.

2.3.2 The semi-discrete setting

This part is inspired in [5, 6] where similar results have been derived for uniform meshes.

We consider a mesh Sn as in (2.1.6) and derive an approximation scheme for (2.3.1) from a mixed
finite element method. The problem reads as follows: Given y0

n and y1
n defined on Sn, find a discrete

control vn ∈ L2(0, T ) such that the solution yn of

hj−1/2,n

4
(y′′j−1,n + y′′j,n) +

hj+1/2,n

4
(y′′j,n + y′′j+1,n)

=
yj+1,n − yj,n
hj+1/2,n

− yj,n − yj−1,n

hj−1/2,n
, j = 1, · · · , n, t ∈ [0, T ],

y0,n(t) = vn(t), yn+1,n(t) = 0, t ∈ (0, T ),
yj,n(0) = y0

j,n y′j,n(0) = y1
j,n, j = 1, · · · , n,

(2.3.5)

satisfies

yj,n(T ) = 0, y′j,n(T ) = 0, j = 1, · · · , n. (2.3.6)

Again, the study of this problem is based on a duality principle. Given any T > 2, we choose ε > 0
such that T − 4ε > 2 and a smooth function ρ satisfying{

ρ(t) = 1, if t ∈ [2ε, T − 2ε],
ρ(t) = 0, if t ∈ [0, ε] ∪ [T − ε, T ],

and 0 ≤ ρ(t) ≤ 1, ∀t. (2.3.7)
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We then introduce the functional Jn defined by:

Jn(z0
n, z

1
n) =

1
8

∫ T

0
ρ(t)|z′1,n|2(t) dt+

1
2

∫ T

0

(z1,n(t)
h1/2,n

)2
dt

+

(
h1/2,n

4
y1

1,nz1,n(0) +
n∑
j=1

hj+1/2,n

4
(y1
j,n + y1

j+1,n)(zj,n(0) + zj+1,n(0))

)

−

(
h1/2,n

4
y0

1,nz
′
1,n(0) +

n∑
j=1

hj+1/2,n

4
(y0
j,n + y0

j+1,n)(z′j,n(0) + z′j+1,n(0))

)
,

(2.3.8)

where zn is the solution of

hj−1/2,n

4
(z′′j−1,n + z′′j,n) +

hj+1/2,n

4
(z′′j,n + z′′j+1,n)

=
zj+1,n − zj,n
hj+1/2,n

− zj,n − zj−1,n

hj−1/2,n
, j = 1, · · · , n, t ∈ [0, T ],

z0,n(t) = zn+1,n(t) = 0, t ∈ (0, T ),
zj,n(T ) = z0

j,n, z′j,n(T ) = z1
j,n, j = 1, · · · , n.

(2.3.9)

Then the following Lemma holds:

Lemma 2.3.1. For any integer n, the functional Jn is strictly convex and coercive, and then has a
unique minimizer (Z0

n, Z
1
n). Besides, for all n, if vn is the solution of −

h1/2,n

4
v′′n +

1
h1/2,n

vn = −1
4

(ρZ ′1,n)′ +
1

h2
1/2,n

Z1,n, t ∈ [0, T ],

v′n(0) = v′n(T ) = 0,
(2.3.10)

where Zn is the solution of (2.3.9) with initial data (Z0
n, Z

1
n), then vn(t) is a control of (2.3.5) in time

T .

The proof of Lemma 2.3.1 is the same as in [5]. For completeness, we will give a sketch of the
proof hereafter.

For convenience, we introduce the operators PSn , QSn and RSn which map discrete data an =
(aj,n)j∈{1,··· ,n} given on a mesh Sn as in (2.1.6) to functions defined on (0, 1) by:

PSnan(x) = aj,n + (aj+1,n − aj,n)
(x− xj,n
hj+1/2,n

)
,

QSnan(x) =
aj,n + aj+1,n

2
,

RSnan(x) =
hj+1/2,n

4
(aj,n + aj+1,n) +

n∑
k=j+1

hk+1/2,n

(ak,n + ak+1,n

2

)
,

on [xj,n, xj+1,n],

with the convention a0,n = an+1,n = 0. With these definitions, PSn and QSn are extension operators,
and RSn corresponds to a piecewise continuous approximation operator of the discrete integrals x 7→∫ 1
x QSnan(s) ds.

Let us rewrite all discrete computations in terms of the operators PSn ,QSn ,RSn . First, for any
solution zn of (2.3.9), the energy (2.1.8) writes

En(t) =
1
2
‖QSnzn(t)‖2L2(0,1) +

1
2
‖∂x(PSnzn(t))‖2L2(0,1) . (2.3.11)
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Second, the functional Jn reads as

Jn(z0
n, z

1
n) =

1
8

∫ T

0
ρ(t)|z′1,n|2(t) dt+

1
2

∫ T

0

(z1,n(t)
h1/2,n

)2
dt

+
∫ 1

0
(RSny1

n)(∂xPSnzn(0)) dx−
∫ 1

0
(QSny0

n)(QSnz′n(0)) dx. (2.3.12)

We are now in position to sketch the proof of Lemma 2.3.1.

Sketch of the proof of Lemma 2.3.1. Fix an integer n ∈ N. The functional Jn is strictly convex, and
its coercivity is obvious since we are working in a finite dimensional setting. It follows that Jn has a
unique minimizer (Z0

n, Z
1
n).

Let us compute the Fréchet derivative of Jn in the minimizer (Z0
n, Z

1
n): For any (z0

n, z
1
n), the

solution zn of (2.3.9) on Sn satisfies (Recall the definition (2.3.7) of ρ):

0 =
∫ T

0

(
− 1

4
(ρ(t)Z ′1,n(t))′ +

1
h2

1/2,n

Z1,n(t)
)
z1,n(t) dt

+
∫ 1

0
(RSny1

n)(∂xPSnzn(0)) dx−
∫ 1

0
(QSny0

n)(QSnz′n(0)) dx,

which rewrites, in terms of vn defined in (2.3.10), as

0 =
1
4

∫ T

0
h1/2,nv

′
nz
′
1,n dt+

∫ T

0
vn

z1,n

h1/2,n
dt

+
∫ 1

0
(RSny1

n)(∂xPSnzn(0)) dx−
∫ 1

0
(QSny0

n)(QSnz′n(0)) dx. (2.3.13)

Now, consider yn the solution of (2.3.5) with boundary control vn. Multiplying (2.3.5) by zn
solution of (2.3.9) with initial data (z0

n, z
1
n), we get, after tedious computations that are left to the

reader, that

0 =
1
4

∫ T

0
h1/2,nv

′
nz
′
1,n dt+

∫ T

0
vn

z1,n

h1/2,n
dt

+
∫ 1

0
(RSny1

n)(∂xPSnzn(0)) dx−
∫ 1

0
(QSny0

n)(QSnz′n(0)) dx

−
∫ 1

0
(RSny′n(T ))(∂xPSnz0

n) dx+
∫ 1

0
(QSnyn(T ))(QSnz1

n) dx. (2.3.14)

Combined with (2.3.13), this yields that the solution yn of (2.3.5) satisfies the following property:
For any (z0

n, z
1
n),

−
∫ 1

0
(RSny′n(T ))(∂xPSnz0

n) dx+
∫ 1

0
(QSnyn(T ))(QSnz1

n) dx = 0.

This obviously implies (2.3.6).
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It is natural to ask if the discrete controls vn constructed in Lemma 2.3.1 converge to an admissible
control for (2.3.1) under some assumptions on the convergence of (y0

n, y
1
n). We will prove that this is

indeed the case.

Given a sequence of meshes (Sn)n, we say that the sequence of discrete data (an, bn)n defined on
the meshes Sn strongly converges to (a, b) in L2(0, 1)×H−1(0, 1) if:

QSnan → a in L2(0, 1), and RSnbn →
(
x 7→

∫ 1

x
b(s) ds

)
in L2(0, 1). (2.3.15)

Remark that this definition makes sense, since for b ∈ H−1(0, 1), classical arguments allow to define
the function x 7→

∫ 1
x b(s) ds in L2(0, 1).

Theorem 2.3.2. Let (y0, y1) ∈ L2(0, 1)×H−1(0, 1) and T > 2.

Given M ≥ 1, we consider a sequence (Sn) of M -regular meshes, and a sequence of initial data
(y0
n, y

1
n) which strongly converges to (y0, y1) in L2(0, 1)×H−1(0, 1) in the sense of (2.3.15).

Then the sequence of discrete controls (vn)n given by Lemma 2.3.1 strongly converges in L2(0, T )
to the HUM control vHUM for (2.3.1) with initial data (y0, y1).

First of all, let us mention that, given (y0, y1) ∈ L2(0, 1) × H−1(0, 1), it is possible to find a
sequence of initial data (y0

n, y
1
n) which strongly converges to (y0, y1) in L2(0, 1) × H−1(0, 1) in the

sense of (2.3.15). We will briefly explain later (Remark 2.3.5 below) how this can be done.

The proof of Theorem 2.3.2 is mainly based on inequality (2.1.11), that implies that the discrete
controls vn are bounded in L2(0, T ). Once this is proved, the result can be deduced from classical
convergence properties of the scheme.

Proof. The proof is divided into several steps. First, we prove uniform bounds on the sequence vn.
Second, we prove that any weak limit of vn is an admissible control for (2.3.1). Third, we prove that
there is only one weak limit, which coincides with the HUM-control vHUM of (2.3.1). We finally prove
the strong convergence of the controls vn in L2(0, T ).

Uniform bounds. Since Jn(Z0
n, Z

1
n) ≤ Jn(0, 0) = 0, we have that

1
8

∫ T

0
ρ(t)|Z ′1,n|2(t) dt+

1
2

∫ T

0

(Z1,n(t)
h1/2,n

)2
dt ≤

√
2E∗n(0)

√
‖RSny1

n‖
2
L2(0,1) + ‖QSny0

n‖
2
L2(0,1),

where E∗n(t) denotes the energy of Zn(t), which is constant. In view of the definition of ρ, since we
assume that the meshes Sn are M -regular, inequality (2.1.11) holds. This, combined with the fact
that (QSny0

n) and (RSny1
n) are convergent in L2(0, 1) and therefore bounded, leads us to

kTE∗n(T ) ≤ 1
8

∫ T

0
ρ(t)|Z ′1,n|2(t) dt+

1
2

∫ T

0

(Z1,n(t)
h1/2,n

)2
dt ≤ C. (2.3.16)

Besides, multiplying (2.3.10) by h1/2,nvn and integrating in time gives∫ T

0

h2
1/2,n

4
|v′n(t)|2 + |vn(t)|2 dt =

∫ T

0

(h1/2,n

4
ρ(t)Z ′1,n(t)v′n(t) +

Z1,n(t)
h1/2,n

vn(t)
)
dt

≤
(∫ T

0

h2
1/2,n

4
|v′n(t)|2 + |vn(t)|2 dt

)1/2(∫ T

0

ρ(t)
8
|Z ′1,n|2(t) dt+

1
2

∫ T

0

(Z1,n(t)
h1/2,n

)2
dt
)1/2

, (2.3.17)
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and therefore we obtain ∫ T

0

h2
1/2,n

4
|v′n(t)|2 + |vn(t)|2 dt ≤ C. (2.3.18)

We have thus proved, using the M -regularity assumption, that the sequence of discrete controls vn is
bounded in L2(0, T ). Therefore there exists a function v ∈ L2(0, T ) such that

vn ⇀ v, in L2(0, T ) weak, and h1/2,nv
′
n ⇀ 0, in L2(0, T ) weak. (2.3.19)

The second statement in (2.3.19) comes from the continuity of the derivation in the sense of distribu-
tions.

The function v is an admissible control for (2.3.1). We need the following classical Lemma
on the convergence of the numerical schemes (which can be found for instance in [7]):

Lemma 2.3.3. Consider two smooth functions (u0, u1) on (0, 1) such that u0(0) = u0(1) = 0 and
u(x, t) the solution of the conservative system (2.1.1) with initial data (u0, u1).

Given a sequence (Sn)n of M -regular meshes, for all n ∈ N, we denote by un(t) the solution of the
conservative semi-discrete scheme (2.1.7) with initial data

u0
j,n = u0(xj,n), u1

j,n = u1(xj,n), j ∈ {1, · · · , n}.

Then (PSnuj,n,QSnu′j,n) strongly converges to (u, u′) in C([0, T ];H1
0 (0, 1)× L2(0, 1)) and

u1,n(t)
h1/2,n

→ ∂xu(0, t) in L2(0, T ), and u′1,n(t)→ 0 in L2(0, T ). (2.3.20)

This result is of course still true for the backward system (2.3.4) and its semi-discrete approxima-
tions (2.3.9).

Now, consider two smooth functions (z0, z1), and define, as in Lemma 2.3.3, the solution z of the
backward wave equation (2.3.4) with initial data (z0, z1), and the solution zn of the semi-discrete
systems (2.3.9), with initial data (z0(xj,n), z1(xj,n)).

Using (2.3.19) and Lemma 2.3.3, we can pass to the limit in (2.3.13) and obtain that the solution
z of (2.3.4) satisfies:

0 =
∫ T

0
v(t)∂xz(0, t) dt+ < y1, z(., 0) >H−1(0,1)×H1

0 (0,1) −
∫ 1

0
y0(x)∂tz(x, 0) dx. (2.3.21)

By a density argument, this identity can be extended to any (z0, z1) ∈ H1
0 (0, 1)× L2(0, T ).

Besides, for any (z0, z1) ∈ H1
0 (0, 1) × L2(0, 1), as in (2.3.14), multiplying the solution of (2.3.1)

with boundary condition y(0, t) = v(t) and initial data (y0, y1) by z solution of (2.3.4) with initial
data (z0, z1), we obtain that

0 =
∫ T

0
v(t)∂xz(0, t) dt+ < y1, z(., 0) >H−1(0,1)×H1

0 (0,1) −
∫ 1

0
y0(x)∂tz(x, 0) dx

− < ∂ty(T ), z0 >H−1(0,1)×H1
0 (0,1) +

∫ 1

0
y(T, x)z1(x) dx.
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Hence we deduce from (2.3.21) that

< ∂ty(T ), z0 >H−1(0,1)×H1
0 (0,1) −

∫ 1

0
y(T, x)z1(x) dx = 0.

Therefore y satisfies (2.3.2). This precisely means that v is an admissible control for (2.3.1).

The limit v is the HUM control vHUM . It is sufficient to prove that v(t) coincides with some
∂xz(t, 0), where z is the solution of (2.3.4) for some initial data (z0, z1) ∈ H1

0 (0, 1)× L2(0, 1), see for
instance [21].

From (2.3.16), there exist two functions Z0 ∈ H1
0 (0, 1) and Z1 ∈ L2(0, 1) such that

PSnZ0
n ⇀ Z0, H1

0 (0, 1) weak, and QSnZ1
n ⇀ Z1, L2(0, 1) weak.

Using the weak formulations of (2.3.9) and the conservation of the energy, we can prove (the proof
can be adapted in a standard way from the arguments in [7], in particular Lemma 2.3.3, and is left to
the reader) that:

(PSnZn,QSnZn) ⇀ (Z,Z ′) in L∞(0, T ;H1
0 (0, 1)× L2(0, 1)) ∗ weak,

∀t ∈ [0, T ], (PSnZn(t),QSnZn(t)) ⇀ (Z(t), Z ′(t)) in H1
0 (0, 1)× L2(0, 1) weak,

(2.3.22)

where Z is the solution of (2.3.4) with initial data (Z0, Z1). Besides, one easily shows that

Z1,n

h1/2,n
−
h1/2,n

4
Z ′′1,n ⇀ ∂xZ(0, t), in D′(0, T ). (2.3.23)

But Z1,n/h1/2,n is bounded in L2(0, T ) from (2.3.16), and therefore h1/2,nZ
′′
1,n ⇀ 0 in D′(0, T ). This

also gives that

Z1,n

h1/2,n
⇀ ∂xZ in D′(0, T ), Z1,n ⇀ 0 in D′(0, T ), h1/2,n(ρZ ′1,n)′ ⇀ 0 in D′(0, T ). (2.3.24)

Combined with the definition of vn in Lemma 2.3.1, it follows that

−
h2

1/2,n

4
v′′n + vn ⇀ ∂xZ(0, t), in D′(0, T ).

But, since vn is bounded in L2(0, T ) by (2.3.18),

h2
1/2,nv

′′
n ⇀ 0 in D′(0, T ),

and therefore v(t) = ∂xZ(0, t) in D′(0, T ).

Since we have already proved that v is an admissible control for (2.1.1), this proves that v is the
HUM control vHUM .

Strong convergence. Since the weak convergence is already proven, it is sufficient to prove the
convergence of the L2(0, T )-norms.
Since v(t) = ∂xZ(0, t) for a solution Z of (2.3.4) with initial data (Z0, Z1), we get from (2.3.21) that
:

0 =
∫ T

0
(∂xZ(0, t))2 dt− < y1, Z(., 0) >H−1(0,1)×H1

0 (0,1) −
∫ 1

0
y0(x)∂tZ(x, 0) dx. (2.3.25)
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But (2.3.13) gives:

0 =
1
4

∫ T

0
ρ(t)|Z ′1,n(t)|2 dt+

∫ T

0

∣∣∣Z1,n(t)
h1/2,n

∣∣∣2 dt
+
∫ 1

0
(RSny1

n)(x)∂x(PSnZn)(x, 0) dx−
∫ 1

0
(QSny0

n)(x)(QSnZ ′n)(x, 0) dx.

Convergences (2.3.22) and (2.3.15) imply that we can pass to the limit in the linear term, and therefore,
by (2.3.25), we get:

1
4

∫ T

0
ρ(t)|Z ′1,n(t)|2 dt+

∫ T

0

∣∣∣Z1,n(t)
h1/2,n

∣∣∣2 dt→ ∫ T

0
|∂xZ(0, t)|2 dt.

Combined with the weak convergences (2.3.24), this proves the following strong convergences:
√
ρZ ′1,n → 0,
Z1,n

h1/2,n
(t)→ ∂xZ(0, t),

in L2(0, T ).

But, from the definition (2.3.10) of vn, the convergence (2.3.19) implies that:∫ T

0

h2
1/2,n

4
|v′n(t)|2 + |vn(t)|2 dt =

∫ T

0

h1/2,n

4
ρ(t)Z ′1,n(t)v′n(t) +

Z1,n(t)
h1/2,n

vn(t) dt

−→
∫ T

0
∂xZ(0, t)v(t) dt =

∫ T

0
v(t)2 dt.

Hence we deduce from (2.3.19) that:

h1/2,nv
′
n → 0 in L2(0, T ), and vn → v = vHUM in L2(0, T ),

which concludes the proof of Theorem 2.3.2.

Remark 2.3.4. The proof of Theorem 2.3.2 slightly differs from the one in [5], which presented an
approach based on the spectral decomposition of the solutions. This technique, in our context, seems
more technically involved than the one presented above, since the spectrum is not as explicit as in the
case of a uniform mesh.

Remark 2.3.5. Let us briefly comment the hypothesis (2.3.15), and prove that, given (a, b) ∈ L2(0, 1)×
H−1(0, 1) and a sequence Sn of M -regular meshes, there exists a sequence of discrete data (an, bn)
defined on the mesh Sn which strongly converges to (a, b) in L2(0, 1) × H−1(0, 1) in the sense of
(2.3.15).

Indeed, for a ∈ L2(0, 1), define an = ASn(a) as follows (recall the convention an+1,n = 0):

aj,n + aj+1,n =
2

hj+1/2,n

∫ xj+1,n

xj,n

a(x) dx, 1 ≤ j ≤ n.

If a is continuous on [0, 1], one easily checks that

‖QSn(ASn(a))− a‖L2(0,1) → 0.

Besides, if a is in L2, we have that

‖QSn(ASn(a))− a‖L2(0,1) ≤ C ‖a‖L2(0,1) .
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This, using the density of the continuous functions in L2(0, 1), is sufficient to prove that the sequence
of discrete data an = QSn(ASn(a)) converges to a in L2(0, 1) for all a ∈ L2(0, 1).

For the approximation of b ∈ H−1(0, 1), we look for an approximation of

B(x) =
∫ 1

x
b(s) ds,

which lies in L2(0, 1). Thus, the sequence Bn = ASnB provides discrete data which satisfy QSn(Bn)→
B in L2(0, 1) when n → ∞. It is then sufficient to find discrete data bn such that RSnbn = QSnBn,
and this can be done explicitly.

2.4 Application to the damped wave equation

2.4.1 The continuous setting

We consider the continuous damped wave equation on the interval (0, 1):


∂2
ttw − ∂2

xxw + 2σ∂tw = 0, (x, t) ∈ (0, 1)× (0,∞),
w(0, t) = w(1, t) = 0, t ∈ (0,∞),
w(x, 0) = w0(x), ∂tw(x, 0) = w1(x), x ∈ (0, 1),

(2.4.1)

with w0 ∈ H1
0 (0, 1) and w1 ∈ L2(0, 1).

We assume that the damping function σ = σ(x) is bounded, non-negative and bounded from below
by a positive number on a subinterval J , that is there exists α > 0, such that

σ(x) ≥ α, ∀x ∈ J, and ‖σ‖∞ = K. (2.4.2)

Then the energy, defined by (2.1.2), satisfies the dissipation law

dE

dt
(t) = −2

∫ 1

0
σ(x)|∂tw(t, x)|2 dx, t ≥ 0. (2.4.3)

It is well-known that, under the assumption (2.4.2), the energy is exponentially decaying: There exist
positive constants C and µ such that

E(t) ≤ C E(0) exp(−µt), t ≥ 0. (2.4.4)

Using classical arguments in stabilization theory (see [16]), the energy of (2.4.1) is exponentially
decaying if and only if the observability inequality (2.1.5) holds for solutions of the conservative
system (2.1.1).
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2.4.2 The semi-discrete setting

We consider a mesh Sn as in (2.1.6), and discretize equation (2.4.1) according to the mixed finite
element method:

hj−1/2,n

4
(w′′j−1,n + w′′j,n) +

hj+1/2,n

4
(w′′j,n + w′′j+1,n) =

−
hj−1/2,nσj−1/2,n

2
(w′j−1,n + w′j,n)−

hj+1/2,nσj+1/2,n

2
(w′j,n + w′j+1,n)

+
wj+1,n − wj,n
hj+1/2,n

− wj,n − wj−1,n

hj−1/2,n
, j = 1, · · · , n, t ∈ [0,∞),

w0(t) = wn+1(t) = 0, t ∈ [0,∞),
wj(0) = w0

j,n, w′j(0) = w1
j,n, j = 1, · · · , n,

(2.4.5)

where σj+1/2,n is an approximation on [xj,n, xj+1,n] of the damping function σ in (2.4.1) which is
assumed to satisfy the following properties:

σj+1/2,n ≥ α, ∀[xj,n, xj+1,n] ⊂ J, and 0 ≤ σj+1/2,n ≤ K, ∀j ∈ {0, · · · , n}, (2.4.6)

where α, K and J are as in (2.4.2).

The energy (2.1.8) of solutions of (2.4.5) satisfies

dEn
dt

(t) = −2
n∑
j=0

hj+1/2,nσj+1/2,n

(
w′j,n(t) + w′j+1,n(t)

2

)2

. (2.4.7)

Obviously, this dissipation law corresponds to a discrete version of (2.4.3).

The question we investigate is the following: Given a sequence (Sn)n of meshes, can we find positive
constants C and µ independent of n such that

En(t) ≤ C En(0) exp(−µt), t ≥ 0, (2.4.8)

for any solution of (2.4.5) on Sn?

Similarly as in the continuous setting, this property is equivalent to the uniform observability
inequality (2.1.12) for solutions of the conservative system (2.1.7) (see for instance [28]). Therefore
Theorem 2.1.2 leads to the following result:

Theorem 2.4.1. Let M ≥ 1, and consider a sequence (Sn)n of M -regular meshes and a sequence of
damping functions σn satisfying (2.4.6).

Then there exist positive constants C and µ such that for all n, inequality (2.4.8) holds for any
solution of (2.4.5) on Sn.

The proof of Theorem 2.4.1, which can be adapted in a standard way from [16] or [28], is left to
the reader.

Remark 2.4.2. Note that this method yields an estimate on the decay rate µ appearing in (2.4.8),
which is far from being optimal in general. This is a drawback of the method, which is based on a
perturbation argument of the conservative system. Even in the continuous setting, the decay rate
parameter obtained through this method is not in general the sharp one, which is known to coincide
(at least in the one dimensional case) with the spectral abscissa (see [8]).
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Remark 2.4.3. The analysis proposed here can be applied as well to the 1d Perfectly Matched Layers
equations (see [2, 11]), which, roughly, consists in a damped wave equation written in hyperbolic form:

∂tp+ ∂xq + σp = 0, (x, t) ∈ (0, 1)× (0,∞),
∂tq + ∂xp+ σq = 0, (x, t) ∈ (0, 1)× (0,∞),
q(0, t) = p(1, t) = 0, t ∈ (0,∞),
q(x, 0) = q0(x), p(x, 0) = p0(x), x ∈ (0, 1),

(2.4.9)

where σ satisfies the assumptions (2.4.2).

In [11], it is proven that the 1d PML system is exponentially stable: The energy of solutions of
(2.4.9), defined as

E(t) =
1
2

∫ 1

0
|p(t, x)|2 + |q(t, x)|2 dx,

is exponentially decaying.

Besides, stabilization properties for space semi-discrete approximation schemes on uniform meshes
are studied in [11]: It is proved that finite difference approximation schemes are not uniformly ex-
ponentially stable, but adding a viscosity term in space makes the schemes uniformly exponentially
stable.
We claim that the so-called Box scheme (see for instance [13, 4]) on M -regular meshes for the 1d PML
equations also are exponentially stable. To be more precise, for Sn is a M -regular mesh, we consider
the space approximation scheme of (2.4.9) given by:

(p′j,n + p′j+1,n

2

)
+
(qj+1,n − qj,n

hj+1/2,n

)
= 0, 0 ≤ j ≤ n, t ≥ 0,(q′j,n + q′j+1,n

2

)
+
(pj+1,n − pj,n

hj+1/2,n

)
= 0, 0 ≤ j ≤ n, t ≥ 0,

q0,n(t) = pn+1,n(t) = 0, t ≥ 0.

(2.4.10)

Then the energy of solutions (pn, qn) of (2.4.10), defined by

En(t) =
1
2

n∑
j=0

hj+1/2,n

((pj,n + pj+1,n

2

)2
+
(qj,n + qj+1,n

2

)2
)

+
1
8

( 1
n+ 1

)2
n∑
j=0

hj+1/2,n

((p′j,n + p′j+1,n

2

)2
+
(q′j,n + q′j+1,n

2

)2
)
, (2.4.11)

is exponentially decaying, uniformly with respect to n.

2.5 Further comments

In this paper, we have analyzed a space semi-discrete scheme derived from a mixed finite element
method for a 1d wave equation, which has a good behavior with respect to both stabilization and
controllability properties for a large class of nonuniform meshes.

1. The key point of our analysis is the description of the spectrum of the space discrete operator
given in Theorems 2.2.1-2.2.3. It is particularly surprising that the spectrum can be described in a
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rather explicit way for any mesh. This does not seem to be the case for other classical schemes, as the
ones provided by finite difference or finite element methods. To our knowledge, in these cases, only
asymptotic distributions of the eigenvalues are available, see for instance [3] and the literature therein.

2. It would be particularly challenging to understand the behavior of the discrete waves in higher
dimension on nonuniform meshes. To our knowledge, this question has not been addressed so far. We
expect this question to be difficult to address with the tools used until now, which require either a
good knowledge of the eigenvalues (see [17, 25, 23, 26, 24, 31, 5, 6] and our own approach) or the
existence of multipliers that behave well (see [28, 27, 11]) on the discrete systems.

3. Let us mention the recent work [10], which studied observability properties for time-discrete
approximation schemes of linear conservative systems in a very general abstract setting. The approach
developed in [10] allows to derive uniform observability inequalities for time-discrete approximation
schemes in a systematic way. One of the interesting features of this technique is that it can be applied
to fully discrete schemes as soon as the space semi-discrete approximation schemes satisfy uniform
observability properties (see [10, Section 5]). Note that the study presented here fits in this abstract
setting. Therefore, combining Theorem 2.1.2 and the results in [10], one can derive uniform (with
respect to the time and space discretization parameters) observability properties for time-discrete
approximation schemes of the space semi-discrete approximation scheme (2.1.7).

4. It would be interesting to estimate the (asymptotic) decay rate for the semi-discrete damped
equation as in the continuous case, see [8]. In the continuous case, the computation of the decay rate
of the energy is technically involved and requires to work directly on the damped system. We refer to
the works [8, 9, 20] that deal with these questions for damped wave equations.

To our knowledge, even in the case of uniform meshes, this question is still open. Only some
partial results in this direction are available in [11] for the space semi-discrete Perfectly Matched
Layers equations (see [2]).

5. Let us also mention the recent work [12], which analyzes stabilization properties for time-
discrete approximation schemes of abstract damped systems. In particular, in [12], several time-
discrete approximation schemes have been designed to guarantee uniform (with respect to the time
discretization parameter) stabilization properties, by adding a numerical viscosity term in time which
efficiently damps out the high frequency components. Besides, this can also be applied to families of
uniformly exponentially stable systems, and in particular to families of space semi-discrete approxi-
mation schemes that fit into the abstract setting of [12], which is the case for discrete approximations
of damped wave equations. Thus, one can combine Theorem 2.4.1 and the results in [12] to derive
uniformly (with respect to both time and space discretization parameters) exponentially stable fully
discrete approximation schemes.

Acknowledgments. The author is grateful to E. Zuazua and J.-P. Puel for several suggestions
and remarks related to this work.
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[28] L.R. Tcheugoué Tébou and E. Zuazua. Uniform exponential long time decay for the space semi-
discretization of a locally damped wave equation via an artificial numerical viscosity. Numer.
Math., 95(3):563–598, 2003.

[29] L. N. Trefethen. Group velocity in finite difference schemes. SIAM Rev., 24(2):113–136, 1982.

[30] R. M. Young. An introduction to nonharmonic Fourier series. Academic Press Inc., San Diego,
CA, first edition, 2001.

[31] E. Zuazua. Boundary observability for the finite-difference space semi-discretizations of the 2-D
wave equation in the square. J. Math. Pures Appl. (9), 78(5):523–563, 1999.

[32] E. Zuazua. Propagation, observation, and control of waves approximated by finite difference
methods. SIAM Rev., 47(2):197–243 (electronic), 2005.

63





Part II

Observability and stabilization
properties for time-discrete

approximation schemes

65





Chapter 3

On the observability of time-discrete
conservative linear systems

Joint work with Chuang Zheng and Enrique Zuazua.

———————————————————————————————————————————–
Abstract: We consider various time discretization schemes of abstract conservative evolution equa-
tions of the form ż = Az, where A is a skew-adjoint operator. We analyze the problem of observability
through an operator B. More precisely, we assume that the pair (A,B) is exactly observable for
the continuous model, and we derive uniform observability inequalities for suitable time-discretization
schemes within the class of conveniently filtered initial data. The method we use is mainly based on
the resolvent estimate given by Burq & Zworski in [2]. We present some applications of our results
to time-discrete schemes for wave, Schrödinger and KdV equations and fully discrete approximation
schemes for wave equations.
———————————————————————————————————————————–

3.1 Introduction

Let X be a Hilbert space endowed with the norm ‖·‖X and let A : D(A) → X be a skew-adjoint
operator with compact resolvent. Let us consider the following abstract system:

ż(t) = Az(t), z(0) = z0. (3.1.1)

Here and henceforth, a dot (˙) denotes differentiation with respect to the time t. The element z0 ∈ X
is called the initial state, and z = z(t) is the state of the system. Such systems are often used as models
of vibrating systems (e.g., the wave equation), electromagnetic phenomena (Maxwell’s equations) or
in quantum mechanics (Schrödinger’s equation).

Assume that Y is another Hilbert space equipped with the norm ‖·‖Y . We denote by L(X,Y )
the space of bounded linear operators from X to Y , endowed with the classical operator norm. Let
B ∈ L(D(A), Y ) be an observation operator and define the output function

y(t) = Bz(t). (3.1.2)

In order to give a sense to (3.1.2), we make the assumption that B is an admissible observation
operator in the following sense (see [27]):
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Chapter 3. On the observability of time-discrete conservative linear systems

Definition 3.1.1. The operator B is an admissible observation operator for system (3.1.1)-(3.1.2) if
for every T > 0 there exists a constant KT > 0 such that∫ T

0
‖y(t)‖2Y dt ≤ KT ‖z0‖2X , ∀ z0 ∈ D(A). (3.1.3)

Note that if B is bounded in X, i.e. if it can be extended such that B ∈ L(X,Y ), then B is
obviously an admissible observation operator. However, in applications, this is often not the case, and
the admissibility condition is then a consequence of a suitable “hidden regularity” property of the
solutions of the evolution equation (3.1.1).

The exact observability property of system (3.1.1)-(3.1.2) can be formulated as follows:

Definition 3.1.2. System (3.1.1)-(3.1.2) is exactly observable in time T if there exists kT > 0 such
that

kT ‖z0‖2X ≤
∫ T

0
‖y(t)‖2Y dt, ∀ z0 ∈ D(A). (3.1.4)

Moreover, (3.1.1)-(3.1.2) is said to be exactly observable if it is exactly observable in some time T > 0.

Note that observability issues arise naturally when dealing with controllability and stabilization
properties of linear systems (see for instance the textbook [16]). Indeed, controllability and observ-
ability are dual notions, and therefore each statement concerning observability has its counterpart in
controllability. In the sequel, we mainly focus on the observability properties of (3.1.1)-(3.1.2).

It was proved in [2, 18] that system (3.1.1)-(3.1.2) is exactly observable if and only if the following
assertion holds:{

There exist constants M,m > 0 such that

M2 ‖(iωI −A)z‖2 +m2 ‖Bz‖2Y ≥ ‖z‖
2 , ∀ ω ∈ R, z ∈ D(A).

(3.1.5)

This spectral condition can be viewed as a Hautus-type test, and generalizes the classical Kalman rank
condition, see for instance [18, 26]. To be more precise, if (3.1.5) holds, then system (3.1.1)-(3.1.2) is
exactly observable in any time T > T0 = πM (see [18]).

There is an extensive literature providing observability results for wave, plate, Schrödinger and
elasticity equations, among other models and by various methods including microlocal analysis, mul-
tipliers and Fourier series, etc. Our goal in this paper is to develop a theory allowing to get results
for time-discrete systems as a direct consequence of those corresponding to the time-continuous ones.

Let us first present a natural discretization of the continuous system. For any 4t > 0, we denote
by zk and yk respectively the approximations of the solution z and the output function y of system
(3.1.1)–(3.1.2) at time tk = k4t for k ∈ Z. Consider the following implicit midpoint time discretization
of system (3.1.1): 

zk+1 − zk

4t
= A

(zk+1 + zk

2

)
, in X, k ∈ Z,

z0 given.
(3.1.6)

The output function of (3.1.6) is given by

yk = Bzk, k ∈ Z. (3.1.7)
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3.1. Introduction

Note that (3.1.6)–(3.1.7) is a discrete version of (3.1.1)–(3.1.2).

Taking into account that the spectrum of A is purely imaginary, it is easy to show that
∥∥zk∥∥

X
is

conserved in the discrete time variable k ∈ Z, i.e.
∥∥zk∥∥

X
=
∥∥z0
∥∥
X

. Consequently the scheme under
consideration is stable and its convergence (in the classical sense of numerical analysis) is guaranteed
in an appropriate functional setting.

The uniform exact observability problem for system (3.1.6) is formulated as follows: To find a
positive constant k̃T , independent of 4t, such that the solutions zk of system (3.1.6) satisfy:

k̃T
∥∥z0
∥∥2

X
≤ 4t

∑
k∈(0,T/4t)

∥∥∥yk∥∥∥2

Y
, (3.1.8)

for all initial data z0 in an appropriate class.

Clearly, (3.1.8) is a discrete version of (3.1.4).

Note that this type of observability inequalities appears naturally when dealing with stabilization
and controllability problems (see, for instance, [16, 26, 31]). For numerical approximation processes,
it is important that these inequalities hold uniformly with respect to the discretization parameter(s)
(here 4t only) to recover uniform stabilization properties or the convergence of discrete controls to the
continuous ones. We refer to the survey [31] and the references therein for more precise statements.
To our knowledge, there are very few results addressing the observability issues for time semi-discrete
schemes. We refer to [19], where the uniform controllability of a fully discrete approximation scheme
of the 1-d wave equation is analyzed, and to [28], where a time discretization of the wave equation
is analyzed using multiplier techniques. Especially, the results in [28] may be viewed as a particular
instance of the abstract models we address here.

In the sequel, we are interested in understanding under which assumptions inequality (3.1.8) holds
uniformly on 4t. One expects to do it so that, when letting 4t → 0, one recovers the observability
property of the continuous model.

It can be done by means of a spectral filtering mechanism. More precisely, since A is skew-adjoint
with compact resolvent, its spectrum is discrete and σ(A) = {iµj : j ∈ N}, where (µj)j∈N is a sequence
of real numbers. Set (Φj)j∈N an orthonormal basis of eigenvectors of A associated to the eigenvalues
(iµj)j∈N, that is:

AΦj = iµjΦj . (3.1.9)

Moreover, we define

Cs = span {Φj : the corresponding iµj satisfies |µj | ≤ s}. (3.1.10)

We will prove that inequality (3.1.8) holds uniformly (with respect to 4t > 0) in the class Cδ/4t
for any δ > 0 and for Tδ large enough, depending on the filtering parameter δ.

This result will be obtained as a consequence of the following theorem:

Theorem 3.1.3. Let δ > 0.

Assume that we have a family of vector spaces Xδ,4t ⊂ X and a family of unbounded operators
(A4t, B4t) depending on the parameter 4t > 0 such that
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Chapter 3. On the observability of time-discrete conservative linear systems

(H1) For each 4t > 0, the operator A4t is skew-adjoint on Xδ,4t, and the vector space Xδ,4t is
globally invariant by A4t. Moreover,

‖A4tz‖X ≤
δ

4t
‖z‖X , ∀z ∈ Xδ,4t, ∀4t > 0. (3.1.11)

(H2) There exists a positive constant CB such that

‖B4tz‖Y ≤ CB ‖A4tz‖X , ∀z ∈ Xδ,4t, ∀4t > 0. (3.1.12)

(H3) There exist two positive constants M and m such that

M2 ‖(A4t − iωI)z‖2X +m2 ‖B4tz‖2Y ≥ ‖z‖
2
X ,

∀z ∈ Xδ,4t ∪ D(A4t),∀ω ∈ R, ∀4t > 0.
(3.1.13)

Then there exists a time Tδ such that for all time T > Tδ, there exists a positive constant kT,δ such
that for 4t > 0 small enough, the solution of

zk+1 − zk

4t
= A4t

(zk+1 + zk

2

)
, in Xδ,4t, k ∈ Z, . (3.1.14)

with initial data z0 ∈ Xδ,4t satisfies

kT,δ
∥∥z0
∥∥2

X
≤ 4t

∑
k∈(0,T/4t)

∥∥∥B4tzk∥∥∥2

Y
, ∀ z0 ∈ Xδ,4t. (3.1.15)

Moreover, Tδ can be taken to be such that

Tδ = π
[(

1 +
δ2

4

)2
M2 +m2C2

B

δ4

16

]1/2
, (3.1.16)

where CB is as in (3.2.1).

As we shall see in Theorem 3.2.1, taking A4t = A, B4t = B and Xδ/4t = Cδ/4t, Theorem 3.1.3
provides an observability result within the class Cδ/4t for system (3.1.6)-(3.1.7), as a consequence of
assumption (3.1.5) and B ∈ L(D(A), Y ).

Theorem 3.1.3 is also useful to address observability issues for more general time-discretization
schemes of (3.1.1)-(3.1.2) than (3.1.6). For instance, one can consider time semi-discrete schemes of
the form

zk+1 = T4tzk, yk = Bzk, (3.1.17)

where T4t is a linear operator with the same eigenvectors as the operator A. We will prove that, under
some general assumptions on T4t, inequality (3.1.8) holds uniformly on 4t for solutions of (3.1.17)
when the initial data are taken in the class Cδ/4t, as we shall see in Theorem 3.3.1.

We can also consider second order in time systems such as

ü(t) +A0u(t) = 0; u(0) = u0, u̇(0) = v0, (3.1.18)

where A0 is a positive self-adjoint operator. Of course, such systems can be written in the same first-
order form as (3.1.1). However, there are time-discretization schemes such as the Newmark method
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3.2. The implicit mid-point scheme

which cannot be put in the form (3.1.17). Hence we present a specific analysis of the Newmark method
for (3.1.18), still based on Theorem 3.1.3.

One of the interesting applications of our results, and, in particular of Theorem 3.1.3, is that
they allow us to develop a two-step strategy to study the observability of fully discrete approximation
schemes of (3.1.1)-(3.1.2). Roughly speaking, first, one needs to derive observability properties for
space semi-discrete approximation schemes, uniformly with respect to the space mesh-size parameter,
as it has already been done in many cases (see [4, 6, 7, 10, 20, 21, 30] and [31] for more references).
Second, applying the results of this paper on time discretizations, the uniform observability (with
respect to both the time and space mesh-sizes) for the fully discrete approximation schemes is derived.
This procedure will be described in detail in Section 3.5. To our knowledge, the observability properties
of fully discrete approximation schemes have been studied only in [19], in the very particular case of
the 1-d wave equation. The results we present here can be applied to a much wider class of systems,
time-discretization schemes, in one and several space dimensions, etc.

To complete our analysis of the discretizations of system (3.1.1)-(3.1.2), we also analyze admissi-
bility properties for the time semi-discrete systems introduced throughout this paper. They are useful
when deriving controllability results out of the observability ones. More precisely, it allows proving
controllability results by means of duality arguments combined with observability and admissibility
results (see for instance the textbook [16] and the survey article [31]). In particular, we prove that
the admissibility inequality (3.1.3) can be interpreted in terms of the behavior of wave packets. From
this wave packet estimate, we will deduce admissibility inequalities for the time semi-discrete schemes.
This part can be read independently from the rest of the article.

The outline of this paper is as follows.

In Section 3.2 we prove Theorem 3.1.3, from which we deduce the uniform observability property
(3.1.8) for system (3.1.6)-(3.1.7), assuming that the initial data are taken in some subspace of filtered
data Cδ/4t for arbitrary δ > 0. Our proof of Theorem 3.1.3 is mainly based on the resolvent estimate
(3.1.13), combined with standard Fourier arguments adapted to the time-discrete setting. In Section
3.3, we show how to apply Theorem 3.1.3 to obtain similar results for time semi-discrete approxima-
tion schemes such as (3.1.17) and the Newmark approximation schemes, for which we prove that a
uniform observability inequality holds as well, provided the initial data belong to Cδ/4t. In Section
3.4, we give some applications to the observability of some classical conservative equations, such as the
Schrödinger equation or the linearized KdV equation, etc. In Section 3.5, we give some applications
of our main results to fully discrete schemes for skew-adjoint systems as (3.1.1). In Section 3.6, we
present admissibility results similar to (3.1.3) for the time semi-discrete schemes used along the article.
We end the paper by stating some further comments and open problems.

3.2 The implicit mid-point scheme

In this section we show the uniform observability of system (3.1.6)-(3.1.7), which can be seen as a
direct consequence of Theorem 3.1.3. In other words, its proof is a simplified version of the one of
Theorem 3.1.3. To avoid the duplication of the process, we only give the proof of the latter one, which
is more general.

Let us first introduce some notations and definitions.

The Hilbert space D(A) is endowed with the norm of the graph of A, which is equivalent to ‖A · ‖
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Chapter 3. On the observability of time-discrete conservative linear systems

since A has a compact resolvent. It follows that B ∈ L(D(A), Y ) implies

‖Bz‖Y ≤ CB ‖Az‖X , ∀z ∈ D(A). (3.2.1)

We are now in position to claim the following theorem based on the resolvent estimate (3.1.5):

Theorem 3.2.1. Assume that (A,B) satisfy (3.1.5) and that B ∈ L(D(A), Y ).

Then, for any δ > 0, there exists Tδ such that for any T > Tδ, there exists a positive constant kT,δ,
independent of 4t, such that for 4t > 0 small enough, the solution zk of (3.1.6) satisfies

kT,δ
∥∥z0
∥∥2

X
≤ 4t

∑
k∈(0,T/4t)

∥∥∥Bzk∥∥∥2

Y
, ∀ z0 ∈ Cδ/4t. (3.2.2)

Moreover, Tδ can be taken to be such that

Tδ = π
[
M2
(

1 +
δ2

4

)2
+m2C2

B

δ4

16

]1/2
, (3.2.3)

where CB is as in (3.2.1).

Remark 3.2.2. If we filter at a scale smaller than 4t, for instance in the class Cδ/(4t)α , with α < 1,
then δ in (3.2.3) vanishes as 4t tends to zero. In that case the uniform observability time T0 we
obtain is T0 = πM, which coincides with the time obtained by the resolvent estimate (3.1.5) in the
continuous setting (see [18]). Note that, however, even in the continuous setting, in general πM is not
the optimal observability time.

Proof of Theorem 3.2.1. Theorem 3.2.1 can be seen as a direct consequence of Theorem 3.1.3, which
will be proved below. Indeed, one can easily verify that (H1)–(H3) hold by taking A4t = A, B4t = B
and Xδ,4t = Cδ/4t.

Before getting into the proof of Theorem 3.1.3, let us first introduce the discrete Fourier transform
at scale 4t, which is one of the main ingredients of the proof of Theorem 3.1.3.

Definition 3.2.3. Given any sequence (uk) ∈ l2(4tZ), we define its Fourier transform as:

û(τ) = 4t
∑
k∈Z

uk exp(−iτk4t), τ4t ∈ (−π, π]. (3.2.4)

For any function v ∈ L2(−π/4t, π/4t), we define the inverse Fourier transform at scale 4t > 0:

ṽk =
1

2π

∫ π/4t

−π/4t
v(τ) exp(iτk4t) dτ, k ∈ Z. (3.2.5)

According to Definition 3.2.3,
˜̂u = u, ˆ̃v = v, (3.2.6)

and the Parseval identity holds

1
2π

∫ π/4t

−π/4t
|û(τ)|2 dτ = 4t

∑
k∈Z
|uk|2. (3.2.7)

These properties will be used in the sequel.
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3.2. The implicit mid-point scheme

Proof of Theorem 3.1.3. The proof is split into three parts.

Step 1: Estimates in the class Xδ,4t. Let us take z0 ∈ Xδ,4t. Then the solution of (3.1.14)
has constant norm since A4t is skew-adjoint (see (H1)). Indeed,

zk+1 =
(I + 4t

2 A4t

I − 4t2 A4t

)
zk := T4tzk,

where the operator T4t is obviously unitary.

Further, since
zk + zk+1

2
=

1
2

(
I + T4t

)
zk =

( I

I − 4t2 A4t

)
zk,

we get that for any k, ∥∥∥∥z0 + z1

2

∥∥∥∥2

X

=
∥∥∥∥zk + zk+1

2

∥∥∥∥2

X

≥ 1

1 +
(δ

2

)2

∥∥z0
∥∥2

X
, (3.2.8)

as a consequence of (3.1.11) and the skew-adjointness assumption (H1) of A4t.

Step 2: The resolvent estimate. Set χ ∈ H1(R) and χk = χ(k4t). Let gk = χkzk, and

fk =
gk+1 − gk

4t
−A4t

(gk+1 + gk

2

)
. (3.2.9)

One can easily check that

fk =
χk+1 − χk

4t
zk+1 + zk

2
+
χk+1 + χk

2
zk+1 − zk

4t

−A4t
(χk+1 + χk

2
zk+1 + zk

2
+
χk+1 − χk

2
zk+1 − zk

2

)
=

(χk+1 − χk

4t

)(zk + zk+1

2
− (4t)2

4
A4t

(zk+1 − zk

4t

))
=

(χk+1 − χk

4t

)(
I − (4t)2

4
A2
4t

)(zk + zk+1

2

)
. (3.2.10)

Especially, recalling (3.2.8) and (3.1.11), (3.2.10) implies∥∥∥fk∥∥∥2

X
≤
(χk+1 − χk

4t

)2
∥∥∥∥z0 + z1

2

∥∥∥∥2

X

(
1 +

δ2

4

)
. (3.2.11)

In particular, fk ∈ l2(4tZ;X).

Taking the Fourier transform of (3.2.9), for all τ ∈ (−π/4t, π/4t), we get

f̂(τ) = 4t
∑
k∈Z

fk exp(−ik4tτ)

= 4t
∑
k∈Z

(gk+1 − gk

4t
−A4t

(gk+1 + gk

2

))
exp(−ik4tτ)

= 4t
∑
k∈Z

(exp(i4tτ)− 1
4t

−A4t
(exp(i4tτ) + 1

2

))
gk exp(−ik4tτ)

=
(
i

2
4t

tan
(τ4t

2

)
I −A4t

)
ĝ(τ) exp

(
i
τ4t

2

)
cos
(τ4t

2

)
.

(3.2.12)
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We claim the following Lemma:

Lemma 3.2.4. l The solution (zk) in (3.1.14) satisfies

(1 + α)m24t
∑
k∈Z

(χk + χk+1

2

)2
∥∥∥∥B4t(zk + zk+1

2

)∥∥∥∥2

Y

≥
∥∥∥∥z0 + z1

2

∥∥∥∥2

X

[
a14t

∑
k∈Z

(χk + χk+1

2

)2
− a24t

∑
k∈Z

(χk+1 − χk

4t

)2
]
, (3.2.13)

with

a1 =
(

1− 1
β

)
, a2 = M2

(
1 +

δ2

4

)2
+m2C2

B

(
1 +

1
α

) δ4

16
+

(4t)2

16
δ2(β − 1), (3.2.14)

for any α > 0 and β > 1, where CB,M,m are as in (3.1.12)-(3.1.13).

Proof of Lemma 3.2.4. Let

G(τ) = ĝ(τ) exp(i
τ4t

2
) cos(

τ4t
2

). (3.2.15)

By its definition and the fact that zk ∈ Xδ,4t, it is obvious that G(τ) ∈ Xδ,4t.

In view of (3.2.12), applying the resolvent estimate (3.1.13) to G(τ), integrating on τ from −π/4t
to π/4t, it holds

M2

∫ π/4t

−π/4t

∥∥∥f̂(τ)
∥∥∥2

X
dτ +m2

∫ π/4t

−π/4t
‖B4tG(τ)‖2Y dτ ≥

∫ π/4t

−π/4t
‖G(τ)‖2X dτ. (3.2.16)

Applying Parseval’s identity (3.2.7) to (3.2.16), and noticing that

G̃k =
gk + gk+1

2
, i.e. G(τ) =

̂(gk + gk+1

2

)
(τ),

we get

M24t
∑
k∈Z

∥∥∥fk∥∥∥2

X
+m24t

∑
k∈Z

∥∥∥∥B4t(gk + gk+1

2

)∥∥∥∥2

Y

≥ 4t
∑
k∈Z

∥∥∥∥gk + gk+1

2

∥∥∥∥2

X

. (3.2.17)

Now we estimate the three terms in (3.2.17). The first term can be bounded above in view of
(3.2.11).

Second, since

gk+1 + gk

2
=
(χk+1 + χk

2

)(zk+1 + zk

2

)
+
4t
2

(χk+1 − χk

4t

)(zk+1 − zk

2

)
, (3.2.18)

using

‖a+ b‖2 ≤ (1 + α) ‖a‖2 +
(

1 +
1
α

)
‖b‖2 ,
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we deduce that∥∥∥∥B4t(gk+1 + gk

2

)∥∥∥∥2

Y

≤ (1 + α)
(χk+1 + χk

2

)2
∥∥∥∥B4t(zk+1 + zk

2

)∥∥∥∥2

Y

+
(

1 +
1
α

)(4t)4

16

(χk+1 − χk

4t

)2
∥∥∥∥B4t(zk+1 − zk

4t

)∥∥∥∥2

Y

≤ (1 + α)
(χk+1 + χk

2

)2
∥∥∥∥B4t(zk+1 + zk

2

)∥∥∥∥2

Y

+
(

1 +
1
α

) δ4

16
C2
B

(χk+1 − χk

4t

)2
∥∥∥∥z0 + z1

2

∥∥∥∥2

X

.

(3.2.19)

In (3.2.19) we use the fact that (recalling (3.1.11) and (3.1.12))∥∥∥∥B4tA4t(zk + zk+1

2

)∥∥∥∥
Y

≤ CB
∥∥∥∥A2
4t

(zk + zk+1

2

)∥∥∥∥
X

≤ δ2CB
(4t)2

∥∥∥∥z0 + z1

2

∥∥∥∥
X

.

Finally, for any β > 1, recalling (3.2.8), (3.1.11) and (3.2.18), we get∥∥∥∥gk+1 + gk

2

∥∥∥∥2

X

≥
(

1− 1
β

)(χk+1 + χk

2

)2
∥∥∥∥zk+1 + zk

2

∥∥∥∥2

X

−(β − 1)
(4t

2

)2(χk+1 − χk

4t

)2
∥∥∥∥zk+1 − zk

2

∥∥∥∥2

X

≥
(

1− 1
β

)(χk+1 + χk

2

)2
∥∥∥∥z0 + z1

2

∥∥∥∥2

X

−(β − 1)
(4t

2

)4(χk+1 − χk

4t

)2
∥∥∥∥A4t(z0 + z1

2

)∥∥∥∥2

X

≥
(

1− 1
β

)(χk+1 + χk

2

)2
∥∥∥∥z0 + z1

2

∥∥∥∥2

X

−(β − 1)
(δ4t

4

)2(χk+1 − χk

4t

)2
∥∥∥∥(z0 + z1

2

)∥∥∥∥2

X

,

(3.2.20)

where we used
‖a+ b‖2 ≥

(
1− 1

β

)
‖a‖2 −

(
β − 1

)
‖b‖2 .

Applying (3.2.11), (3.2.19) and (3.2.20) to (3.2.17), we complete the proof of Lemma 3.2.4.

Step 3: The observability estimate. This step is aimed to derive the observability estimate
(3.1.15) stated in Theorem 3.1.3 from Lemma 3.2.4 with explicit estimates on the optimal time Tδ.

First of all, let us recall the following classical Lemma on Riemann sums:

Lemma 3.2.5. Let χ(t) = φ(t/T ) with φ ∈ H2 ∩H1
0 (0, 1), extended by zero outside (0, T ). Recalling

that χk = χ(k4t), the following estimates hold:∣∣∣4t∑
k∈Z

(χk + χk+1

2

)2
− T ‖φ‖2L2(0,1)

∣∣∣ ≤ 2T4t ‖φ‖L2(0,1)

∥∥∥φ̇∥∥∥
L2(0,1)

,

∣∣∣4t∑
k∈Z

(χk+1 − χk

4t

)2
− 1
T

∥∥∥φ̇∥∥∥2

L2(0,1)

∣∣∣ ≤ 2
T
4t
∥∥∥φ̇∥∥∥

L2(0,1)

∥∥∥φ̈∥∥∥
L2(0,1)

.

(3.2.21)
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Sketch of the proof of Lemma 3.2.5. It is easy to show that for all f = f(t) ∈ C1(0, T ) and sequence
τk ∈ [k4t, (k + 1)4t], it holds∣∣∣ ∫ T

0
f(t)dt−4t

∑
k∈(0,T/4t)

f(τk)
∣∣∣ ≤ ∑

k∈(0,T/4t)

∫ ∫
[k4t,(k+1)4t]2

|ḟ(s)| ds dt

≤ 4t
∫ T

0
|ḟ | dt. (3.2.22)

Replacing f by φ2 we get the first inequality (3.2.21). Similarly, replacing f by φ̇2, the second one
can be proved too.

Taking Lemma 3.2.4 and 3.2.5 into account, the coefficient of
∥∥(z0 + z1)/2

∥∥2

X
in (3.2.13) tends to

kT,δ,α,β,φ =
1

m2(1 + α)

[(
1− 1

β

)
T ‖φ‖2L2(0,1)

−
(
M2
(

1 +
δ2

4

)2
+m2C2

B

(
1 +

1
α

) δ4

16

) 1
T

∥∥∥φ̇∥∥∥2

L2(0,1)

]
, (3.2.23)

when 4t→ 0.

Note that kT,δ,α,β,φ is an increasing function of T tending to −∞ when T → 0+ and to +∞ when
T →∞. Let Tδ,α,β,φ be the unique positive solution of kT,δ,α,β,φ = 0. Then, for any time T > Tδ,α,β,φ,
choosing a positive kT,δ such that

0 < kT,δ < kT,δ,α,β,φ,

there exists 4t0 > 0 such that for any 4t < 4t0, the following holds:

kT,δ

∥∥∥∥z0 + z1

2

∥∥∥∥2

X

≤ 4t
∑

k∈(0,T/4t)

∥∥∥∥B4t(zk + zk+1

2

)∥∥∥∥2

Y

. (3.2.24)

This combined with (3.2.8) yields (3.1.15).

This construction yields the following estimate on the time Tδ in Theorem 3.1.3. Namely, for any
α > 0, β > 1 and smooth function φ, compactly supported in [0, 1]:

Tδ ≤

∥∥∥φ̇∥∥∥
L2

‖φ‖L2

[ β

β − 1

]1/2[
M2
(

1 +
δ2

4

)2
+m2C2

B

(
1 +

1
α

) δ4

16

]1/2
.

We optimize in α, β and φ by choosing α =∞, β =∞ and

φ(t) =
{

sin(πt), t ∈ (0, 1)
0, elsewhere,

(3.2.25)

which is well-known to minimize the ratio ∥∥∥φ̇∥∥∥
L2

‖φ‖L2

.

For this choice of φ, this quotient equals π, and thus we recover the estimate (3.1.16). This completes
the proof of Theorem 3.1.3.
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Theorem 3.2.1 has many applications. Indeed, it roughly says that, for any continuous conservative
system, which is observable in finite time, there exists a time semi-discretization which uniformly
preserves the observability property in finite time, provided the initial data are filtered at a scale
1/4t. Later, using formally some microlocal tools, we will explain why this filtering scale is the
optimal one. Note that in Theorem 7.1 of [28] this scale was proved to be optimal for a particular
time-discretization scheme on the wave equation.

Besides, as we will see in Section 3.3, Theorem 3.1.3 is a key ingredient to address observability
issues.

3.3 General time-discrete schemes

3.3.1 General time-discrete schemes for first order systems

In this section, we deal with more general time-discretization schemes of the form (3.1.17). We will
show that, under some appropriate assumptions on the operator T4t, inequality (3.1.8) holds uniformly
on 4t for solutions of (3.1.17) when the initial data are taken in the class Cδ/4t.

More precisely, we assume that (3.1.17) is conservative in the sense that there exist real numbers
λj,4t such that

T4tΦj = exp(iλj,4t4t)Φj . (3.3.1)

Moreover, we assume that there is an explicit relation between λj,4t and µj (as in (3.1.9)) of the
following form:

λj,4t =
1
4t

h(µj4t), (3.3.2)

where h : (−R,R) 7→ [−π, π] is a smooth strictly increasing function, with R ∈ (0,∞], i.e.

|h(η)| ≤ π, inf{h′(η), |η| ≤ δ} > 0; ∀δ < R. (3.3.3)

The parameter R corresponds to a frequency limit R/4t imposed by the discretization scheme, see for
instance the example given in Subsection 3.4.2. Roughly speaking, the first part of (3.3.3) reflects the
fact that one cannot measure frequencies higher than π/4t in a mesh of size 4t. The second part is
a non-degeneracy condition on the group velocity (see [25]) of solutions of (3.1.17) which is necessary
to guarantee the propagation of solutions that is required for observability to hold.

We also assume
h(η)
η
−→ 1 as η → 0. (3.3.4)

This guarantees the consistency of the time-discrete scheme with the continuous model (3.1.1).

We have the following Theorem:

Theorem 3.3.1. Assume that (A,B) satisfy (3.1.5) and that B ∈ L(D(A), Y ).

Under assumptions (3.3.1), (3.3.2), (3.3.3) and (3.3.4), for any δ ∈ (0, R), there exists a time Tδ
such that for all T > Tδ, there exists a constant kT,δ > 0 such that for all 4t > 0 small enough, any
solution of (3.1.17) with initial value z0 ∈ Cδ/4t satisfies

kT,δ
∥∥z0
∥∥2

X
≤ 4t

∑
k∈(0,T/4t)

∥∥∥∥B(zk + zk+1

2

)∥∥∥∥2

Y

. (3.3.5)
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Besides, we have the following estimate on Tδ:

Tδ ≤ π

[
M2
(

1 + tan2
(h(δ)

2

))2
sup
|η|≤δ

{cos4(h(η)/2)
h′(η)2

}

+m2C2
B sup
|η|≤δ

{2
η

tan
(h(η)

2

)}2
tan4

(h(δ)
2

)]1/2

, (3.3.6)

where CB is as in (3.2.1).

Proof. The main idea is to use Theorem 3.1.3. Hence we introduce an operator A4t such that the
solution of (3.1.17) with z0 ∈ CR/4t coincides with the solution of the linear system

zk+1 − zk

4t
= A4t

(zk + zk+1

2

)
, z0 = z0. (3.3.7)

This can be done defining the action of the operator A4t on each eigenfunction:

A4tΦj = ik4t(µj)Φj , (3.3.8)

where

k4t(ω) =
2
4t

tan
(h(ω4t)

2

)
. (3.3.9)

Indeed, if
z0 =

∑
ajΦj ,

then the solution of (3.1.17) can be written as

zk =
∑

ajφj exp(iλjk4t) =
∑

ajφj exp(ih(µj4t)k)

and the definition of A4t follows naturally.

Obviously, when the scheme (3.1.17) under consideration is the one of Section 3.2, that is (3.1.6),
the operator A4t is precisely the operator A.

Then (3.3.5) would be a straightforward consequence of Theorem 3.1.3, if we could prove the
resolvent estimate for A4t. We will see in the sequel that a weak form of the resolvent estimate holds,
and that this is actually sufficient to get the desired observability inequality. In the sequel, δ is a given
positive number, determining the class of filtered data under consideration.

Step 1: A weak form of the resolvent estimate. By hypothesis (3.1.5),

M2 ‖(A− iω)z‖2X +m2 ‖Bz‖2Y ≥ ‖z‖
2
X , z ∈ D(A), ω ∈ R. (3.3.10)

For z ∈ Cδ/4t, that is

z =
∑

|µj |≤δ/4t

ajφj , (3.3.11)

one can easily check that

‖(A− iω)z‖2X =
∑
|aj |2

(
µj − ω

)2
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and
‖(A4t − iω)z‖2X =

∑
|aj |2

(
k4t(µj)− ω

)2
.

Especially, for any ω ∈ R, this last estimate takes the form

‖(A4t − ik4t(ω))z‖2X =
∑
|aj |2

(
k4t(µj)− k4t(ω)

)2

with k4t as in (3.3.9). Thus, taking ε > 0, it follows that for any ω < (δ + ε)/4t,

‖(A4t − ik4t(ω))z‖2X ≥
(

inf
|ω|4t≤δ+ε

{
|k′4t(ω)|

})2
‖(A− iω)z‖2X .

Hence, setting

α4t,ε = k4t

(δ + ε

4t

)
, Cδ,ε =

(
inf{k′4t(ω) : |ω|4t ≤ δ + ε}

)−1
, (3.3.12)

which is finite in view of (3.3.3), we get the following weak resolvent estimate:

C2
δ,εM

2
∥∥∥(A4t − iω)z∥∥∥2

X
+m2 ‖Bz‖2Y ≥ ‖z‖

2
X , z ∈ Cδ/4t, |ω| ≤ α4t,ε. (3.3.13)

Our purpose is now to show that this is enough to get the time-discrete observability estimate. We
emphasize that the main difference between (3.3.13) and (3.1.13) is that (3.1.13) is assumed to hold
for all ω ∈ R while (3.3.13) only holds for |ω| ≤ α4t,ε.

Step 2: Improving the resolvent estimate (3.3.13). Here we prove that (3.3.13) can be
extended to all ω ∈ R. Indeed, consider ω such that |ω| ≥ α4t,ε and z ∈ Cδ/4t as in (3.3.11). Then

‖(A4t − iω)z‖2X ≥
∑

|µj |≤δ/4t

(
k4t(µj)− k4t

(δ + ε

4t

))2
a2
j

≥
∑

|µj |≤δ/4t

(
k4t

( δ

4t

)
− k4t

(δ + ε

4t

))2
a2
j

≥
( ε

4t

)2(
inf

ω4t∈[δ,δ+ε]
k′4t(ω)

)2
‖z‖2 .

Using the explicit expression (3.3.9) of k4t, we get

‖(A4t − iω)z‖2X ≥
( ε

4t

)2
inf

η∈[δ,δ+ε]
{h′(η)}2 ‖z‖2 . (3.3.14)

Therefore, for each ε > 0, in view of (3.3.3) and (3.3.12), there exists (4t)ε > 0 such that, for
4t ≤ (4t)ε,

C2
δ,εM

2
∥∥∥(A4t − iω)z∥∥∥2

X
+m2 ‖Bz‖2Y ≥ ‖z‖

2
X , z ∈ Cδ/4t, ω ∈ R. (3.3.15)

Step 3: Application of Theorem 3.1.3. First, one easily checks from (3.3.8)-(3.3.9) that

4t ‖A4tz‖X ≤ δ̃ ‖z‖X , z ∈ Cδ/4t, (3.3.16)

with δ̃ = 2 tan(h(δ)/2).
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Second, we check that there exists a constant CB,δ such that

‖Bz‖Y ≤ CB,δ ‖A4tz‖X , z ∈ Cδ/4t, (3.3.17)

where CB is as in (3.2.1). Indeed, for z ∈ Cδ/4t,

‖Az‖X ≤ sup
|ω|4t≤δ

{∣∣∣k4t(ω)
ω

∣∣∣} ‖A4tz‖X ,
and therefore one can take

CB,δ = βδCB, (3.3.18)

where
βδ = sup

|η|≤δ

{2
η

tan
(h(η)

2

)}
,

which is finite from hypothesis (3.3.3) and (3.3.4).

Third, the resolvent estimate (3.3.15) holds.

Then Theorem 3.1.3 can be applied and proves the observability inequality (3.3.5) for the solutions
of (3.1.17) with initial data in Cδ/4t. Besides, we have the following estimate on the observability time
Tδ,ε :

Tδ,ε = π
[(

1 +
δ̃2

4

)2
M2C2

δ,ε +m2C2
Bβ

2
δ

δ̃4

16

]1/2
.

In the limit ε→ 0, Tδ,ε converges to an admissible observability time Tδ,0. Besides, using the explicit
form of the constants Cδ,ε, δ̃ and βδ one gets (3.3.6).

3.3.2 The Newmark method for second order in time systems

In this subsection we investigate observability properties for time-discrete schemes for the second order
in time evolution equation (3.1.18).

Let H be a Hilbert space endowed with the norm ‖·‖H and let A0 : D(A0)→ H be a self-adjoint
positive operator with compact resolvent. We consider the initial value problem (3.1.18), which can be
seen as a generic model for the free vibrations of elastic structures such as strings, beams, membranes,
plates or three-dimensional elastic bodies.

The energy of (3.1.18) is given by

E(t) = ‖u̇(t)‖2H +
∥∥∥A1/2

0 u(t)
∥∥∥2

H
, (3.3.19)

which is constant in time.

We consider the output function

y(t) = B1u(t) +B2u̇(t), (3.3.20)

where B1 and B2 are two observation operators satisfying B1 ∈ L(D(A0), Y ) and B2 ∈ L(D(A1/2
0 ), Y ).

In other words, we assume that there exist two constants CB,1 and CB,2, such that

‖B1u‖Y ≤ CB,1 ‖A0u‖H , ‖B2v‖Y ≤ CB,2
∥∥∥A1/2

0 v
∥∥∥ . (3.3.21)
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In the sequel, we assume either B1 = 0 or B2 = 0. This assumption is needed for technical reasons,
as we shall see in Remark 3.3.3 and in the proof of Theorem 3.3.2.

System (3.1.18)–(3.3.20) can be put in the form (3.1.1)–(3.1.2). Indeed, setting

z1(t) = u̇+ iA
1/2
0 u, z2(t) = u̇− iA1/2

0 u, (3.3.22)

equation (3.1.18) is equivalent to

ż = Az, z =
(
z1

z2

)
, A =

(
iA

1/2
0 0
0 −iA1/2

0

)
, (3.3.23)

for which the energy space is X = H × H with the domain D(A) = D(A1/2
0 ) × D(A1/2

0 ). Moreover,
the energy E(t) given in (3.3.19) coincides with half of the norm of z in X.

Note that the spectrum of A is explicitly given by the spectrum of A0. Indeed, if (µ2
j )j∈N∗ (µj > 0)

is the sequence of eigenvalues of A0, i.e.

A0φj = µ2
jφj , j ∈ N∗,

with corresponding eigenvectors φj , then the eigenvalues of A are ±iµj , with corresponding eigenvec-
tors

Φj =
(
φj
0

)
, Φ−j =

(
0
φj

)
, j ∈ N∗. (3.3.24)

Besides, in the new variables (3.3.22), the output function is given by

y(t) = Bz(t) = B1A
−1/2
0

( iz2(t)− iz1(t)
2

)
+B2

(z1(t) + z2(t)
2

)
. (3.3.25)

Recalling the assumptions onB1 andB2 in (3.3.21), the admissible observationB belongs to L(D(A), Y ).

In the sequel, we assume that the system (3.1.18)–(3.3.20) is exactly observable. As a consequence
of this, we obtain that system (3.3.23)–(3.3.25) is exactly observable and therefore the resolvent
estimate (3.1.5) holds.

We now introduce the time-discrete schemes we are interested in. For any 4t > 0 and β > 0, we
consider the following Newmark time-discrete scheme for system (3.1.18):

uk+1 + uk−1 − 2uk

(4t)2
+A0

(
βuk+1 + (1− 2β)uk + βuk−1

)
= 0,(u0 + u1

2
,
u1 − u0

4t

)
= (u0, v0) ∈ D(A1/2

0 )×H.
(3.3.26)

The energy of (3.3.26) is given by

Ek+1/2 =
∥∥∥∥A1/2

0

(uk + uk+1

2

)∥∥∥∥2

+
∥∥∥∥uk+1 − uk

4t

∥∥∥∥2

+ (4β − 1)
(4t)2

4

∥∥∥∥A1/2
0

(uk+1 − uk

4t

)∥∥∥∥2

, k ∈ Z, (3.3.27)

which is a discrete counterpart of the continuous energy (3.3.19). Multiplying the first equation of
(3.3.26) by (uk+1 − uk−1)/2 and using integration by parts, it is easy to show that (3.3.27) remains
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constant with respect to k. Furthermore, we assume in the sequel that β ≥ 1/4 to guarantee that
system (3.3.26) is unconditionally stable.

The output function is given by the following discretization of (3.3.20):

yk+1/2 = B1

(uk + uk+1

2

)
+B2

(uk+1 − uk

4t

)
, (3.3.28)

where, as in (3.3.20), we assume that either B1 or B2 vanishes.

For any s > 0, we define Cs as in (3.1.10). Note that this space is invariant under the actions of
the discrete semi-groups associated to the Newmark time-discrete schemes (3.3.26).

We have the following theorem:

Theorem 3.3.2. Let β ≥ 1/4 and δ > 0. We assume that either B1 ≡ 0 or B2 ≡ 0.

Then there exists a time Tδ such that for all T > Tδ, there exists a positive constant kT,δ, such
that for 4t > 0 small enough, the solution of (3.3.26) with initial data (u0, v0) ∈ Cδ/4t satisfies

kT,δE
1/2 ≤ 4t

∑
k4t∈(0,T )

∥∥∥yk+1/2
∥∥∥2

Y
, (3.3.29)

where yk+1/2 is defined in (3.3.28) and B1, B2 satisfy (3.3.21).

Besides, Tδ can be chosen as

Tδ,1 = π
[
(1 + βδ2)2

(
1 +

(
β − 1

4
)δ2
)2
M2 +m2C2

B,1

δ

16

4]1/2
, (3.3.30)

if B2 = 0 and as

Tδ,2 = π
[
(1 + βδ2)2

(
1 +

(
β − 1

4

)
δ2
)
M2 +m2C2

B,2

δ4

16

]1/2
, (3.3.31)

if B1 = 0.

Remark 3.3.3. This result and especially the time estimates (3.3.30) and (3.3.31) on the observability
time need further comments.

As in Theorem 3.2.1, we see that, if we filter at a scale smaller than 4t, for instance in the class
Cδ/(4t)α , with α < 1, then the uniform observability time T0 is given by T0 = πM , which coincides
with the value obtained by the resolvent estimate (3.1.5) in the continuous setting.

Note that the estimates (3.3.30) and (3.3.31) do not have the same growth in δ when δ goes to
∞. This fact does not seem to be natural because the observability time is expected to depend on the
group velocity (see [25]) and not on the form of the observation operator.

By now we could not avoid the assumption that either B1 or B2 vanishes, the special case β = 1/4
being excepted. However, we can deal with an observable of the form

yk+1/2 = B1

(
I + (β − 1/4)(4t)2A0

)1/2(uk + uk+1

2

)
+B2

(uk+1 − uk

4t

)
, (3.3.32)

with both non-trivial B1 and B2. Indeed, in this case, the operator B4t arising in the proof of Theorem
3.3.2 does not depend on 4t and therefore the proof works as in the case B1 = 0, and yields the time
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estimate (3.3.31). However, this observation operator, which compares to the continuous one (3.3.20)
when δ → 0, does not seem to be the most natural discretization of (3.3.25).

When β = 1/4, both (3.3.30) and (3.3.31) have the same form. Besides, one can easily adapt the
proof to show that when β = 1/4, we can deal with a general observation operator B as in (3.3.20).
Actually, the Newmark scheme (3.3.26) with β = 1/4 is equivalent to a midpoint scheme, and therefore
Theorem 3.2.1 applies.

Proof. Step 1. We first transform system (3.3.26) into a first order time-discrete scheme similar to
(3.3.23). For this, we define

A0,4t = A0[I + (β − 1/4)(4t)2A0]−1. (3.3.33)

Then (3.3.26) can be rewritten as

uk+1 + uk−1 − 2uk

(4t)2
+A0,4t

(uk−1 + 2uk + uk+1

4

)
= 0. (3.3.34)

As in (3.3.22), using the following change of variables
z
k+1/2
1 =

uk+1 − uk

4t
+ iA

1/2
0,4t

(uk + uk+1

2

)
,

z
k+1/2
2 =

uk+1 − uk

4t
− iA1/2

0,4t

(uk + uk+1

2

)
,

(3.3.35)

system (3.3.26) (and also system (3.3.34)) is equivalent to

zk+1/2 − zk−1/2

4t
= A4t

(zk−1/2 + zk+1/2

2

)
, (3.3.36)

with

A4t =

(
iA

1/2
0,4t 0

0 −iA1/2
0,4t

)
, zk+1/2 =

 z
k+1/2
1

z
k+1/2
2

 . (3.3.37)

Consequently, the observation operator yk+1/2 in (3.3.28) is given by

yk+1/2 = B1A
−1/2
0,4t

( izk+1/2
2 − izk+1/2

1

2

)
+B2

(zk+1/2
1 + z

k+1/2
2

2

)
4
= B4tz

k+1/2. (3.3.38)

Step 2. We now verify that system (3.3.36)–(3.3.38) satisfies the hypothesis of Theorem 3.1.3.

We first check (H1). It is obvious that the eigenvectors of A4t are the same as those of A (see
(3.3.24)). Moreover, for any Φj we compute

A4tΦj = i`jΦj , with `j =
µj√

1 + (β − 1/4)(4t)2µ2
j

. (3.3.39)
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In other words, we are close to the situation considered in Subsection 3.3.1, and the time semi-discrete
approximation scheme (3.3.36) satisfies the hypotheses (3.3.1), (3.3.2), (3.3.3), (3.3.3) and (3.3.4) with
the function h defined by

h(η) = 2 arctan
(η

2
1√

1 + (β − 1/4)η2

)
. (3.3.40)

In particular, this implies that (3.3.16) holds in the class Cδ/4t, and takes the form

4t ‖A4tz‖X ≤
δ√

1 + (β − 1/4)δ2
‖z‖X , z ∈ Cδ/4t. (3.3.41)

Second, we check hypothesis (H2):

‖B4tz‖Y ≤ ‖A4tz‖H
(
CB,1

∥∥∥A0A
−1
0,4t

∥∥∥
L(Cδ/4t,H)

+ CB,2

∥∥∥A1/2
0 A

−1/2
0,4t

∥∥∥
L(Cδ/4t,H)

)
≤ ‖A4tz‖H

(
(1 + (β − 1/4)δ2)CB,1 +

√
1 + (β − 1/4)δ2CB,2

)
≤ CB,δ ‖A4tz‖H . (3.3.42)

The third point is more technical. Following the proof of Theorem 3.3.1, for any ε > 0, we obtain
the following resolvent estimate:

C2
δ,εM

2
∥∥∥(A4t − iω)z∥∥∥2

X
+m2 ‖Bz‖2Y ≥ ‖z‖

2
X , z ∈ Cδ/4t, ω ∈ R, (3.3.43)

where Cδ,ε is given by (3.3.12), with

k4t(ω) =
ω√

1 + (β − 1/4)(ω4t)2
.

Straightforward computations show that, actually,

Cδ,ε =
(

1 + (β − 1/4)(δ + ε)2
)3/2

. (3.3.44)

Our goal now is to derive from (3.3.43) the resolvent estimate (H3) given in (3.1.13). Here, we will
handle separately the two cases B1 = 0 and B2 = 0.

The case B1 = 0. Under this assumption, B4t = B, and therefore, (3.3.43) is the resolvent
estimate (H3) we need.

The case B2 = 0. In this case, we observe that

B4tz = BR4tz, where R4t =

(
A

1/2
0 A

−1/2
0,4t 0

0 A
1/2
0 A

−1/2
0,4t

)
= AA−1

4t.

Note that the operator R4t commutes with A4t, maps Cδ/4t into itself, and is invertible. Then,
applying (3.3.43) to R4tz, we obtain that

C2
δ,εM

2
∥∥∥R4t(A4t − iω)z∥∥∥2

X
+m2 ‖B4tz‖2Y ≥ ‖R4tz‖

2
X , ∀z ∈ Cδ/4t, ∀ω ∈ R. (3.3.45)

We now compute explicitly the norm of R4t and R−1
4t in the class Cδ/4t. Since

A0A
−1
0,4t = 1 + (β − 1/4)(4t)2A0,
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one easily checks that

‖R4t‖2δ = 1 + (β − 1/4)δ2,
∥∥∥R−1
4t

∥∥∥2

δ
= 1, (3.3.46)

where ‖·‖δ denotes the operator norm from Cδ/4t into itself. Applying (3.3.46) into (3.3.45), we obtain

C2
δ,εM

2
(

1 + (β − 1/4)δ2
)∥∥∥(A4t − iω)z∥∥∥2

X
+m2 ‖B4tz‖2Y ≥ ‖z‖

2
X ,

∀z ∈ Cδ/4t,∀ω ∈ R.
(3.3.47)

Thus, in both cases, we can apply Theorem 3.1.3, which gives the existence of a time Tδ,ε such that
for T > Tδ,ε, there exists a positive kT,δ such that any solution of (3.3.36) with initial data z1/2 ∈ Cδ/4t
satisfies

kT,δ

∥∥∥z1/2
∥∥∥2

X
≤

T/4t∑
k=0

∥∥∥B4tzk+1/2
∥∥∥2

Y
.

Besides, the estimates of Theorem 3.1.3 allow to estimate the observability time Tδ,ε:

Tδ,ε =


π
[
(1 + βδ2)2 (1 + (β − 1/4)(δ + ε)2)3

1 + (β − 1/4)δ2
M2 +m2C2

B,1

δ

16

4]1/2
, if B2 = 0,

π
[
(1 + βδ2)2 (1 + (β − 1/4)(δ + ε)2)3

(1 + (β − 1/4)δ2)2
M2 +m2C2

B,2

δ4

16

]1/2
, if B1 = 0.

Letting ε→ 0, we obtain the estimates (3.3.30)-(3.3.31).

To complete the proof we check that if the initial data z1/2 is taken within the class Cδ/4t, the
solution of (3.3.26) satisfies∥∥∥z1/2

∥∥∥2

X
=
∥∥∥zk+1/2

∥∥∥2

X
≥ 2

1 + (β − 1/4)δ2
Ek+1/2,

which can be deduced from the explicit expression of the energy (3.3.27) and the formula (3.3.35).

3.4 Applications

3.4.1 Application of Theorem 3.2.1

Boundary observation of the Schrödinger equation

The goal of this subsection is to present a straightforward application of Theorem 3.2.1 to the observ-
ability properties of the Schrödinger equation based on the results in [14].

Let Ω ⊂ Rn be a smooth bounded domain. Consider the equation iut = ∆xu, (t, x) ∈ (0, T )× Ω,

u(0) = u0, x ∈ Ω,
∂u

∂ν
(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω.

(3.4.1)

where u0 ∈ L2(Ω) is the initial data. Equation (3.4.1) obviously has the form (3.1.1) with A = −i∆x

of domain
D(A) =

{
ϕ ∈ H2(Ω) such that

∂ϕ

∂ν
= 0
}
.
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Let Γ0 ⊂ ∂Ω be an open subset of ∂Ω and define the output

y(t) = u(t)|Γ0
.

Using Sobolev’s embedding theorems, one can easily check that this defines a continuous observation
operator B from D(A) to L2(Γ0).

Let us assume that Γ0 satisfies in some time T0 the Geometric Control Condition (GCC) introduced
in [1], which asserts that all the rays of Geometric Optics in Ω touch the sub-boundary Γ0 in a time
smaller than T0. In this case, the following observability result is known ([14]) :

Theorem 3.4.1. For any T > 0, there exist positive constants kT > 0 and KT > 0 such that for any
u0 ∈ L2(Ω), the solution of (3.4.1) satisfies

kT ‖u0‖2L2(Ω) ≤
∫ T

0

∫
Γ0

|u(t)|2 dΓ0dt ≤ KT ‖u0‖2L2(Ω) . (3.4.2)

We introduce the following time semi-discretization of system (3.4.1):
i
uk+1 − uk

4t
= ∆x

(uk+1 + uk

2

)
, x ∈ Ω, k ∈ N,

∂uk

∂ν
(x) = 0, x ∈ ∂Ω, k ∈ N,

u0(x) = u0(x), x ∈ Ω,

(3.4.3)

that we observe through
yk = uk|Γ0

.

Then Theorem 3.2.1 implies the following result:

Theorem 3.4.2. For any δ > 0, there exists a time Tδ such that for any time T > Tδ, there exists a
positive constant kT,δ > 0 such that for 4t small enough, the solution of (3.4.3) satisfies

kT,δ ‖u0‖2L2(Ω) ≤ 4t
∑

k∈(0,T/4t)

∫
Γ0

∣∣∣uk∣∣∣2 dΓ0 (3.4.4)

for any u0 ∈ Cδ/4t.

Note that we do not know if inequality (3.4.4) holds in any time T > 0 as in the continuous case
(see (3.4.2)). This question is still open.

Remark 3.4.3. Note that in the present section, we do not state any admissibility result for the time-
discrete systems under consideration. However, uniform (with respect to 4t > 0) admissibility results
hold for all the examples presented in this article. These results will be derived in Section 3.6 using
the admissibility property of the continuous system (3.1.1)-(3.1.2).
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Boundary observation of the linearized KdV equation

We now present an application of Theorem 3.2.1 to the boundary observability of the linear KdV
equation.

We consider the following initial-value boundary problem for the KdV equation:

ut + uxxx = 0, (t, x) ∈ (0, T )× (0, 2π),
u(t, 0) = u(t, 2π), t ∈ (0, T ),
ux(t, 0) = ux(t, 2π), t ∈ (0, T ),
uxx(t, 0) = uxx(t, 2π), t ∈ (0, T ),
u(0, x) = u0(x), x ∈ (0, 2π).

(3.4.5)

For any integer k we set

Hk
p
4
=
{
u ∈ Hk(0, 2π); ∂jxu(0) = ∂jxu(2π) for 0 ≤ j ≤ k − 1

}
, (3.4.6)

where Hk(0, 2π) denotes the classical Sobolev spaces on the interval (0, 2π). The initial data of (3.4.5)

are taken in the space X
4
= H2

p (0, 2π), endowed with the classical H2(0, 2π)-norm.

Let A denote the operator Au = −∂3
xu with domain D(A) = H5

p . As shown in [24], A is a skew-
adjoint operator with compact resolvent. Moreover, its spectrum is given by σ(A) = {iµj with µj =
j3, j ∈ Z}. The output function y(t) and the corresponding operator B : D(A) −→ Y = R3 is given
by

y(t)
4
= Bu(t) =

 u(t, 0)
ux(t, 0)
uxx(t, 0)

 ,

with the norm ‖Bu‖2Y = |u(0)|2 + |ux(0)|2 + |uxx(0)|2. Note that B ∈ L(H5
p ,R3).

The following observability inequality for system (3.4.5) is well-known (Prop. 2.2 of [23]):

Lemma 3.4.4. Let T > 0. Then there exist positive numbers kT and KT such that for every u0 ∈
H2
p (0, 2π),

kT ‖u0‖2H2
p
≤
∫ T

0

(
|u(t, 0)|2 + |ux(t, 0)|2 + |uxx(t, 0)|2

)
dt ≤ KT ‖u0‖2H2

p
. (3.4.7)

We now introduce the following time semi-discretization of system (3.4.5):

uk+1 − uk

4t
+
uk+1
xxx + ukxxx

2
= 0, x ∈ (0, 2π), k ∈ N,

uk(0) = uk(2π), k ∈ N,
ukx(0) = ukx(2π), k ∈ N,
ukxx(0) = ukxx(2π), k ∈ N,
u0(x) = u0(x), x ∈ (0, 2π).

(3.4.8)
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It is easy to show that the eigenfunctions of A are given by {Φj = eijx}j∈Z with the corresponding
eigenvalues {ij3}j∈Z. Hence, for any δ > 0, we have

Cδ/4t = span {Φj , j
3 ≤ δ/4t}. (3.4.9)

As a direct consequence of Theorem 3.2.1 we have the following uniform observability result for system
(3.4.8):

Theorem 3.4.5. For any δ > 0, there exists a time Tδ such that for any T > Tδ, there exists a
positive constant kT,δ > 0 such that for 4t > 0 small enough, the solution uk of (3.4.8) satisfies

kT,δ ‖u0‖2H2
p
≤ 4t

∑
k4t∈(0,T )

(
|uk(0)|2 + |ukx(0)|2 + |ukxx(0)|2

)
, (3.4.10)

for any initial data u0 ∈ Cδ/4t.

As in Theorem 3.4.2, we do not know if the observability estimate (3.4.10) holds in any time T > 0
as in the continuous case (see Lemma 3.4.4).

3.4.2 Application of Theorem 3.3.1

Let us present an application of Theorem 3.3.1 to the so-called fourth order Gauss method discretiza-
tion of equation (3.1.1) (see for instance [8, 9]). This fourth order Gauss method is a special case
of the Runge-Kutta time approximation schemes, which corresponds to the only conservative scheme
within this class.

Consider the following discrete system:
κi = A

(
zk +4t

2∑
j=1

αijκj

)
, i = 1, 2,

zk+1 = zk +
4t
2

(κ1 + κ2),

z0 ∈ Cδ/4t given,
(αij) =

(
1
4

1
4 −

√
3

6
1
4 +

√
3

6
1
4

)
.

(3.4.11)

The scheme is unstable for the eigenfunctions corresponding to the eigenvalues µj such that µj4t ≥
2
√

3 ([8, 9]). Thus we immediately impose the following restriction on the filtering parameter :

δ < 2
√

3.

To use Theorem 3.3.1, we only need to check the behavior of the semi-discrete scheme (3.4.11) on the
eigenvectors. If z0 = Φj , an easy computation shows that

z1 = exp(i`j4t)z0,

where
`j =

2
4t

arctan
( µj4t

2− (µj4t)2/6

)
. (3.4.12)

In other words, `j4t = h(µj4t), where h : (−2
√

3, 2
√

3) −→ [−π, π] is given by

h(η) = 2 arctan
( η

2− η2/6

)
.

Then, a simple application of Theorem 3.3.1 gives :
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Theorem 3.4.6. Assume that B is an observation operator such that (A,B) satisfy (3.1.5) and
B ∈ L(D(A), Y ).

For any δ ∈ (0, 2
√

3), there exists a time Tδ > 0 such that for any T > Tδ, there exists a constant
kT,δ > 0, independent of 4t, such that for 4t > 0 small enough, the solutions of system (3.4.11)
satisfy

kT,δ
∥∥z0
∥∥2

X
≤ 4t

∑
k∈(0,T/4t)

∥∥∥Bzk∥∥∥2

Y
, ∀ z0 ∈ Cδ/4t. (3.4.13)

Note that Theorem 3.3.1 also provides an estimate on Tδ by using (3.3.6).

In particular, this provides another possible time-discretization of (3.4.5), for which the observ-
ability inequality holds uniformly in 4t provided the initial data are taken in Cδ/4t, with δ < 2

√
3,

where Cδ/4t is as in (3.4.9).

3.4.3 Application of Theorem 3.3.2

There are plenty of applications of Theorem 3.3.2. We present here an application to the boundary
observability of the wave equation.

Consider a smooth nonempty open bounded domain Ω ⊂ Rd and let Γ0 be an open subset of ∂Ω.
We consider the following initial boundary value problem:

utt −∆xu = 0, x ∈ Ω, t ≥ 0,
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
u(x, 0) = u0, ut(x, 0) = v0, x ∈ Ω

(3.4.14)

with the output

y(t) =
∂u

∂ν

∣∣∣
Γ0

. (3.4.15)

This system is conservative and the energy of (3.4.14)

E(t) =
1
2

∫
Ω

[
|ut(t, x)|2 + |∇u(t, x)|2

]
dx, (3.4.16)

remains constant, i.e.
E(t) = E(0), ∀ t ∈ [0, T ]. (3.4.17)

The boundary observability property for system (3.4.14) is as follows: For some constant C =
C(T,Ω,Γ0) > 0, solutions of (3.4.14) satisfy

E(0) ≤ C
∫ T

0

∫
Γ0

∣∣∣∂u
∂ν

∣∣∣2dΓ0dt, ∀ (u0, v0) ∈ H1
0 (Ω)× L2(Ω). (3.4.18)

Note that this inequality holds true for all triplets (T,Ω,Γ0) satisfying the Geometric Control Condition
(GCC) introduced in [1], see Subsection 3.4.1. In this case, (3.4.18) is established by means of micro-
local analysis tools (see [1]). From now, we assume this condition to hold.
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We then introduce the following time semi-discretization of (3.4.14):

uk+1 + uk−1 − 2uk

(4t)2
=∆x

(
βuk+1 + (1− 2β)uk + βuk−1

)
, in Ω× Z,

uk = 0, in ∂Ω× Z,(u0 + u1

2
,
u1 − u0

4t

)
= (u0, v0) ∈ H1

0 (Ω)× L2(Ω),

(3.4.19)

where β is a given parameter satisfying β ≥ 1
4 .

The output functions yk are given by

yk =
∂uk

∂ν

∣∣∣
Γ0

. (3.4.20)

System (3.4.14)–(3.4.15) (or system (3.4.19)–(3.4.20)) can be written in the form (3.1.18) (or
(3.3.26)) with observation operator (3.3.20) by setting:

H = L2(Ω), D(A0) = H2(Ω) ∩H1
0 (Ω), Y = L2(Γ0),

A0ϕ = −∆xϕ ∀ϕ ∈ D(A0), B1ϕ =
∂ϕ

∂ν

∣∣∣
Γ0

, ϕ ∈ D(A0).

One can easily check that A0 is self-adjoint in H, positive and boundedly invertible and

D(A1/2
0 ) = H1

0 (Ω), D(A1/2
0 )∗ = H−1(Ω).

Proposition 3.4.7. With the above notation, B1 ∈ L(D(A0), Y ) is an admissible observation operator,
i.e. for all T > 0 there exists a constant KT > 0 such that: If u satisfies (3.4.14) then∫ T

0

∫
Γ0

∣∣∣∂u
∂ν

∣∣∣2dΓ0dt ≤ KT

(
‖u0‖2H1

0 (Ω) + ‖v0‖2L2(Ω)

)
for all (u0, v0) ∈ H1

0 (Ω)× L2(Ω).

The above proposition is classical (see, for instance, p. 44 of [16]), so we skip the proof.

Hence we are in the position to give the following theorem:

Theorem 3.4.8. Set β ≥ 1/4.

For any δ > 0, system (3.4.19) is uniformly observable with (u0, v0) ∈ Cδ/4t. More precisely, there
exists Tδ, such that for any T > Tδ, there exists a positive constant kT,δ independent of 4t, such that
for 4t > 0 small enough, the solutions of system (3.4.19) satisfy

kT,δ

(
‖Ou0‖2 + ‖v0‖2

)
≤ 4t

∑
k∈(0,T/4t)

∫
Γ0

∣∣∣∂uk
∂ν

∣∣∣2dΓ0, (3.4.21)

for any (u0, v0) ∈ Cδ/4t.

Proof. The scheme proposed here is a Newmark discretization. Hence this result is a direct consequence
of Theorem 3.3.2.
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Remark 3.4.9. One can use Fourier analysis and microlocal tools to discuss the optimality of the
filtering condition as in [28]. The symbol of the operator in (3.4.19), that can be obtained by taking
the Fourier transform of the differential operator in space-time is of the form (see for instance [17])

4
4t2

sin2
(τ4t

2

)
−
∣∣∣ξ∣∣∣2(1− 4β sin2

(τ4t
2

))
.

Note that this symbol is not hyperbolic in the whole range (τ, ξ) ∈ (−π/4t, π/4t) × Rn. How-
ever, the Fourier transform of any solution of (3.4.19) is supported in the set of (τ, ξ) satisfying
1− 4β sin2(τ4t/2) > 0, where the symbol is hyperbolic.

As in the continuous case, one expects the optimal observability time to be the time needed by
all the rays to meet Γ0. Along the bicharacteristic rays associated to this hamiltonian the following
identity holds

|τ | = 2
4t

arctan

(
|ξ|4t

2
1√

1 + (β − 1/4)|ξ|2(4t)2

)
.

These rays are straight lines as in the continuous case, but their velocity is not 1 anymore. Indeed,
one can prove that along the rays corresponding to |ξ| < δ/4t, the velocity of propagation is given by∣∣∣dx

dt

∣∣∣ =
1

1 + β(|ξ|4t)2

1√
1 + (β − 1/4)(ξ4t)2

≥ 1
(1 + βδ2)

√
1 + (β − 1/4)δ2

.

In other words, in the class Cδ/4t, the velocity of propagation of the rays concentrated in frequency
around δ/4t is (1+βδ2)−1(1+(β−1/4)δ2)−1/2 times that of the continuous wave equation. Therefore
we expect the optimal observability time T ∗δ in the class Cδ/4t to be

T ∗δ = T ∗0 (1 + βδ2)

√
1 +

(
β − 1

4

)
δ2, (3.4.22)

where T ∗0 is the optimal observability time for the continuous system. According to this, the estimate
Tδ,2 in (3.3.31) on the time of observability has the good growth rate when δ → ∞. Besides, when δ
goes to ∞, we have that

Tδ,2 ' πM(1 + βδ2)

√
1 +

(
β − 1

4

)
δ2. (3.4.23)

Recall that πM = T0 is the time of observability that the resolvent estimate (3.1.5) in the continuous
setting yields (see [18]). The similarity between (3.4.22) and (3.4.23) indicates that the resolvent
method accurately measures the group velocity.

Note however that πM is not the expected sharp observability time T ∗0 in (3.4.22) in the continuous
setting. This is one of the drawbacks of the method based on the resolvent estimates we use in this
paper. Even at the continuous level the observability time one gets this way is far from being the
optimal one that Geometric Optics yields.

3.5 Fully discrete schemes

3.5.1 Main statement

In this section, we deal with the observability properties for time-discretization systems such as (3.1.1)-
(3.1.2) depending on an extra parameter, for instance the space mesh-size, or the size of the microstruc-
ture in homogenization.
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To this end, it is convenient to introduce the following class of operators:

Definition 3.5.1. For any (m,M,CB) ∈ (R∗+)3, we define C(m,M,CB) as the class of operators
(A,B) satisfying:

(A1) The operator A is skew-adjoint on some Hilbert space X, and has a compact resolvent.

(A2) The operator B is defined from D(A) with values in a Hilbert space Y , and satisfies (3.2.1) with
CB.

(A3) The pair of operators (A,B) satisfies the resolvent estimate (3.1.5) with constants m and M .

In this class, Theorems 3.2.1-3.3.1-3.3.2 apply and provide uniform observability results for any of
the time semi-discrete approximation schemes (3.1.6)-(3.1.7), (3.1.17), and (3.1.18). Indeed, this can
be deduced by the explicit form of the constants Tδ and kT,δ which only depend on m,M and CB.
Note that this definition does not depend on the spaces X and Y . For instance, the following holds:

Theorem 3.5.2 (Corollary of Theorem 3.2.1). For any (m,M,CB) ∈ (R∗+)3, for any δ > 0, there
exists Tm,M,CB

δ such that for any T > Tm,M,CB
δ , there exists a positive constant kT,δ,m,M,CB , indepen-

dent of 4t, such that for 4t small enough, for any (A,B) ∈ C(m,M,CB), the solution zk of (3.1.6)
with z0 ∈ Cδ/4t satisfies (3.2.2). Moreover, Tm,M,CB

δ can be taken as in (3.2.3).

When considering families of pairs of operators (A,B), it is not easy, in general, to show that
they belong to the same class C(m,M,CB) for some choice of the constants (m,M,CB). Indeed, item
(A3) is not obvious in general. Therefore, in the sequel, we define another class included in some
C(m,M,CB) and which is easier to handle in practice.

Definition 3.5.3. For any (CB, T, kT ,KT ) ∈ (R∗+)4, we define D(CB, T, kT ,KT ) as the class of oper-
ators (A,B) satisfying (A1), (A2) and:

(B1) The admissibility inequality ∫ T

0

∥∥B exp(tA)z0
∥∥2

Y
dt ≤ KT

∥∥z0
∥∥2

X
, (3.5.1)

where exp(tA) stands for the semigroup associated to the equation

ż = Az, z(0) = z0 ∈ X. (3.5.2)

(B2) The observability inequality

kT
∥∥z0
∥∥2

X
≤
∫ T

0

∥∥B exp(tA)z0
∥∥2

Y
dt. (3.5.3)

As we will see below, assumptions (B1)-(B2) imply (A3):
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Lemma 3.5.4. If the pair (A,B) belongs to D(CB, T, kT ,Kt), then there exist m and M such that
(A,B) ∈ C(m,M,CB).

Besides m and M can be chosen as

m =
√

2T
kT
, M = T

√
KT

2kT
. (3.5.4)

In fact, we only need to prove (A3). This is actually already done in [18] or in [26]. Indeed, it was
proved that once the admissibility inequality (3.1.3) and the observability inequality (3.1.4) hold for
some time T , then the resolvent estimate (3.1.5) hold with m and M as in (3.5.4).

Note that assumptions (B1)-(B2) are related to the continuous systems (3.5.2).

Now we consider a sequence of operators (Ap, Bp) depending on a parameter p ∈ P , which are in
some L(Xp)× L(D(Ap), Yp) for each p, where Xp and Yp are Hilbert spaces. We want to address the
observability problem for a time-discretization scheme of

ż = Apz, z(0) = z0 ∈ Xp, y(t) = Bpz(t) ∈ Yp. (3.5.5)

In applications, we need the observability to be uniform in both p ∈ P and 4t > 0 small enough.
The previous analysis and the properties of the class D(CB, T, kT ,KT ) suggest the following two-steps
strategy:

1. Study the continuous system (3.5.5) for every parameter p and prove the uniform admissibility
(3.5.1) and observability (3.5.3).

2. Apply one of the Theorems 3.2.1, 3.3.1 and 3.3.2 to obtain uniform observability estimates (3.1.8)
for the corresponding time-discrete approximation schemes.

This allows dealing with fully discrete approximation schemes. In that setting the parameter p is
actually the standard parameter h > 0 associated with the space mesh-size. In this way one can use
automatically the existing results for space semi-discretizations as, for instance, [4, 6, 7, 10, 20, 21,
30, 31].

Remark 3.5.5. We emphasize that this approach is based on the systematic use of existing results
for space semi-discretizations. One could proceed all the way around, first, applying the results in
this paper to derive uniform observability results for time-discrete schemes and then discretizing the
space variables. For doing this, however, due to the more complex dependence of the PDE and its
space discretizations on the space variable, there is no systematic way of transfering results from the
continuous to the discrete setting. In this sense, the method we propose here of using the existing
results for space semi-discretizations to later apply the results in this paper about time discretizations
is much more easier to be implemented and yields better results.
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3.5.2 Applications

The fully discrete wave equation

Let us consider the wave equation (3.4.14) in a 2-d square. More precisely, let Ω = (0, π)× (0, π) ⊂ R2

and Γ0 be a subset of the boundary of Ω constituted by two consecutive sides, for instance,

Γ0 = {(x1, π) : x1 ∈ (0, π)} ∪ {(π, x2) : x2 ∈ (0, π)} 4= Γ1 ∪ Γ2.

As in (3.4.15), the output function y(t) = Bu(t) is given by

Bu =
∂u

∂ν

∣∣∣
Γ0

=
∂

∂x2
u(x1, π)

∣∣∣
Γ1

+
∂

∂x1
u(π, x2)

∣∣∣
Γ2

.

Let us first consider the finite-difference semi-discretization of (3.4.14). The following can be found
in [30]. Given J,K ∈ N we set

h1 =
π

J + 1
, h2 =

π

K + 1
. (3.5.6)

We denote by ujk(t) the approximation of the solution u of (3.4.14) at the point xjk = (jh1, kh2).
The space semi-discrete approximation scheme of (3.4.14) is as follows:

üjk −
uj+1k + uj−1k − 2ujk

h2
1

−
ujk+1 + ujk−1 − 2ujk

h2
2

= 0,

0 < t < T, j = 1, · · · , J ; k = 1, · · · ,K;
ujk = 0, 0 < t < T, j = 0, J + 1; k = 0,K + 1,
ujk(0) = ujk,0, u̇jk(0) = ujk,1, j = 1, · · · , J ; k = 1, · · · ,K.

(3.5.7)

System (3.5.7) is a system of JK linear differential equations. Moreover, if we denote the unknown

U(t) = (u11(t), u21(t), · · · , uJ1(t), · · · , u1K(t), u2K(t), · · · , uJK(t))T ,

then system (3.5.7) can be rewritten in vector form as follows{
Ü(t) +A0,hU(t) = 0, 0 < t < T.

U(0) = Uh,0, U̇(0) = Uh,1,
(3.5.8)

where (Uh,0, Uh,1) = (ujk,0, ujk,1)1≤j≤J,1≤k≤K ∈ R2JK are the initial data. The corresponding solution
of (3.5.7) is given by (Uh, U̇h) = (ujk, u̇jk)1≤j≤J,1≤k≤K . Note that the entries of A0,h belonging to
MJK(R) may be easily deduced from (3.5.7).

As a discretization of the output, we choose

BhU =
((ujK

h2

)
j∈{1,··· ,J}

,
(uJk
h1

)
k∈{1,···K}

)
. (3.5.9)

The corresponding norm for the observation operator Bh is given by

‖BhU(t)‖2Yh = h1

J∑
j=1

∣∣∣ujK(t)
h2

∣∣∣2 + h2

K∑
k=1

∣∣∣uJk(t)
h1

∣∣∣2.
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Besides, the energy of the system (3.5.8) is given by

Eh(t) =
h1h2

2

J∑
j=0

K∑
k=0

(
|u̇jk(t)|2 +

∣∣∣uj+1k(t)− ujk(t)
h1

∣∣∣2 +
∣∣∣ujk+1(t)− ujk(t)

h2

∣∣∣2). (3.5.10)

As in the continuous case, this quantity is constant.

Eh(t) = Eh(0), ∀ 0 < t < T.

In order to prove the uniform observability of (3.5.8), we have to filter the high frequencies. To do
that we consider the eigenvalue problem associated with (3.5.8):

A0,hϕ = λ2ϕ. (3.5.11)

As in the continuous case, it is easy to show that the eigenvalues λj,k,h1,h2 are positive numbers. Let
us denote by ϕj,k,h1,h2 the corresponding eigenvectors.

Let us now introduce the following classes of solutions of (3.5.8) for any 0 < γ < 1:

Ĉγ(h) = span {ϕj,k,h1,h2 such that |λj,k,h1,h2 |max(h1, h2) ≤ 2
√
γ}.

The following Lemma holds (see [30]):

Lemma 3.5.6. Let 0 < γ < 1. Then there exist Tγ such that for all T > Tγ there exist kT,γ > 0 and
KT,γ > 0 such that

kT,γEh(0) ≤
∫ T

0
‖BhU(t)‖2Yh dt ≤ KT,γEh(0) (3.5.12)

holds for every solution of (3.5.8) in the class Ĉγ(h) and every h1, h2 small enough satisfying

sup
∣∣∣h1

h2

∣∣∣ <√ γ

4− γ
.

Now we present the time discrete schemes we are interested in. For any 4t > 0, we consider the
following time Newmark approximation scheme of system (3.5.8):

Uk+1 + Uk−1 − 2Uk

(4t)2
+A0,h

(
βUk+1 + (1− 2β)Uk + βUk−1

)
= 0,(U0 + U1

2
,
U1 − U0

4t

)
= (Uh,0, Uh,1),

(3.5.13)

with β ≥ 1/4.

The energy of (3.5.13) given by

Ek =
1
2

∥∥∥∥A1/2
0,h

(Uk + Uk+1

2

)∥∥∥∥2

+
1
2

∥∥∥∥Uk+1 − Uk

4t

∥∥∥∥2

+(4β − 1)
(4t)2

8

∥∥∥∥A1/2
0,h

(Uk+1 − Uk

4t

)∥∥∥∥2

,

(3.5.14)
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which is a discrete counterpart of the time continuous energy (3.3.19) and remains constant (see
(3.3.27) as well).

In view of (3.5.12), conditions (B1) and (B2) are satisfied. Besides, conditions (A1) and (A2) are
straightforward. Therefore the following theorem can be obtained as a direct consequence of Theorem
3.3.2:

Theorem 3.5.7. Set β ≥ 1/4. Set 0 < γ < 1. Assume that the mesh sizes h1, h2 and 4t tend to zero
and

sup
∣∣∣h1

h2

∣∣∣ <√ γ

4− γ
,

max{h1, h2}
4t

≤ τ, (3.5.15)

where τ is a positive constant.

Then, for any 0 < δ ≤ 2
√
γ/τ , there exist Tδ > 0 such that for any T > Tδ, there exists kT,δ,γ > 0

such that the observability inequality

kT,δ,γE
k ≤ 4t

∑
k4t∈(0,T )

∥∥∥BhUk∥∥∥2

Yh

holds for every solution of (3.5.13) with initial data in the class

Chδ/4t = span {ϕj,k,h1,h2 such that |λj,k,h1,h2 | ≤ δ/4t}

for h1, h2,4t small enough satisfying (3.5.15).

Proof. We are in the setting given before and thus Lemma 3.5.4 applies. Hence, to apply Theorem
3.3.1, we only need to verify that Chδ/4t ⊂ Ĉγ(h). But

|λ| < δ

4t
⇒ |λ| ≤ 2

√
γ

τ4t
≤ 2

√
γ

max{h1, h2}
.

and this completes the proof.

The 1-d string with rapidly oscillating density

In this paragraph, we consider a one-dimensional wave equation with rapidly oscillating density, which
provides another example where the model under consideration depends on an extra parameter.

Let us state the problem. Let ρ ∈ L∞(R) be a periodic function such that 0 < ρm ≤ ρ(x) ≤ ρM <
∞, a.e. x ∈ R. Given ε > 0, set ρε(x) = ρ(x/ε) and consider the one-dimensional wave equation

ρε(x)üε − ∂2
xxu

ε = 0, (x, t) ∈ (0, 1)× (0, T ),
uε(0, t) = uε(1, t) = 0, t ∈ (0, T ),
uε(x, 0) = u0(x), u̇ε(x, 0) = v0(x), x ∈ (0, 1).

(3.5.16)

We consider the observation operator

Buε(t) = ∂xu
ε(1, t). (3.5.17)

The mathematical setting is the same as in Subsection 3.4.3 and therefore we do not recall it.
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The eigenvalue problem for (3.5.16) reads

ρε(x)λ2Φ + ∂2
xxΦ = 0, x ∈ (0, 1); Φ(0) = Φ(1) = 0. (3.5.18)

For each ε > 0, there exists a sequence of eigenvalues

0 < λε1 < λε2 < · · · < λεn < · · · → ∞

and a sequence of associated eigenfunctions (Φε
n)n which can be chosen to constitute an orthonormal

basis in L2(0, 1) with respect to the norm

‖φ‖2L2 =
∫ 1

0
ρε(x)|φ(x)|2 dx.

In [3], the following is proved:

Theorem 3.5.8 ([3]). There exists a positive number D > 0, such that the following holds:

Let T > 2
√
ρ̄, where ρ̄ denotes the mean value of ρ. Then there exist two positive constants kT

and KT such that for any initial data (u0, v0) in

C̃D/ε = span {Φε
n : n < D/ε},

the solution uε of (3.5.16) verifies

kT ‖(u0, v0)‖2H1
0 (0,1)×L2(0,1) ≤

∫ T

0
|uεx(1, t)|2dt ≤ KT ‖(u0, v0)‖2H1

0 (0,1)×L2(0,1) .

Given β ≥ 1/4, let us consider the following time semi-discretization of (3.5.16)

ρε(x)
(uε,k+1 − 2uε,k + uε,k−1

(4t)2

)
− ∂2

xx

(
(1− 2β)uε,k + β(uε,k−1 + uε,k+1)

)
= 0,

(x, k) ∈ (0, 1)× N,
(3.5.19)

completed with the following boundary conditions and initial data uε,k(0) = uε,k(1) = 0, k ∈ N,(uε,0 + uε,1

2

)
(x) = u0(x),

(uε,1 − uε,0
4t

)
(x) = v0(x), x ∈ (0, 1).

(3.5.20)

Since conditions (A1)-(A2)-(B1)-(B2) hold, we get the following result as a consequence of Theorem
3.3.2:

Theorem 3.5.9. Let δ > 0 and β ≥ 1/4. Assume that the parameters 4t and ε tend to zero.

Then there exists a time Tδ such that for any T > Tδ, there exists a positive constant kT,δ such
that the observability inequality

kT,δ ‖(u0, v0)‖2H1
0 (0,1)×L2(0,1) ≤ 4t

∑
k4t∈(0,T )

|uε,kx (1)|2 (3.5.21)

holds for every solution of (3.5.19)-(3.5.20) with initial data (u0, v0) in the class

Cεδ/4t = span {Φε
n : λεn ≤ δ/4t} ∩ C̃D/ε

independently of 4t and ε.
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3.6 On the admissibility condition

The goal of this section is to provide admissibility results for the time-discrete schemes used throughout
the paper. These results are complementary to the observability results proved in Theorems 3.2.1,
3.3.1 and 3.3.2 when dealing with controllability problems (see [16]).

3.6.1 The time-continuous setting

Let us assume that system (3.1.1)-(3.1.2) is admissible. By definition, there exists a positive constant
KT such that: ∫ T

0
‖y(t)‖2Y dt ≤ KT ‖z0‖2X ∀ z0 ∈ D(A). (3.6.1)

The goal of this section is to prove that this property can be read on the wave packets setting as
well.

Proposition 3.6.1. System (3.1.1)-(3.1.2) is admissible if and only if
There exist r > 0 and D > 0 such that

for all n ∈ Λ and for all z =
∑

l∈Jr(µn)

clΦl : ‖Bz‖Y ≤ D ‖z‖X ,
(3.6.2)

where
Jr(µ) = {l ∈ N, such that |µl − µ| ≤ r}. (3.6.3)

Proof. We will prove separately the two implications.

First let us assume that system (3.1.1)-(3.1.2) is admissible.
Denote by

V (ω, ε) = span{Φj such that |µj − ω| ≤ ε}.

Then the following lemma holds:

Lemma 3.6.2. Let us define K(ω, ε) as

K(ω, ε) =
∥∥B(A− iωI)−1

∥∥
L(V (ω,ε)∗,Y )

.

Then for any ε > 0, K(ω, ε) is uniformly bounded in ω, that is

K(ε) = sup
ω∈R

K(ω, ε) <∞. (3.6.4)

Besides, the following estimate holds

K(ε) ≤

√
K1

1− exp(−1)

(
1 +

1
ε

)
, (3.6.5)

where K1 is the admissibility constant in (3.1.3).
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Proof of Lemma 3.6.2. Let us first notice these resolvent identities:

(A− iωI)− I = A− (1 + iω)I,
(A− (1 + iω)I)−1(I − (A− iωI)−1) = (A− iωI)−1.

Hence
K(ω, ε) ≤

∥∥B(A− (1 + iω)I)−1
∥∥

L(X,Y )

∥∥(I − (A− iωI)−1)
∥∥

L(V (ω,ε)∗,X)
.

Obviously ∥∥(I − (A− iωI)−1)
∥∥

L(V (ω,ε)∗,X)
≤ 1 +

1
ε

Hence we restrict ourselves to the study of∥∥B(A− (1 + iω)I)−1
∥∥

L(X,Y )
.

Let us remark that for all z =
∑
ajΦj ∈ X,

(A− (1 + iω)I)−1z =
∑ 1

i(µj − ω)− 1
ajΦj =

∫ ∞
0

exp(−(1 + iω)t)z(t) dt, (3.6.6)

where z(t) is the solution of (3.1.1) with initial value z. This implies that

∥∥B(A− (1 + iω)I)−1z
∥∥2

Y
=
∥∥∥∥∫ ∞

0
exp(−(1 + iω)t)Bz(t) dt

∥∥∥∥2

Y

≤
(∫ ∞

0

∣∣∣ exp(−(1 + 2iω)t)
∣∣∣ dt) (∫ ∞

0
exp(−t) ‖Bz(t)‖2Y dt

)
≤
∫ ∞

0
exp(−t) ‖Bz(t)‖2Y dt.

But using the admissibility property of the operator B, we obtain∫ ∞
0

exp(−t) ‖Bz(t)‖2Y dt ≤
∑
k∈N

exp(−k)
∫ k+1

k
‖Bz(t)‖2Y dt

≤
(∑
k∈N

exp(−k)
)
K1 ‖z‖2X ≤

K1

1− exp(−1)
‖z‖2X .

The estimate (3.6.5) follows.

Let us now consider a wave packet z0 =
∑

l∈J1(µn) clΦl. Then taking ε = 1 in Lemma 3.6.2, one
gets that

‖Bz‖Y ≤
∥∥B(A− i(µn − 2)I)−1

∥∥
L(V (µn−2,1)∗,Y )

‖(A− i(µn − 2)I)z‖

≤ K(1)
(

max
l∈J1(µn)

|µl − µn|+ 2
)
‖z‖ ≤ 3K(1) ‖z‖ .

Now we assume that estimate (3.6.2) holds for some r > 0 and D > 0. Set z0 ∈ D(A), and expand
z0 as

z0 =
∑
k∈Z

zk, zk =
∑

l∈Jr(2kr)

clΦl.

We need a special test function whose existence is established in the following Lemma:
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Lemma 3.6.3. There exists a time T and a function M satisfying
M(t) ≥ 0, |t| ≥ T/2,
M(t) ≥ 1, |t| ≤ T/2,
Supp M̂ ⊆ (−2r, 2r).

(3.6.7)

The proof is postponed to the end of this section. Note that functions satisfying similar properties
appear naturally in the proofs of various Ingham’s type inequalities, see [11, 26].

Taking Lemma 3.6.3 into account, we estimate∫ T

0
‖Bz(t)‖2Y ≤

∫
R
M(t− T/2) ‖Bz(t)‖2Y dt

≤
∑
k1,k2

∫
R
M(t− T/2) < Bzk1(t), Bzk2(t) >Y×Y dt.

But these scalar products vanish most of the time. Indeed, if |k1 − k2| ≥ 2, from (3.6.7), we get∫
R
M(t− T/2) < Bzk1(t), Bzk2(t) >Y dt

=
∑

(l1,l2)∈Jr(2k1 r)×Jr(2k2 r)

M̂(µl1 − µl2) < al1BΦl1 , al2BΦl2 >Y = 0.

This implies that∫ T

0
‖Bz(t)‖2Y ≤

∫
R
M(t− T/2)

∑
k

(
‖Bzk(t)‖2Y + 2Re〈Bzk(t), Bzk+1(t)〉Y×Y

)
dt

≤ 3
∫

R
M(t− T/2)

∑
k

‖Bzk(t)‖2Y dt ≤ 3D
∫

R
M(t− T/2)

∑
k

‖zk(t)‖2X dt

≤ 3DM̂(0) ‖z0‖2X .

This completes the proof, since admissibility at time T is obviously equivalent to admissibility in any
time.

Proof of Lemma 3.6.3. In this proof, we do not care about the value of the parameters r and T that
can be handled through a scaling argument.
Let us consider the function

f(t) =
1
π

sinc(t) =
sin(t)
πt

.

It is well-known that its Fourier transform is f̂(τ) = χ(−1,1)(τ), where χ(−1,1) denotes the characteristic
function of (−1, 1).

Hence, the function

M(t) = f(t)2 =
sinc2(t)
π2
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satisfies the following properties

M(t) ≥ 2
π3
, |t| < π

4
; M(t) ≥ 0, t ∈ R; M̂(τ) = (2− |τ |)+, τ ∈ R

and the proof is complete. For instance, for r > 0, one can take the function Mr(t) as

Mr(t) =
π2

8
sinc2(rt) (3.6.8)

which satisfies (3.6.7) with T = π/2r.

Remark 3.6.4. In the context of families of pairs (A,B), according to Proposition 3.6.1, the uniform
admissibility condition (3.5.1) is equivalent to a uniform wave packet estimate similar to (3.6.2). To
be more precise, if (Φp

j )j∈N denotes the eigenvectors of Ap associated to the eigenvalues (λpj )j∈N, that
is ApΦ

p
j = λpjΦ

p
j , the uniform admissibility condition is equivalent to:

There exist r > 0 and D > 0 such that for all p, n ∈ N

and for all z =
∑

l∈Jr(λpn)

clΦ
p
l : ‖Bpz‖Yp ≤ D ‖z‖Xp .

3.6.2 The time-discrete setting

This subsection is aimed to prove that if the continuous system (3.1.1)-(3.1.2) is admissible, in the
sense of Definition 3.1.1, then its time semi-discrete approximation will be admissible as well under
suitable assumptions. In this part, we will focus on the particular discretization given in Subsection
3.3.1, but everything works as well in all the time semi-discretization schemes considered in the article.

More precisely, we assume that the continuous system (3.1.1)-(3.1.2) is admissible, that is, from
Proposition 3.6.1, the wave packet estimate (3.6.2) holds.

Then we claim that, under the assumptions (3.1.17), (3.3.1), (3.3.2), (3.3.3) and (3.3.4), the fol-
lowing discrete admissibility inequality holds:

Theorem 3.6.5. Assume that system (3.1.1)-(3.1.2) is admissible. Set δ > 0. For any T > 0, there
exists a constant KT,δ > 0 such that for all 4t small enough, the solution of equation (3.1.17) with
initial data in Cδ/4t satisfies

4t
T/4t∑
k=0

∥∥∥Bzk∥∥∥2

Y
≤ KT,δ

∥∥z0
∥∥2

X
. (3.6.9)

Proof. The proof follows the one given in the continuous case. First of all, let us remark the following
straightforward fact: There exists rδ > 0 such that for all n ∈ Z satisfying 4t|λn,4t| ≤ δ, for all
4t > 0, the set

J̃rδ(λn,4t) = {l ∈ Z, such that |λl,4t − λn,4t| ≤ rd},

where λl,4t is as in (3.3.2), is a subset of Jr(µn) (recall (3.6.3)). Besides, one can take:

rδ = r inf{|h′(η)|, |η| ≤ δ}.
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Note that condition (3.3.3) implies the positivity of the right hand side.

Given 4t > 0, assume that there is a time T and a function M4t ∈ l2(4tZ) such that
M4t,k ≥ 0, |k4t| ≥ T/2,
M4t,k ≥ 1, |t| ≤ T/2,
Supp M̂4t ⊆ (−2rδ, 2rδ),

(3.6.10)

where this time M̂4t denotes the discrete Fourier transform at scale 4t defined in Definition 3.2.3.
One can easily check that we can take M4t = Mrδ for all 4t > 0 where Mrδ is as in (3.6.8).

With this definition, the proof of inequality (3.6.9) consists in rewriting the one of Proposition
3.6.1 by replacing the continuous integrals and the Fourier transform by their discrete versions. Since
all the steps are independent of 4t, the admissibility inequality holds uniformly.

Note that this proof can be applied to derive uniform admissibility results for families of operators
(A,B) within the class D(CB, T, kT ,KT ) for the fully discrete schemes. Indeed, in the setting of
Section 3.5, according to Remark 3.6.4, the proof presented above directly implies uniform admissibility
properties for operators in the class D(CB, T, kT ,KT ) when the initial data are taken in the filtered
class Cδ/4t.

3.7 Further comments and open problems

1. The resolvent estimate is a useful tool to analyze time-discrete approximation schemes, as we
have seen in this paper. However, although this method is quite robust, it does not allow to deal
with observability inequalities with loss, arising, for instance, when dealing with networks of vibrating
strings (see [5, Chapter 4]) or for the wave equation in the absence of the Geometric Control Conditions
(see [13, 15]). In those cases one only needs a weaker version of the observability inequality (3.1.4), in
which the observed norm is weaker than ‖·‖X . Actually, this question is also open at the continuous
level.

2. As said in Remark 3.4.9, we are not able to recover the optimal value of the time of observability
for systems (3.1.1)–(3.1.2) and their time-discrete approximation schemes. This is a drawback of the
method based on the resolvent estimate. Indeed, even in the continuous setting, to our knowledge,
this method does not allow to recover the optimal time of observability.

3. There are several different methods to derive uniform observability inequalities for systems
(3.4.19). In [28], a discrete multiplier technique is developed to derive the uniform observability of the
time semi-discrete wave equation in a bounded domain. There, the same order of filtering parameter
δ/(4t) is attained but a smallness condition on δ is imposed. Theorem 3.3.2 generalizes this result to
any δ > 0, as the dispersion diagram analysis in [28] suggests.

4. Along the paper, we derived uniform observability inequalities and admissibility results for
time-discretization schemes of abstract first order and second order (in time) systems. As it is well-
known in controllability theory, they imply uniform controllability results as well. For instance, in
the context of the time-discrete wave equation analyzed in [28], combining the duality arguments in
it and the results of this paper, one can immediately deduce the uniform (with respect to 4t > 0)
controllability of projections on the classes of filtered space Cδ/4t, for T > Tδ large enough and δ > 0
arbitrary. This improves the results in [28] that required the filtering parameter δ > 0 to be small
enough.
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3.7. Further comments and open problems

The same duality arguments combined with the uniform observability and admissibility results
we have presented in this paper allow proving uniform controllability results in a number of other
cases including the time-discrete KdV and Schrödinger equations, the fully discrete wave equation,
the time-discretization of wave equations with rapidly oscillating coefficients, etc.

5. In this paper, we have only dealt with observability properties of time-discrete conservative
systems, but the same questions arise for dissipative systems. However the situation is completely
different for unbounded dissipative perturbations. One such example is the heat equation for which,
as far as we know, there is no resolvent characterization of the well-known properties of observability
from an arbitrarily small observation set and time. The observability of time-discrete heat equations
has been analyzed in [29] for the heat operator. But as far as we know, there is no systematic way
of transferring the known results on space semi-discretizations (see [32]) to observability properties
of full discretization schemes. At this respect the article [12] is also worth mentioning in which the
existing results on the control of continuous parabolic equations are transformed into approximate
controllability results for space semi-discretizations, with an explicit estimate of the error term.
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[5] R. Dáger, E. Zuazua, Wave propagation, observation and control in 1−d flexible multi-structures,
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Chapter 4

Uniform exponential decay for viscous
damped systems

Joint work with Enrique Zuazua.

———————————————————————————————————————————–
Abstract: We consider a class of viscous damped vibrating systems. We prove that, under the
assumption that the damping term ensures the exponential decay for the corresponding inviscid system,
then the exponential decay rate is uniform for the viscous one, regardless what the value of the viscosity
parameter is. Our method is mainly based on a decoupling argument of low and high frequencies.
Low frequencies can be dealt with because of the effectiveness of the damping term in the inviscid case
while the dissipativity of the viscous term guarantees the decay of the high frequency components.
This method is inspired in previous work by the authors on time-discretization schemes for damped
systems in which a numerical viscosity term needs to be added to ensure the uniform exponential
decay with respect to the time-step parameter.
———————————————————————————————————————————–

4.1 Introduction

Let X and Y be Hilbert spaces endowed with the norms ‖·‖X and ‖·‖Y respectively. Let A : D(A) ⊂
X → X be a skew-adjoint operator with compact resolvent and B ∈ L(X,Y ).

We consider the system described by

ż = Az + εA2z −B∗Bz, t ≥ 0, z(0) = z0 ∈ X. (4.1.1)

Here and henceforth, a dot (˙) denotes differentiation with respect to time t. The element z0 ∈ X is
the initial state, and z(t) is the state of the system. Most of the linear equations modeling the damped
viscous vibrations of elastic structures (strings, beams, plates,...) can be written in the form (4.1.1) or
some variants that we shall also discuss, in which the viscosity term has a more general form, namely,

ż = Az + εVεz −B∗Bz, t ≥ 0, z(0) = z0 ∈ X, (4.1.2)

for a suitable viscosity operator Vε, which might depend on ε.
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Chapter 4. Uniform exponential decay for viscous damped systems

We define the energy of the solutions of system (4.1.1) by

E(t) =
1
2
‖z(t)‖2X , t ≥ 0, (4.1.3)

which satisfies
dE

dt
(t) = −‖Bz(t)‖2Y − ε||Az||

2
X , t ≥ 0. (4.1.4)

In this paper, we assume that system (4.1.1) is exponentially stable when ε = 0. For the sake of
completeness and clarity we distinguish the case in which the viscosity parameter vanishes

ż = Az −B∗Bz, t ≥ 0, z(0) = z0 ∈ X. (4.1.5)

This model corresponds to a conservative system in which a bounded damping term has been added.
The damped wave and Schrödinger equations enter in this class, for instance.

Thus, we assume that there exist positive constants µ and ν such that any solution of (4.1.5)
satisfies

E(t) ≤ µ E(0) exp(−νt), t ≥ 0. (4.1.6)

Our goal is to prove that the exponential decay property (4.1.6) for (4.1.5) implies the uniform
exponential decay of solutions of (4.1.1) with respect to the viscosity parameter ε > 0.

This result might seem immediate a priori since the viscous term that (4.1.1) adds to (4.1.5)
should in principle increase the decay rate of the solutions of the later. But, this is far from being
trivial because of the possible presence of overdamping phenomena. Indeed, in the context of the
damped wave equation, for instance, it is well known that the decay rate does not necessarily behave
monotonically with respect to the size of the damping operator (see, for instance, [6, 7, 15]). In our
case, however, the viscous damping operator is such that the decay rate is kept uniformly on ε. This
is so because it adds dissipativity to the high frequency components, while it does not deteriorate the
low frequency damping that the bounded feedback operator −B∗B introduces.

The main result of this paper is that system (4.1.1) enjoys a uniform stabilization property. It
reads as follows:

Theorem 4.1.1. Assume that system (4.1.5) is exponentially stable and satisfies (4.1.6) for some
positive constants µ and ν, and that B ∈ L(X,Y ).

Then there exist two positive constants µ0 and ν0 depending only on ‖B‖L(X,Y ), ν and µ such that
any solution of (4.1.1) satisfies (4.1.6) with constants µ0 and ν0 uniformly with respect to the viscosity
parameter ε > 0.

Our strategy is based on the fact that the uniform exponential decay properties of the energy for
systems (4.1.5) and (4.1.1), respectively, are equivalent to observability properties for the conservative
system

ẏ = Ay, t ∈ R, y(0) = y0 ∈ X, (4.1.7)

and its viscous counterpart

u̇ = Au+ εA2u, t ∈ R, u(0) = u0 ∈ X. (4.1.8)

For (4.1.7) the observability property consists in the existence of a time T ∗ > 0 and a positive
constant k∗ > 0 such that

k∗ ‖y0‖2X ≤
∫ T ∗

0
‖By(t)‖2Y dt, (4.1.9)
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4.2. Proof of Theorem 4.1.1

for every solution of (4.1.7) (see [11]).

A similar argument can be applied to the viscous system (4.1.8). In this case the relevant inequality
is the following: There exist a time T > 0 and a constant kT > 0 such that any solution of (4.1.8)
satisfies

kT ‖u0‖2X ≤
∫ T

0
‖Bu(t)‖2Y dt+ ε

∫ T

0
‖Au(t)‖2X dt. (4.1.10)

Note however that, for the uniform exponential decay property of the solutions of (4.1.1) to be inde-
pendent of ε, we also need the time T and the observability constant kT in (4.1.10) to be uniform.
Actually we will prove the observability property (4.1.10) for the time T = T ∗ given in (4.1.9).

The observability inequality (4.1.10) can not be obtained directly from (4.1.9) since the viscosity
operator εA2 is an unbounded perturbation of the dynamics associated to the conservative system
(4.1.7). Therefore, we decompose the solution u of (4.1.8) into its low and high frequency parts, that
we handle separately. We first use the observability of (4.1.7) to prove (4.1.10), uniformly on ε, for
the low frequency components. Second, we use the dissipativity of (4.1.8) to obtain a similar estimate
for the high-frequency components.

In this way, we derive observability properties of the low and high frequency components separately,
that, together, yield the needed observability property (4.1.10) leading to the uniform exponential
decay result.

Our arguments do not apply when the damping operator B is not bounded, as it happens when
the damping is concentrated on the boundary for the wave equation, see for instance [7]. Dealing with
unbounded damping operators B needs further work.

As we mentioned above, the results in this paper are related with the literature on the uniform
stabilization of numerical approximation schemes for damped equations of the form (4.1.5) and in
particular with [21, 20, 18, 19, 9]. Similar techniques have also been employed to obtain uniform
dispersive estimates for numerical approximation schemes to Schrödinger equations in [12].

The recent work [8] is also worth mentioning. There, observability issues were discussed for time
and fully discrete approximation schemes of (4.1.7) and was one of the sources of motivation for this
work.

The outline of this paper is as follows.
In Section 4.2, we recall the results of [8] and prove Theorem 4.1.1. In Section 4.3, we present a
generalization of Theorem 4.1.1 to other viscosity operators. We also specify an application of our
technique for viscous second order in time evolution equations which fit (4.1.2). In Section 4.4, we
present some applications to viscous approximations of damped Schrödinger and wave equations.
Finally, some further comments and open problems are collected in Section 4.5.

4.2 Proof of Theorem 4.1.1

We first need to introduce some notations.

Since A is a skew-adjoint operator with compact resolvent, its spectrum is discrete and σ(A) =
{iµj : j ∈ N}, where (µj)j∈N is a sequence of real numbers such that |µj | → ∞ when j → ∞. Set
(Φj)j∈N an orthonormal basis of eigenvectors of A associated to the eigenvalues (iµj)j∈N, that is

AΦj = iµjΦj . (4.2.1)
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Moreover, define
Cs = span {Φj : the corresponding iµj satisfies |µj | ≤ s}. (4.2.2)

In the sequel, we assume that system (4.1.5) is exponentially stable and that B ∈ L(X,Y ), i.e.
there exists a constant KB such that

‖Bz‖Y ≤ KB ‖z‖X , ∀z ∈ X. (4.2.3)

The proof is divided into several steps.

First, we write carefully the energy identity for z solution of (4.1.1).

Consider z a solution of (4.1.1). Its energy ‖z(t)‖2X satisfies

‖z(T )‖2X + 2
∫ T

0
‖Bz(t)‖2Y dt+ 2

∫ T

0
ε ‖Az(t)‖2X dt = ‖z(0)‖2X . (4.2.4)

Therefore our goal is to prove that, with T ∗ as in (4.1.9), there exists a constant c > 0 such that any
solution of (4.1.1) satisfies

c ‖z(0)‖2X ≤
∫ T ∗

0
‖Bz(t)‖2Y dt+ ε

∫ T ∗

0
‖Az(t)‖2X dt. (4.2.5)

It is easy to see that, combining (4.2.4) and (4.2.5), the semigroup Sε generated by (4.1.1) satisfies

‖Sε(T ∗)‖ ≤ γ = 1− c, (4.2.6)

for a constant 0 < γ < 1 independent of ε > 0. This, by the semigroup property, yields the uniform
exponential decay result.

We also claim that, for (4.2.5) to hold for the solutions of (4.1.1), it is sufficient to show (4.1.10)
for solutions of (4.1.8). To do that, it is sufficient to follow the argument in [11] developed in the
context of system (4.1.5).

We decompose z as z = u + w where u is the solution of the system (4.1.8) with initial data
u(0) = z0 and w satisfies

ẇ = Aw + εA2w −B∗Bz, t ≥ 0, w(0) = 0. (4.2.7)

Indeed, multiplying (4.2.7) by w and integrating in time, we get

‖w(t)‖2X + 2ε
∫ t

0
‖Aw(s)‖2X ds+ 2

∫ t

0
< Bz(s), Bw(s) >Y ds = 0.

Using that B is bounded, this gives

‖w(t)‖2X + 2ε
∫ t

0
‖Aw(s)‖2X ds ≤

∫ t

0
‖Bz(s)‖2Y +K2

B

∫ t

0
‖w(s)‖2X ds. (4.2.8)

Grönwall’s inequality then gives a constant G, that depends only on KB and T ∗, such that

sup
t∈[0,T ∗]

{
‖w(t)‖2X

}
+ ε

∫ T ∗

0
‖Aw(s)‖2X ds ≤ G

∫ T ∗

0
‖Bz(s)‖2Y ds. (4.2.9)
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4.2. Proof of Theorem 4.1.1

Therefore in the sequel we deal with solutions u of (4.1.8), for which we prove (4.1.10) for T = T ∗.

As said in the introduction, we decompose the solution u of (4.1.8) into its low and high frequency
parts. To be more precise, we consider

ul = π1/
√
εu, uh = (I − π1/

√
ε)u, (4.2.10)

where π1/
√
ε is the orthogonal projection on C1/

√
ε defined in (4.2.2). Here the notation ul and uh

stands for the low and high frequency components, respectively.

Note that both ul and uh are solutions of (4.1.8) since the projection π1/
√
ε and the viscosity

operator A2 commute.

Besides, uh lies in the space C⊥
1/
√
ε
, in which the following property holds:

√
ε ‖Ay‖X ≥ ‖y‖X , ∀y ∈ C⊥1/√ε. (4.2.11)

In a first step, we compare ul with yl solution of (4.1.7) with initial data yl(0) = ul(0). Now, set
wl = ul − yl. From (4.1.9), which is valid for solutions of (4.1.7), we get

k∗ ‖ul(0)‖2X = k∗ ‖yl(0)‖2X ≤ 2
∫ T ∗

0
‖Bul(t)‖2Y dt+ 2

∫ T ∗

0
‖Bwl(t)‖2Y dt. (4.2.12)

In the sequel, to simplify the notation, c > 0 will denote a positive constant that may change from
line to line, but which does not depend on ε.

Let us therefore estimate the last term in the right hand side of (4.2.12). To this end, we write
the equation satisfied by wl, which can be deduced from (4.1.7) and (4.1.8):

ẇl = Awl + εA2ul, t ≥ 0, wl(0) = 0.

Note that wl ∈ C1/
√
ε, since ul and yl both belong to C1/

√
ε. Therefore, the energy estimate for wl

leads, for t ≥ 0, to

‖wl(t)‖2X = −2ε
∫ t

0
< Aul(s), Awl(s) >X ds ≤ ε

∫ t

0
‖Aul(s)‖2X ds+

∫ t

0
‖wl(s)‖2X ds.

Grönwall’s Lemma applies and allows to deduce from (4.2.12) and the fact that the operator B is
bounded, the existence of a positive c independent of ε, such that

c ‖ul(0)‖2X ≤
∫ T ∗

0
‖Bul(t)‖2Y dt+ ε

∫ T ∗

0
‖Aul(s)‖2X ds.

Besides, ∫ T ∗

0
‖Bul(t)‖2Y dt ≤ 2

∫ T ∗

0
‖Bu(t)‖2Y dt+ 2

∫ T ∗

0
‖Buh(t)‖2Y dt

and, since uh(t) ∈ C⊥
1/
√
ε

for all t,∫ T ∗

0
‖Buh(t)‖2Y dt ≤ K2

B

∫ T ∗

0
‖uh(t)‖2X dt ≤ KBε

∫ T ∗

0
‖Auh(t)‖2X dt.

It follows that there exists c > 0 independent of ε such that

c ‖ul(0)‖2X ≤
∫ T ∗

0
‖Bu(t)‖2Y dt+ ε

∫ T ∗

0
‖Au(s)‖2X ds. (4.2.13)
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Let us now consider the high frequency component uh. Since uh(t) is a solution of (4.1.8) and
belongs to C⊥

1/
√
ε

for all time t ≥ 0, the energy dissipation law for uh solution of (4.1.8) reads

‖uh(t)‖2X + 2ε
∫ t

0
‖Auh(s)‖2X ds = ‖uh(0)‖2X , t ≥ 0, (4.2.14)

and
‖uh(t)‖2X ≤ exp(−2t) ‖uh(0)‖2X , ∀t ≥ 0.

In particular, these two last inequalities imply the existence of a constant c > 0 independent of ε such
that any solution uh of (4.1.8) with initial data uh(0) ∈ C⊥

1/
√
ε

satisfies

c ‖uh(0)‖2X ≤ ε
∫ T ∗

0
‖Auh(s)‖2X ds. (4.2.15)

Combining (4.2.13) and (4.2.15) leads to the observability inequality (4.1.10). This, combined with
the arguments of [11] and (4.2.9), allows to prove that any solution z of (4.1.1) satisfies (4.2.5), and
proves (4.2.6), from which Theorem 4.1.1 follows.

4.3 Variants of Theorem 4.1.1

4.3.1 General viscosity operators

Other viscosity operators could have been chosen. In our approach, we used the viscosity operator
εA2, which is unbounded, but we could have considered the viscosity operator

εVε =
εA2

I − εA2
, (4.3.1)

which is well defined, since A2 is a definite negative operator, and commutes with A. This choice
presents the advantage that the viscosity operator now is bounded, keeping the properties of being
small at frequencies of order less than 1/

√
ε and of order 1 on frequencies of order 1/

√
ε and more.

Again, the same proof as the one presented above works.

The following result constitutes a generalization of Theorem 4.1.1, which applies to a wide range
of viscosity operators, and, in particular, to (4.3.1).

Theorem 4.3.1. Assume that system (4.1.5) is exponentially stable and satisfies (4.1.6), and that
B ∈ L(X,Y ).

Consider a viscosity operator Vε such that

1. Vε defines a self-adjoint definite negative operator.

2. The projection π1/
√
ε and the viscosity operator Vε commute.

3. There exist positive constants c and C such that for all ε > 0,
√
ε
∥∥∥(√−Vε)z∥∥∥

X
≤ C ‖z‖X , ∀z ∈ C1/

√
ε,

√
ε
∥∥∥(√−Vε)z∥∥∥

X
≥ c ‖z‖X , ∀z ∈ C

⊥
1/
√
ε.
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Then the solutions of (4.1.2) are exponentially decaying in the sense of (4.1.6), uniformly with respect
to the viscosity parameter ε ≥ 0.

The proof of Theorem 4.3.1 can be easily deduced from the one of Theorem 4.1.1 and is left to the
reader.

Especially, note that the second item implies that both spaces C1/
√
ε and C⊥

1/
√
ε

are left globally

invariant by the viscosity operator Vε. Therefore, if ul ∈ C1/
√
ε and uh ∈ C⊥1/√ε, we have

< Vε(ul + uh), (ul + uh) >X=< Vεul, ul >X + < Vεuh, uh >X .

Also remark that the second item is always satisfied when the operators Vε and A commute.

4.3.2 Wave type systems

In this subsection we investigate the exponential decay properties for viscous approximations of second
order in time evolution equation.

Let H be a Hilbert space endowed with the norm ‖·‖H . Let A0 : D(A0) → H be a self-adjoint
positive operator with compact resolvent and C ∈ L(H,Y ).

We then consider the initial value problem{
v̈ +A0v + εA0v̇ + C∗Cv̇ = 0, t ≥ 0,

v(0) = v0 ∈ D(A1/2
0 ), v̇(0) = v1 ∈ H.

(4.3.2)

System (4.3.2) can be seen as a particular instance of (4.1.2) modeling wave and beams equations.

The energy of solutions of (4.3.2) is given by

E(t) =
1
2
‖v̇(t)‖2H +

1
2

∥∥∥A1/2
0 v(t)

∥∥∥2

H
, (4.3.3)

and satisfies
dE

dt
(t) = −‖Cv̇(t)‖2Y − ε

∥∥∥A1/2
0 v̇(t)

∥∥∥2

H
. (4.3.4)

As before, we assume that, for ε = 0, the system

v̈ +A0v + C∗Cv̇ = 0, t ≥ 0, v(0) = v0 ∈ D(A1/2
0 ), v̇(0) = v1 ∈ H, (4.3.5)

is exponentially stable, i.e. (4.1.6) holds.

We are indeed in the setting of (4.1.2), since (4.3.2) can be written as

Ż = AZ + εVεZ −B∗BZ, (4.3.6)

with

Z =
(
v
v̇

)
, A =

(
0 I
−A0 0

)
, Vε =

(
0 0
0 −A0

)
, B =

(
0 C

)
. (4.3.7)

Note that the viscosity operator Vε introduced in (4.3.7) does not satisfy Condition 1 in Theorem
4.3.1. Though, we can prove the following theorem:
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Theorem 4.3.2. Assume that system (4.3.5) is exponentially stable and satisfies (4.1.6) for some
positive constants µ and ν, and that C ∈ L(H,Y ). Set K <∞.

Then there exist two positive constants µK and νK depending only on ‖C‖L(H,Y ), K, ν and µ such
that any solution of (4.3.2) satisfies (4.1.6) with constants µ0 and ν0 uniformly with respect to the
viscosity parameter ε ∈ [0,K].

Before going into the proof, we introduce the spectrum of A0. Since A0 is self-adjoint positive
definite with compact resolvent, its spectrum is discrete and σ(A0) = {λ2

j : j ∈ N}, where λj is
an increasing sequence of real positive numbers such that λj → ∞ when j → ∞. Set (Ψj)j∈N an
orthonormal basis of eigenvectors of A0 associated to the eigenvalues (λ2

j )j∈N.

These notations are consistent with the ones introduced in Section 4.2, by setting A as in (4.3.7),
and

µ±j = ±λj , Φj =

 1
iµj

Ψj

Ψj

 .

For convenience, similarly as in (4.2.2), we define

Cs = span {Ψj : the corresponding λj satisfies |λj | ≤ s}, (4.3.8)

which satisfies Cs = (Cs)2.

Sketch of the proof. The proof of Theorem 4.3.2 closely follows the one of Theorem 4.1.1.

As before, we read the exponential stability of (4.3.5) into the following observability inequality:
There exist a time T ∗ and a positive constant k∗ such that any solution of

ÿ +A0y = 0, t ≥ 0, y(0) = y0 ∈ D(A1/2
0 ), ẏ(0) = y1 ∈ H, (4.3.9)

satisfies

k∗

(
‖y1‖2H +

∥∥∥A1/2
0 y0

∥∥∥2

H

)
≤
∫ T ∗

0
‖Cẏ(t)‖2Y dt. (4.3.10)

Due to (4.3.4), as in (4.2.5), the exponential decay of the energy for solutions of (4.3.2) is equivalent
to the following observability inequality: There exist a time T̃ and a positive constant c such that for
any ε ∈ [0,K],

c
(
‖v1‖2H +

∥∥∥A1/2
0 v0

∥∥∥2

H

)
≤
∫ T̃

0
‖Cv̇(t)‖2Y dt+ ε

∫ T̃

0

∥∥∥A1/2
0 v̇(t)

∥∥∥2

H
dt (4.3.11)

holds for any solution v of (4.3.2).

Using the same perturbative arguments as in [11] or (4.2.7)-(4.2.9), the observability inequality
(4.3.11) holds if and only if there exist a time T and a positive constant kT > 0 such that, for any
ε ∈ [0,K], the observability inequality

kT

(
‖u1‖2H +

∥∥∥A1/2
0 u0

∥∥∥2

H

)
≤
∫ T

0
‖Cu̇(t)‖2Y dt+ ε

∫ T

0

∥∥∥A1/2
0 u̇(t)

∥∥∥2

H
dt (4.3.12)

holds for any solution u of

ü+A0u+ εA0u̇ = 0, t ≥ 0, u(0) = u0 ∈ D(A1/2
0 ), u̇(0) = u1 ∈ H. (4.3.13)
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As before, we then focus on the observability inequality (4.3.12) for solutions of (4.3.13). As in
the proof of Theorem 4.1.1, we now decompose the solution of (4.3.13) into its low and high frequency
parts, that we handle separately. To be more precise, we consider

ul = P1/
√
ε u, uh = (I − P1/

√
ε)u.,

where P1/
√
ε is the orthogonal projection in H on C1/

√
ε as defined in (4.3.8). Again, both ul and uh

are solutions of (4.3.13) since P1/
√
ε commute with A0.

Arguing as before, the low frequency component ul can be compared to yl solution of (4.3.9) with
initial data (y0, y1) = (P1/

√
εu0, P1/

√
εu1), and using (4.3.10) for solutions of (4.3.9), we obtain the

existence of a positive constant c1 such that

c1

(∥∥∥P1/
√
εu1

∥∥∥2

H
+
∥∥∥A1/2

0 P1/
√
εu0

∥∥∥2

H

)
≤
∫ T ∗

0
‖Cu̇(t)‖2Y dt+ ε

∫ T ∗

0

∥∥∥A1/2
0 u̇(t)

∥∥∥2

H
dt. (4.3.14)

For the high frequency component uh, the situation is slightly more intricate than in Theorem
4.1.1. The energy of the solution uh satisfies the dissipation law

1
2
d

dt

(
‖u̇h(t)‖2H +

∥∥∥A1/2
0 uh(t)

∥∥∥2

H

)
= −ε

∥∥∥A1/2
0 u̇h

∥∥∥2

H
≤ −‖u̇h‖2H , (4.3.15)

where the last inequality comes from u̇h ∈ C⊥
1/
√
ε
.

Setting

Eh(t) =
1
2
‖u̇h(t)‖2H +

1
2

∥∥∥A1/2
0 uh(t)

∥∥∥2

H
,

we thus obtain that

Eh(t) +
∫ t

0
‖u̇h(s)‖2H ds ≤ Eh(0). (4.3.16)

We now prove the so-called equirepartition of the energy for the solutions u of (4.3.13). Multiplying
(4.3.13) by u and integrating by parts between 0 and t, we obtain

< u̇(t), u(t) >H − < u̇(0), u(0) >H −
∫ t

0
‖u̇(s)‖2H ds+

∫ t

0

∥∥∥A1/2
0 u(s)

∥∥∥2

H
ds

+ ε

∫ t

0
< A

1/2
0 u̇(s), A1/2

0 u(s) >H ds = 0.

In particular,∫ t

0
‖u̇(s)‖2H ds =

∫ t

0

∥∥∥A1/2
0 u(s)

∥∥∥2

H
ds+

ε

2

(∥∥∥A1/2
0 u(t)

∥∥∥2

H
−
∥∥∥A1/2

0 u0

∥∥∥2

H

)
+ < u̇(t), u(t) >H − < u̇(0), u(0) >H . (4.3.17)

Now, for uh, which is a solution of (4.3.13), for all t ≥ 0, uh(t) ∈ C⊥
1/
√
ε
. In particular, for all t ≥ 0,

we have ∣∣∣ < u̇h(t), uh(t) >H
∣∣∣ ≤ √ε

2
‖u̇h‖2H +

1
2
√
ε
‖uh(t)‖2H ≤

√
εEh(t), (4.3.18)

where we used that for φ ∈ C⊥
1/
√
ε
,

‖φ‖2H ≤ ε
∥∥∥A1/2

0 φ
∥∥∥2

H
.
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Combining (4.3.18) with identity (4.3.17) for uh, we obtain∫ t

0
‖u̇h(s)‖2H ds ≥

∫ t

0

∥∥∥A1/2
0 uh(s)

∥∥∥2

H
ds−

(√
ε+ ε

)
(Eh(t) + Eh(0)). (4.3.19)

This yields ∫ t

0
‖u̇h(s)‖2H ds ≥

∫ t

0
Eh(s) ds− 1

2

(√
ε+ ε

)
(Eh(t) + Eh(0)). (4.3.20)

Combined with (4.3.16), we obtain(
1− 1

2
(
√
ε+ ε)

)
Eh(t) +

∫ t

0
Eh(s) ds ≤ Eh(0)

(
1 +

1
2

(
√
ε+ ε)

)
(4.3.21)

Assuming that K ≥ 1, which can always be assumed, for ε ∈ [0,K], we thus have

(1−K)Eh(t) +
∫ t

0
Eh(s) ds ≤ (1 +K)Eh(0).

The decay of Eh(t), guaranteed by the dissipation law (4.3.15), then proves that

(t+ 1−K)Eh(t) ≤ (1 +K)Eh(0).

For t = 1 + 3K, we thus have Eh(1 + 3K) ≤ Eh(0)/2. We then deduce from the dissipation law
(4.3.15) the existence of a positive constant cK such that

cKEh(0) ≤ ε
∫ 1+3K

0

∥∥∥A1/2
0 u̇h(s)

∥∥∥2

H
ds. (4.3.22)

We finally conclude Theorem 4.3.2 by combining (4.3.14) and (4.3.22) as before.

Remark 4.3.3. One cannot expect the results of Theorem 4.3.2 to hold uniformly with respect to
ε ∈ [0,∞]. Indeed, an overdamping phenomenon appears when ε → ∞. This can indeed be deduced
from the existence of the following solutions of (4.3.13):

uj(t) = exp(tτ εj )Ψj , t ≥ 0, where τ εj =
ελ2

j

2

(√
1− 4

(ελj)2
− 1

)
∼

ελj→∞
−1
ε
.

Plugging these solutions in (4.3.12), one can check that the observability inequality (4.3.12) cannot
hold uniformly with respect to ε ∈ [0,∞). Finally, using the equivalence between the observability
inequality (4.3.12) for solutions of (4.3.13) and the observability inequality (4.3.11) for solutions of
(4.3.2), this proves that the results of Theorem 4.3.2 do not hold uniformly with respect to ε ∈ [0,∞].

Remark 4.3.4. To avoid the overdamping phenomenon when ε → ∞, one can for instance add a
dispersive term in (4.3.2), and consider the initial value problem{

v̈ +A0v + εA0v̇ + εA0v + C∗Cv̇ = 0, t ≥ 0,

v(0) = v0 ∈ D(A1/2
0 ), v̇(0) = v1 ∈ H.

(4.3.23)

The energy of solutions of (4.3.23) is now given by

Eε(t) =
1
2
‖v̇(t)‖2H +

(1 + ε

2

)∥∥∥A1/2
0 v(t)

∥∥∥2

H
. (4.3.24)
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One can then prove that, if system (4.3.5) is exponentially stable, then the energy Eε of solutions of
systems (4.3.23) is exponentially stable, uniformly with respect to the viscosity parameter ε ∈ [0,∞).
The proof can be done similarly as the one of Theorem 4.3.2 and is left to the reader. The main
difference that the dispersive term introduces is that the high frequency solutions uh of

üh +A0uh + εA0u̇h + εA0uh = 0, t ≥ 0, (4.3.25)

with initial data (uh(0), u̇h(0)) ∈ (C⊥
1/
√
ε
)2 ∩ (D(A1/2

0 ) × H) now satisfy, instead of (4.3.19), which
deteriorates when ε→∞, the following property of equirepartition of the energy∣∣∣∣∣

∫ t

0
‖u̇h‖2H ds− (1 + ε)

∫ t

0

∥∥∥A1/2
0 u(s)

∥∥∥2

H
ds

∣∣∣∣∣ ≤ 2Eh,ε(t) + 2Eh,ε(0), (4.3.26)

where Eh,ε is the energy of the solutions uh of (4.3.25).

4.4 Applications

This section is devoted to present some precise examples.

4.4.1 The viscous Schrödinger equation

Let Ω be a smooth bounded domain of RN .

Let us now consider the following damped Schrödinger equation:
iż + ∆xz + ia(x) z = 0, in Ω× (0,∞),
z = 0, on ∂Ω× (0,∞),
z(0) = z0, in Ω,

(4.4.1)

where a = a(x) is a nonnegative damping function in L∞(Ω), that we assume to be positive in some
open subdomain ω of Ω, that is there exists a0 > 0 such that

a(x) ≥ a0, ∀x ∈ ω. (4.4.2)

The energy of solutions of (4.4.1), given by

E(t) =
1
2
‖z(t)‖2L2(Ω) , (4.4.3)

satisfies
dE

dt
(t) = −

∫
Ω
a(x)|z(t, x)|2 dx. (4.4.4)

The stabilization problem for (4.4.1) has already been studied in the recent years. Let us briefly
present some known results. Some of them concern the problem of exact controllability but, as
explained for instance in [16], it is equivalent to the observability and the stabilization ones addressed
in this article in the case where the damping operator B is bounded.

For instance, in [14], it is proved that the Geometric Control Condition (GCC) is sufficient to
guarantee the stabilization property (4.1.6) for the damped Schrödinger equation (4.4.1). The GCC
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can be, roughly, formulated as follows (see [2] for the precise setting): The subdomain ω of Ω is said
to satisfy the GCC if there exists a time T > 0 such that all rays of Geometric Optics that propagate
inside the domain Ω at velocity one reach the set ω in time less than T . This condition is necessary
and sufficient for the stabilization property to hold for the wave equation.

But, in fact, the Schrödinger equation behaves slightly better than a wave equation from the
stabilization point of view because of the infinite velocity of propagation and, in this case, the GCC
is sufficient but not always necessary. For instance, in [13], it has been proved that when the domain
Ω is a square, for any non-empty bounded open subset ω, the stabilization property (4.1.6) holds for
system (4.4.1). Other geometries have been also dealt with: We refer to the articles [4, 1].

Now, we assume that ω satisfies the GCC and, consequently, that we are in a situation where the
stabilization property (4.1.6) for (4.4.1) holds, and we consider the viscous approximations

iż + ∆xz + ia(x) z − i
√
ε∆xz = 0, in Ω× (0,∞),

z = 0, on ∂Ω× (0,∞),
z(0) = z0, in Ω,

(4.4.5)

where ε ≥ 0.

System (4.4.1) can be seen as a Ginzburg-Landau type approximation. More precisely, system
(4.4.1) is the inviscid limit of (4.4.5). We refer to the works [17, 3] where inviscid limits were analyzed
in a nonlinear context.

For the stabilization problem, Theorem 4.3.1 applies and provides the following result:

Theorem 4.4.1. Assume that system (4.4.1) is exponentially stable, i.e. it satisfies (4.1.6).

Then the solutions of (4.4.5) are exponentially decaying in the sense of (4.1.6), uniformly with
respect to the viscosity parameter ε ≥ 0.

Proof. Let us check the hypothesis of Theorem 4.3.1.

This example enters in the abstract setting given in the introduction: The operator A = i∆x with
the Dirichlet boundary conditions is indeed skew-adjoint in L2(Ω) with compact resolvent and domain
D(A) = H2 ∩H1

0 (Ω) ⊂ L2(Ω). Since a is a nonnegative function, the damping term in (4.4.1) takes
the form B∗Bz where B is defined as the multiplication by

√
a(x), which is obviously bounded from

L2(Ω) to L2(Ω).

The viscosity operator is
εVε =

√
ε∆x = −i

√
εA = −

√
ε|A|.

Obviously, this viscosity operator Vε satisfies the assumptions 1, 2 and 3, and therefore Theorem 4.3.1
applies.

4.4.2 The viscous damped wave equation

Again, let Ω be a smooth bounded domain of RN .

We now consider the damped wave equation
v̈ −∆xv + a(x) v̇ = 0, in Ω× (0,∞),
v = 0, on ∂Ω× (0,∞),
v(0) = v0, v̇(0) = v1 in Ω,

(4.4.6)
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where a is a nonnegative function as before, and satisfies (4.4.2) for some non-empty open subset ω
of Ω.

The energy of solutions of (4.4.6), given by

E(t) =
1
2
‖v̇‖2L2(Ω) +

1
2
‖Ov‖2L2(Ω) , (4.4.7)

satisfies the dissipation law
dE

dt
(t) = −

∫
Ω
a(x)|v̇|2 dx. (4.4.8)

We assume that system (4.4.6) is exponentially stable. From the works [2, 5], this is the case if
and only if ω satisfies the Geometric Control Condition given above.

We now consider viscous approximations of (4.4.6) given, for ε > 0, by
v̈ −∆xv + a(x)v̇ − ε∆xv̇ = 0, in Ω× (0,∞),
v = 0, on ∂Ω× (0,∞),
v(0) = v0 ∈ H1

0 (Ω), v̇(0) = v1 ∈ L2(Ω).
(4.4.9)

Setting A0 = −∆x with Dirichlet boundary conditions and C =
√
a(x), Theorem 4.3.2 applies:

Theorem 4.4.2. Assume that ω satisfies the Geometric Control Condition.

Then the solutions of (4.4.9) decay exponentially, i.e. satisfy (4.1.6) uniformly with respect to the
viscosity parameter ε ∈ [0, 1]. To be more precise, there exist positive constants µ0 and ν0 such that
for all ε ∈ [0, 1], for any initial data in H1

0 (Ω)× L2(Ω), the solution of (4.4.9) satisfies

E(t) ≤ µ0E(0) exp(−ν0t), t ≥ 0. (4.4.10)

4.5 Further comments

1. In this article, we have identified a class of damped systems, with added viscosity term,
in which overdamping does not occur. This is to be compared with the existing literature on the
overdamping phenomenon for the damped wave equation ([6, 7]).

2. As we mentioned in the introduction, our methods and results require the assumption that
the damping operator B is bounded. This is due to the method we employ, which is based on
the equivalence between the exponential decay of the energy and the observability properties of the
conservative system, that requires the damping operator to be bounded. However, in several relevant
applications, as for instance when dealing with the problem of boundary stabilization of the wave
equation (see [16]), the feedback law is unbounded, and our method does not apply. This issue
requires further work.

3. The same methods allow obtaining numerical approximation schemes with uniform decay prop-
erties.

The discrete analogue of the viscosity term added above for the stabilization of the wave equation
has already been discussed in the works [21, 20, 18, 9] for space semi-discrete approximation schemes
of damped wave equations. In those articles, though, the viscosity term is needed due to the presence
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of high-frequency spurious solutions that do not propagate and therefore are not efficiently damped
by the damping operator B∗B when it is localized in space as in the examples considered above.

Following the same ideas as in [21, 20, 18, 9], if observability properties such as (4.1.9) hold for
fully discrete approximation schemes of the conservative linear system (4.1.7) in a filtered space (see
[8]), then adding a suitable viscosity term to the corresponding fully discrete version of the dissipa-
tive system (4.1.5) suffices to obtain uniform (with respect to space time discretization parameters)
stabilization properties. This issue is currently investigated by the authors and will be published in
[10].
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Chapter 5

Uniformly exponentially stable
approximations for a class of damped
systems

Joint work with Enrique Zuazua.

———————————————————————————————————————————–
Abstract: We consider time semi-discrete approximations of a class of exponentially stable infinite
dimensional systems modeling, for instance, damped vibrations. It has recently been proved that for
time semi-discrete systems, due to high frequency spurious components, the exponential decay property
may be lost as the time step tends to zero. We prove that adding a suitable numerical viscosity term
in the numerical scheme, one obtains approximations that are uniformly exponentially stable. This
result is then combined with previous ones on space semi-discretizations to derive similar results on
fully-discrete approximation schemes. Our method is mainly based on a decoupling argument of low
and high frequencies, the low frequency observability property for time semi-discrete approximations
of conservative linear systems and the dissipativity of the numerical viscosity on the high frequency
components. Our methods also allow to deal directly with stabilization properties of fully discrete
approximation schemes without numerical viscosity, under a suitable CFL type condition on the time
and space discretization parameters.
———————————————————————————————————————————–

5.1 Introduction

Let X and Y be Hilbert spaces endowed with the norms ‖·‖X and ‖·‖Y respectively. Let A : D(A) ⊂
X → X be a skew-adjoint operator with compact resolvent and B ∈ L(X,Y ).

We consider the system described by

ż = Az −B∗Bz, t ≥ 0, z(0) = z0 ∈ X. (5.1.1)

Here and henceforth, a dot (˙) denotes differentiation with respect to time t. The element z0 ∈ X is
the initial state, and z(t) is the state of the system.

Most of the linear equations modeling the damped vibrations of elastic structures can be written
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in the form (5.1.1). Some other relevant models, as the damped Schrödinger equations, fit in this
setting as well.

We define the energy of the solutions of system (5.1.1) by

E(t) =
1
2
‖z(t)‖2X , t ≥ 0, (5.1.2)

which satisfies
dE

dt
(t) = −‖Bz(t)‖2Y , t ≥ 0. (5.1.3)

In this paper, we assume that system (5.1.1) is exponentially stable, that is there exist positive
constants µ and ν such that any solution of (5.1.1) satisfies

E(t) ≤ µ E(0) exp(−νt), t ≥ 0. (5.1.4)

Our goal is to develop a theory allowing to get, as a consequence of (5.1.4), exponential stability
results for time-discrete systems.

We start considering the following natural time-discretization scheme for the continuous system
(5.1.1). For any 4t > 0, we denote by zk the approximation of the solution z of system (5.1.1) at
time tk = k4t, for k ∈ N, and introduce the following implicit midpoint time discretization of system
(5.1.1): 

zk+1 − zk

4t
= A

(zk + zk+1

2

)
−B∗B

(zk + zk+1

2

)
, k ∈ N,

z0 = z0.
(5.1.5)

As in (5.1.2), we can define the discrete energy by

Ek =
1
2

∥∥∥zk∥∥∥2

X
, k ∈ N, (5.1.6)

which satisfies the dissipation law

Ek+1 − Ek

4t
= −

∥∥∥∥B(zk + zk+1

2

)∥∥∥∥2

Y

, k ∈ N. (5.1.7)

The results in [28], in the context of the conservative wave equation, which is a particular instance of
(5.1.1) with B = 0, show that we cannot expect in general to find positive constants µ0 and ν0 such
that

Ek ≤ µ0 E
0 exp(−ν0k4t), k ∈ N, (5.1.8)

holds for any solution of (5.1.9) uniformly with respect to 4t > 0. Indeed, it was proved in [28]
that spurious high-frequency modes may arise when discretizing in time the wave equation, which
propagate with an arbitrarily small velocity and that, when the operator B is localized somewhere in
the domain where waves propagate, cannot be observed uniformly with respect to4t. This constitutes
an obstruction to the stabilization property (5.1.8) as well.

Therefore, in order to get a uniform decay, it seems natural to add in system (5.1.5) a suitable
extra numerical viscosity term to damp these high-frequency spurious components. When doing it at
the right scale, the new system we obtain is as follows:

z̃k+1 − zk

4t
= A

(zk + z̃k+1

2

)
−B∗B

(zk + z̃k+1

2

)
, k ∈ N,

zk+1 − z̃k+1

4t
= (4t)2A2zk+1, k ∈ N,

z0 = z0.

(5.1.9)
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This system introduces, indeed, numerical viscosity at the right scale since the spurious high-frequency
modes arising in [28] precisely correspond to solutions for which (4t)A is of unit order or more.

Let us also remark that system (5.1.9) can be rewritten as

zk+1 − zk

4t
= A

(zk + zk+1

2

)
−B∗B

(zk + zk+1

2

)
+ (4t)2A2zk+1

− (4t)3

2
A3zk+1 +

(4t)3

2
B∗BA2zk+1, (5.1.10)

which is consistent with system (5.1.1).

To motivate system (5.1.9), one can compare it with the time continuous system

ż = Az −B∗Bz + (4t)2A2z, (5.1.11)

which generates the semigroup S(t) = exp(t(A−B∗B+ (4t)2A2)). In (5.1.9), z̃k+1 corresponds to an
approximation of exp(4t(A − B∗B))zk and zk+1 to an approximation of exp((4t)3A2)z̃k+1. Doing
this, zk+1 is an approximation of S(4t)zk ' exp((4t)3A2) exp(4t(A−B∗B))zk. Thus, system (5.1.9)
can be viewed as an alternating direction time-discrete approximation of (5.1.11), for which dissipation
properties have been derived in the recent article [14].

Note that this numerical scheme is based on the decomposition of the operator A−B∗B+(4t)2A2

into its conservative and dissipative parts, that we treat differently. Indeed, the midpoint scheme is
appropriate for conservative systems since it preserves the norm conservation property. This is not the
case for dissipative systems, since midpoint schemes do not preserve the dissipative properties of high
frequency solutions. Therefore, we rather use an implicit Euler scheme, which efficiently preserves
these dissipative properties.

In Subsection 5.2.3, we will consider other possible discretization schemes, variants of (5.1.9), which
still preserve the conservative properties of exp(tA) and the dissipative effects of exp(t(4t)2A2). We
will also present other possible choices for the numerical viscosity term.

The energy of (5.1.9), still defined by (5.1.6), now satisfies
Ẽk+1 = Ek −4t

∥∥∥∥B(zk + z̃k+1

2

)∥∥∥∥2

Y

, k ∈ N,

Ek+1 + (4t)3
∥∥∥Azk+1

∥∥∥2

X
+

(4t)6

2

∥∥∥A2zk+1
∥∥∥2

X
= Ẽk+1, k ∈ N.

(5.1.12)

Putting these identities together, we get

Ek+1 + (4t)3
∥∥∥Azk+1

∥∥∥2

X
+

(4t)6

2

∥∥∥A2zk+1
∥∥∥2

X
+4t

∥∥∥∥B(zk + z̃k+1

2

)∥∥∥∥2

Y

= Ek. (5.1.13)

The convergence of the solutions of (5.1.9) towards those of the original system (5.1.1) when 4t→ 0
holds in a suitable topology. Indeed, the scheme is stable in view of (5.1.12), and its consistency is
obvious. Therefore its convergence (in the classical sense of numerical analysis) is guaranteed: When
4t→ 0, the solutions z4t of (5.1.9), extended in a standard way as piecewise affine functions on R+,
converge to the solution z of (5.1.1) in L2((0, T );X).

The main result of this paper is that system (5.1.9) enjoys a uniform stabilization property. It
reads as follows:
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Theorem 5.1.1. Assume that system (5.1.1) is exponentially stable, i.e. satisfies (5.1.4) with con-
stants µ and ν, and that B ∈ L(X,Y ).

Then there exist two positive constants µ0 and ν0 depending only on µ, ν and ‖B‖L(X,Y ) such
that any solution of (5.1.9) satisfies (5.1.8) with constants µ0 and ν0 uniformly with respect to the
discretization parameter 4t > 0.

Our strategy is based on the fact that the uniform exponential decay properties of the energy
for systems (5.1.1) and (5.1.9) respectively are equivalent to uniform observability properties for the
conservative system

ẏ = Ay, t ∈ R, y(0) = y0 ∈ X, (5.1.14)

and its time semi-discrete viscous version

ũk+1 − uk

4t
= A

(uk + ũk+1

2

)
, k ∈ N,

uk+1 − ũk+1

4t
= (4t)2A2uk+1, k ∈ N,

u0 = u0,

(5.1.15)

At the continuous level the observability property consists in the existence of a time T > 0 and a
positive constant kT > 0 such that

kT ‖y0‖2X ≤
∫ T

0
‖By(t)‖2Y dt, (5.1.16)

for every solution of (5.1.14) (see [16] and Lemma 5.2.3 below).

A similar argument can be applied to the semi-discrete system (5.1.9). Namely, the uniform
exponential decay (5.1.8) of the energy of solutions of (5.1.9) is equivalent to the following observability
inequality: there exist positive constants T and c such that, for any4t > 0, every solution u of (5.1.15)
satisfies

c ‖u0‖2X ≤ 4t
∑

k4t∈[0,T ]

∥∥∥Buk∥∥∥2

Y
+4t

∑
k4t∈[0,T ]

(4t)2
∥∥∥Auk+1

∥∥∥2

X

+4t
∑

k4t∈[0,T ]

(4t)5
∥∥∥A2uk+1

∥∥∥2

X
. (5.1.17)

Note that, since the operator (4t)2A2 is unbounded, we cannot use the standard arguments in
[16], which state the equivalence between the uniform exponential decay of the energy for (5.1.9) and
uniform observability properties such as (5.1.17) for solutions of the conservative system

yk+1 − yk

4t
= A

(yk + yk+1

2

)
, k ∈ N, y0 = y0, (5.1.18)

or, equivalently,

ỹk+1 − yk

4t
= A

(yk + ỹk+1

2

)
, yk+1 = ỹk+1 k ∈ N, y0 = y0. (5.1.19)
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Let us now give some insights of the proof of (5.1.17) for solutions of (5.1.15). The main idea is to
decompose the solution u of (5.1.15) into its low and high frequency parts, that we handle separately.
We first use a uniform observability inequality proven in [12] for solutions of (5.1.18) in a filtered
space, which yields a partial observability inequality for the low frequency components of solutions of
(5.1.15). Second, using the explicit dissipativity of (5.1.15) at high frequencies, we deduce a partial
observability inequality for the high frequency components. Together, these two partial observability
inequalities yield the needed observability property (5.1.17) leading to the uniform exponential decay
result.

Our results yield also uniform exponential decay rates for families of equations of the form (5.1.1),
with pairs of operators (A,B), within a class in which the exponential decay rate of the continuous
system (5.1.1) is known to be uniform.

One of the interesting applications of this fact is that our results can be combined with the existing
ones derived for space semi-discrete approximation schemes of various PDE models entering in the
abstract frame (5.1.1) as [5, 6, 13, 11, 24, 27, 23] (see [32] for more references). Indeed, knowing
that some space semi-discrete approximation schemes of (5.1.1) are exponentially stable, uniformly
with respect to the space mesh size, this fact, combined with Theorem 5.1.1, allows deducing uniform
exponential decay properties for the corresponding fully discrete approximation schemes.

Our methods can also be applied directly to fully discrete approximation schemes under a suitable
CFL type condition on the time and space discretization parameters. This can be done without adding
a numerical viscosity term since the CFL condition by itself rules out the high frequency components.
As we will see in the examples, this CFL condition might be very strong and yield severe restrictions,
which do not appear when adding numerical viscosity as in (5.1.9) (see Theorem 5.1.1).

As said above, these approaches require observability properties such as (5.1.16) to hold uniformly
(with respect to the space discretization parameter) for solutions of the space semi-discrete schemes
for any initial data. However, it often occurs in applications that the space semi-discrete schemes are
uniformly observable only for filtered initial data corresponding to low frequencies (see [18, 31, 13, 32]).
We therefore adapt our methods to this case, and prove that adding a numerical viscosity term
which is strong enough to efficiently damp out the high frequency components, one obtains uniformly
exponentially stable fully discrete approximation schemes. When doing this, we also prove that,
when considering space semi-discrete approximation schemes that are uniformly observable in filtered
low-frequency subspaces, adding a suitable numerical viscosity term makes the space semi-discrete
approximation schemes uniformly (with respect to the space discretization parameter) exponentially
stable. This generalizes the results [27, 25, 13], where particular instances of viscosity terms have
been used. This also generalizes [14], where it was proven that if (5.1.1) is exponentially stable, then
adding a suitable viscosity term does not deteriorate the exponential stability of solutions.

In this sense, the approaches presented in this article are complementary.

Note however that we cannot apply these methods when the damped operator B is not bounded,
as in [26], where the wave equation is damped by a feedback law on the boundary. Dealing with
unbounded damping operators B needs further work.

The results in this paper on the uniform stabilization of time-discrete approximation schemes with
numerical viscosity term are related to several previous ones. The following ones are worth mentioning.
In [27, 26, 23, 13] numerical viscosity is added to guarantee the uniform exponential decay for finite-
difference space semi-discrete approximation schemes of the wave equation. Similar results, in an
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abstract setting, with a stronger viscous damping term, have been proved in [25]. Similar techniques
have also been employed to obtain uniform dispersive estimates for numerical approximation schemes
to Schrödinger equations in [17].

Let us also mention the recent work [12], where observability issues were discussed for time and
fully discrete approximation schemes of (5.1.18). The results of [12] will be used in the present work
to derive observability properties for system (5.1.18) within the class of conveniently filtered low
frequency data. Since they constitute a key point of our proofs, we recall them in Section 5.2.

Despite all the existing literature, this article seems to be the first one to provide a systematic way
of transferring exponential decay properties from the continuous to the time-discrete setting.

The outline of this paper is as follows.
In Section 5.2, we recall the results of [12] and prove Theorem 5.1.1. Section 5.3 is devoted to explain
how we can deduce uniform stabilization results for the fully discrete approximation schemes combining
Theorem 5.1.1 and known results on uniform stabilization for space semi-discrete approximations. We
also present an abstract setting specifically designed to address stabilization issues for fully discrete
approximation schemes without viscosity. In Section 5.4, we present some concrete applications in the
context of the wave equation for which several uniformly exponentially stable schemes are derived.
Finally, some further comments and open problems are collected in Section 5.5.

5.2 Stabilization of time-discrete systems

This section is organized as follows. We first recall the results of [12] on the observability of the time-
discrete conservative system (5.1.18). Second, we prove Theorem 5.1.1. Third, we present several
variants of the numerical scheme (5.1.9) that lead to uniform exponential decay results similar to
Theorem 5.1.1.

5.2.1 Observability of time-discrete conservative systems

We first need to introduce some notations.

Since A is a skew-adjoint operator with compact resolvent, its spectrum is discrete and σ(A) =
{iµj : j ∈ N}, where (µj)j∈N is a sequence of real numbers such that |µj | → ∞ when j → ∞. Set
(Φj)j∈N an orthonormal basis of eigenvectors of A associated to the eigenvalues (iµj)j∈N, that is

AΦj = iµjΦj . (5.2.1)

Moreover, define

Cs(A) = span {Φj : the corresponding iµj satisfies |µj | ≤ s}. (5.2.2)

The following was proved in [12]:

Theorem 5.2.1. Assume that B ∈ L(D(A), Y ), that is

‖Bz‖2Y ≤ C
2
B

(
‖Az‖2X + ‖z‖2X

)
, ∀z ∈ D(A), (5.2.3)
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and that A and B satisfy the following hypothesis:{
There exist constants M,m > 0 such that
M2 ‖(iωI −A)y‖2X +m2 ‖By‖2Y ≥ ‖y‖

2
X , ∀ ω ∈ R, y ∈ D(A).

(5.2.4)

Then, for any δ > 0, there exists Tδ such that for any T > Tδ, there exists a positive constant kT,δ,
independent of 4t, that depends only on m, M , CB, T and δ, such that for 4t > 0 small enough, the
solution yk of (5.1.18) satisfies

kT,δ
∥∥y0
∥∥2

X
≤ 4t

∑
k4t∈[0,T ]

∥∥∥∥B(yk + yk+1

2

)∥∥∥∥2

Y

, ∀ y0 ∈ Cδ/4t(A). (5.2.5)

Moreover, Tδ can be taken to be such that

Tδ = π
[
M2
(

1 +
δ2

4

)2
+m2C2

B

δ4

16

]1/2
, (5.2.6)

where CB is as in (5.2.3).

In the sequel, when there is no ambiguity, we will use the simplified notation Cδ/4t instead of
Cδ/4t(A).

Note that if B ∈ L(X,Y ), then the operator B is also in L(D(A), Y ), and (5.2.3) holds. Thus the
assumption (5.2.3) is satisfied in the abstract setting we are working on.

Hypothesis (5.2.4) is the so-called resolvent estimate, which has been proved in [4, 22] to be
equivalent to the continuous observability inequality (5.1.16) for the conservative system (5.1.14) for
suitable positive constants T and kT , which turns out to be equivalent to the exponential decay
property (5.1.4) for the continuous damped system (5.1.1).

To be more precise, it was proved in [22] that if the operator B is bounded, then the observability
property (5.1.16) implies hypothesis (5.2.4) with

m =
√

2T
kT
, M = T ‖B‖L(X,Y )

√
T

2kT
, (5.2.7)

where kT is as in (5.1.16).

Observe that Theorem 5.2.1 guarantees that, as soon as the observability inequality (5.1.16) holds
for the continuous system (5.1.14), then its time-discrete counterpart holds uniformly for the solutions
of the time discrete systems (5.1.18) within the class of filtered solutions Cδ/4t(A) involving only the
low-frequency components corresponding to the eigenvalues |µi| ≤ δ/4t. This fact will play a key role
in the proof of Theorem 5.1.1.

5.2.2 Proof of Theorem 5.1.1

In this Subsection, we assume that system (5.1.1) is exponentially stable and that B ∈ L(X,Y ), i.e.
there exists a constant KB such that

‖Bz‖Y ≤ KB ‖z‖X , ∀z ∈ X. (5.2.8)
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The proof is divided into several steps. First, we write carefully the energy identity for z solution
of (5.1.9). Second, we observe that the resolvent estimate (5.2.4) holds, from which we deduce that
(5.2.5) holds as well for solutions of system (5.1.18) in the filtered space Cδ/4t. Third, we derive the
observability inequality (5.1.17) for solutions of (5.1.15). Finally, we deduce that the time-discrete
systems (5.1.9) are uniformly exponentially stable.

The energy identity

Lemma 5.2.2. For any 4t > 0 and z0 ∈ X, the solution z of (5.1.9) satisfies

∥∥∥zk2∥∥∥2

X
+ 24t

k2−1∑
j=k1

∥∥∥∥B(zj + z̃j+1

2

)∥∥∥∥2

Y

+ 24t
k2−1∑
j=k1

(4t)2
∥∥Azj+1

∥∥2

X

+4t
k2−1∑
j=k1

(4t)5
∥∥A2zj+1

∥∥2

X
=
∥∥∥zk1∥∥∥2

X
, ∀k1 < k2. (5.2.9)

The proof simply consists in summing the identities in (5.1.13) from k = l1 to k = l2−1. Especially,
it implies that

∥∥zk∥∥2

X
is decreasing, which confirms the dissipativity of the time-discrete system.

The resolvent estimate

Lemma 5.2.3. Under the assumptions of Theorem 5.1.1, the resolvent estimate (5.2.4) holds, with
constants m and M that depend only on µ and ν given by (5.1.4).

Proof. The proof is based on [16].

Since system (5.1.1) is exponentially stable, inequality (5.1.4) holds. In particular, there exists a
positive constant T > 0 such that 2E(T ) ≤ E(0). But equality (5.1.3) implies that any solution z of
(5.1.1) satisfies

E(T ) +
∫ T

0
‖Bz(t)‖2Y dt = E(0),

and therefore that ∫ T

0
‖Bz(t)‖2Y dt ≥ 1

4
‖z0‖2X . (5.2.10)

Let us now show that, as a consequence of this, (5.1.16) holds for the solution of (5.1.14) as well.

Given y0 ∈ X, let y and z be the solutions of (5.1.14) and (5.1.1) with initial data y0. Then
w = z − y satisfies

ẇ = Aw −B∗Bw −B∗By, t ∈ R, w(0) = 0.

Multiplying by w and integrating in time, we obtain that

1
2
‖w(T )‖2X +

∫ T

0
‖Bw(t)‖2Y dt ≤

∫ T

0
| < Bw(t), By(t) >Y | dt

≤ 1
2

∫ T

0

(
‖Bw(t)‖2Y + ‖By(t)‖2Y

)
dt.
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In particular, ∫ T

0
‖Bw(t)‖2Y dt ≤

∫ T

0
‖By(t)‖2Y dt.

This inequality, combined with (5.2.10), leads to

1
4
‖y0‖2X ≤

∫ T

0
‖Bz(t)‖2Y dt ≤ 2

∫ T

0

(
‖Bw(t)‖2Y + ‖By(t)‖2Y

)
dt ≤ 3

∫ T

0
‖By(t)‖2Y dt.

It follows that (5.1.16) holds, and the resolvent estimate (5.2.4) holds with m and M as in (5.2.7),
according to the results in [22].

Applying Theorem 5.2.1, for any δ > 0, choosing a time T ∗ > Tδ (where Tδ is defined in (5.2.6))
there exists a positive constant kT ∗,δ such that inequality (5.2.5) holds for any solution y of (5.1.18)
with y0 ∈ Cδ/4t. In the sequel, we fix a positive number δ > 0 (for instance δ = 1), and T ∗ = 2Tδ.

Uniform observability inequalities

Lemma 5.2.4. There exists a constant c > 0 such that (5.1.17) holds with T = T ∗ for all solutions u
of (5.1.15) uniformly with respect to 4t.

Proof. In the sequel we deal with the solutions u of (5.1.15), for which we prove (5.1.17) for T =
T ∗ = 2Tδ. The proof presented below is inspired in previous work [14] from the authors, where similar
arguments have been used in the continuous setting.

As said in the introduction, we decompose the solution u of (5.1.15) into its low and high frequency
parts. To be more precise, we consider

ul = πδ/4tu, uh = (I − πδ/4t)u, (5.2.11)

where δ > 0 is the positive number that have been chosen above, and πδ/4t is the orthogonal projection
on Cδ/4t defined in (5.2.2). Here the notations ul and uh stand for the low and high frequency
components, respectively.

Note that both ul and uh are solutions of (5.1.15).

Besides, uh lies in the space C⊥δ/4t, in which the following property holds:

4t ‖Ay‖X ≥ δ ‖y‖X , ∀y ∈ C⊥δ . (5.2.12)

The low frequencies. In a first step, we compare ul with yl solution of (5.1.18) with initial data
yl(0) = ul(0). Now, set wl = ul − yl. From (5.2.5), which is valid for solutions of (5.1.18) with initial
data in Cδ/4t, we get

kT ∗,δ
∥∥u0

l

∥∥2

X
= kT ∗,δ

∥∥y0
l

∥∥2

X
≤ 24t

∑
k4t∈[0,T ∗]

∥∥∥∥∥B(ukl + ũk+1
l

2

)∥∥∥∥∥
2

Y

+ 24t
∑

k4t∈[0,T ∗]

∥∥∥∥∥B(wkl + w̃k+1
l

2

)∥∥∥∥∥
2

Y

. (5.2.13)
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In the sequel, to simplify the notation, c > 0 will denote a positive constant that may change from
line to line, but which does not depend on 4t.

Let us then estimate the last term in the right hand side of (5.2.13). To this end, we write the
equation satisfied by wl, which can be deduced from (5.1.18) and (5.1.15):


w̃k+1
l − wkl
4t

= A
(wkl + w̃k+1

l

2

)
, k ∈ N,

wk+1
l − w̃k+1

l

4t
= (4t)2A2uk+1

l , k ∈ N,

w0
l = 0.

(5.2.14)

The energy estimates for wl give
∥∥∥w̃k+1

l

∥∥∥2

X
=
∥∥∥wkl ∥∥∥2

X
,∥∥∥wk+1

l

∥∥∥2

X
=
∥∥∥w̃k+1

l

∥∥∥2

X
− 2(4t)3 < Auk+1

l , A
( w̃k+1

l + wk+1
l

2

)
>X .

(5.2.15)

Note that wkl and w̃k+1
l belong to Cδ/4t for all k ∈ N, since ul and yl both belong to Cδ/4t. Therefore,

the energy estimates for wl lead, for k ∈ N, to

∥∥∥wkl ∥∥∥2

X
= −24t

k∑
j=1

(4t)2 < Aujl , A
(wjl + w̃j+1

l

2

)
>X

≤ 4t
k∑
j=1

(4t)2
∥∥∥Aujl ∥∥∥2

X
+ δ24t

k∑
j=1

∥∥∥∥∥wjl + w̃j+1
l

2

∥∥∥∥∥
2

X

≤ 4t
k∑
j=1

(4t)2
∥∥∥Aujl ∥∥∥2

X
+ δ24t

k∑
j=0

∥∥∥wjl ∥∥∥2

X
,

where we used the first line of (5.2.15).

Grönwall’s Lemma applies and allows to deduce from (5.2.13) and the fact that the operator B is
bounded, the existence of a positive c independent of 4t, such that

c
∥∥u0

l

∥∥2

X
≤ 4t

∑
k4t∈[0,T ∗]

∥∥∥∥∥B(ukl + ũk+1
l

2

)∥∥∥∥∥
2

Y

+4t
∑

k4t∈]0,T ∗]

(4t)2
∥∥∥Aukl ∥∥∥2

X
.

Besides,

4t
∑

k4t∈[0,T ∗]

∥∥∥∥∥B(ukl + ũk+1
l

2

)∥∥∥∥∥
2

Y

≤ 24t
∑

k4t∈[0,T ∗]

∥∥∥∥B(uk + ũk+1

2

)∥∥∥∥2

Y

+ 24t
∑

k4t∈[0,T ∗]

∥∥∥∥∥B(ukh + ũk+1
h

2

)∥∥∥∥∥
2

Y
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and, since ukh and ũk+1
h belong to C⊥δ/4t for all k, we get from (5.2.12) that

4t
∑

k4t∈[0,T ∗]

∥∥∥∥∥B(ukh + ũk+1
h

2

)∥∥∥∥∥
2

≤ K2
B4t

∑
k4t∈[0,T ∗]

∥∥∥∥∥ukh + ũk+1
h

2

∥∥∥∥∥
2

X

≤ K2
B4t

∑
k4t∈]0,T ∗]

∥∥∥ukh∥∥∥2

X
≤
K2
B

δ2
4t

∑
k4t∈]0,T ∗]

(4t)2
∥∥∥Aukh∥∥∥2

X
+K2

B4t
∥∥u0

h

∥∥2

X
,

since, from the first line of (5.1.15),∥∥∥ũk+1
h

∥∥∥2

X
=
∥∥∥ukh∥∥∥2

X
, ∀k ∈ N.

It follows that there exists c > 0 independent of 4t such that

c
∥∥u0

l

∥∥2

X
≤ 4t

∑
k4t∈[0,T ∗]

∥∥∥∥B(uk + ũk+1

2

)∥∥∥∥2

Y

+4t
∑

k4t∈]0,T ∗]

(4t)2
∥∥∥Aukl ∥∥∥2

X
+4t

∥∥u0
h

∥∥2

X
. (5.2.16)

The high frequencies. We now discuss briefly the decay properties of solutions uh of (5.1.15) with
initial data u0

h ∈ C⊥δ/4t. In this case, we easily check that for all k ∈ N, ukh ∈ C⊥δ/4t. But, as in (5.1.13),
we have∥∥∥(I − (4t)3A2)uk+1

h

∥∥∥2

X
=
∥∥∥uk+1

h

∥∥∥2

X
+ 2(4t)3

∥∥∥Auk+1
h

∥∥∥2

X

+ (4t)6
∥∥∥A2uk+1

h

∥∥∥2

X
=
∥∥∥ũk+1

h

∥∥∥2

X
=
∥∥∥ukh∥∥∥2

X
, k ∈ N. (5.2.17)

Due to the property (5.2.12), we get

(1 + 2(4t)δ2)
∥∥∥uk+1

h

∥∥∥2

X
≤
∥∥∥ukh∥∥∥2

X
.

We deduce that ∥∥∥uk+1
h

∥∥∥2

X
≤ 1

1 + 2(4t)δ2

∥∥∥ukh∥∥∥2

X
, k ∈ N,

which implies ∥∥∥ukh∥∥∥2

X
≤
( 1

1 + 2(4t)δ2

)k ∥∥u0
h

∥∥2

X
, k ∈ N. (5.2.18)

Especially, taking k∗ = dT ∗/4te, we get a constant γ < 1 independent of 4t > 0 such that∥∥∥uk∗h ∥∥∥2

X
≤ γ

∥∥u0
h

∥∥2

X
.

Since we also have from (5.2.17) that, for k ∈ N,∥∥∥ukh∥∥∥2

X
+ 24t

k−1∑
j=0

(4t)2
∥∥∥Auj+1

h
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X
+4t
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(4t)5
∥∥∥A2uj+1

h

∥∥∥2

X
=
∥∥u0

h

∥∥2

X
,

taking k = k∗ = dT ∗/4te, we deduce the existence of a positive constant C, which depends only on
T ∗ and δ (namely C = (1− γ)/2), such that

C
∥∥u0

h

∥∥2

X
≤ 4t

k∗−1∑
j=0

(4t)2
∥∥∥Auj+1

h
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X
+4t
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(4t)5
∥∥∥A2uj+1

h
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X
, (5.2.19)
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holds uniformly with respect to 4t > 0 for any solution of (5.1.15) with initial data u0 ∈ C⊥δ/4t.

Combining (5.2.16) and (5.2.19) yields Lemma 5.2.4, since uh and ul lie in orthogonal spaces with
respect to the scalar products < ·, · >X and < A·, A· >X .

Proof of Theorem 5.1.1

Proof of Theorem 5.1.1. Here we follow the argument in [16, 14].

We decompose z solution of (5.1.9) as z = u + w where u is the solution of the system (5.1.15)
with initial data u0 = z0. Applying Lemma 5.2.4 to u = z − w, we get

c
∥∥z0
∥∥2

X
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(
4t
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. (5.2.20)

Below, we bound the terms in the right hand-side of (5.2.20) involving w by the ones involving z.

The function w satisfies
w̃k+1 − wk

4t
= A

(wk + w̃k+1

2

)
−B∗B

(zk + z̃k+1

2

)
, k ∈ N,

wk+1 − w̃k+1

4t
= (4t)2A2wk+1, k ∈ N,

w0 = 0.

(5.2.21)

Multiplying the first line of (5.2.21) by wk + w̃k+1 and taking the norm of each member in the second
one, we get the following energy identities for k ∈ N:∥∥∥w̃k+1

∥∥∥2

X
=
∥∥∥wk∥∥∥2
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(5.2.22)

In particular, this gives∥∥∥wk+1
∥∥∥2

X
+ 2(4t)3
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Using that B is bounded, we get∥∥∥wk∥∥∥2
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But the second line in (5.2.22) gives that

4t
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X
. (5.2.24)

Therefore, for 4t small enough, (5.2.23) gives
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Grönwall’s inequality then gives a constant G, that depends only on KB and T ∗, such that
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Combined with (5.2.24), we get that
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Combining (5.2.20), (5.2.26) and the fact that B is bounded, we get the existence of a constant c such
that

c
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X
. (5.2.27)

Finally, using the energy identity (5.2.9), we get that∥∥∥zT ∗/4t∥∥∥2

X
≤ (1− c)

∥∥z0
∥∥2

X
. (5.2.28)

The semi-group property then implies Theorem 5.1.1.

Remark 5.2.5. Our proof of Theorem 5.1.1 needs to introduce a parameter δ > 0, that we can choose
arbitrarily. It would be natural to look for the choice of δ > 0 yielding the best estimate in the
decay rate of the energy. However, our method, based on the arguments of [16], does not give a good
approximation of the decay rate of the energy. This is a drawback of this method, which also appears
in the continuous setting.
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5.2.3 Some variants

Other discretization schemes. Other discretization schemes for system (5.1.1) are possible. For
instance, we can consider the following one:

zk+1
1 − zk

4t
= A

(zk + zk+1
1

2

)
, k ∈ N,

zk+1 − zk+1
1

4t
= −B∗Bzk+1, k ∈ N,

z0 = z0.

(5.2.29)

As for system (5.1.5), the results of [28], in the context of the conservative wave equation, allow
proving the existence of spurious high-frequency waves, which do not propagate. This suffices to show
the lack of uniform exponential decay for (5.2.29).

Therefore, we need to add a numerical viscosity term. We have at least two choices to introduce
this numerical viscosity: Either we consider

zk+1
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4t
= A
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1
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= −B∗Bzk+1 + (4t)2A2zk+1, k ∈ N,
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(5.2.30)

or 

zk+1
1 − zk

4t
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(zk + zk+1
1
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)
, k ∈ N,
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2 , k ∈ N,
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2
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(5.2.31)

The proof above of the uniform exponential decay rate can be adapted to both systems. The low
frequency components can be observed similarly. The same decoupling argument between low and
high frequencies can be applied as well. Indeed, putting B = 0 into systems (5.2.30) and (5.2.31)
yields again system (5.1.15). Therefore we can get the same results as for system (5.1.9).

Theorem 5.2.6. Assume that system (5.1.1) is exponentially stable, i.e. satisfies (5.1.4) with con-
stants µ and ν and that B ∈ L(X,Y ).

Then there exist two positive constants µ0 and ν0 depending only on µ, ν and ‖B‖L(X,Y ), such
that any solution of (5.2.30) or of (5.2.31) satisfies (5.1.8) with constants µ0 and ν0 uniformly with
respect to the discretization parameter 4t > 0.

We skip the proof since it is similar to the previous one.

Other viscosity operators. Other viscosity operators could have been chosen. In our approach,
we used the viscosity term (4t)2A2, which is unbounded, but we could have considered the viscosity
operator

(4t)V4t =
(4t)2A2

I − (4t)2A2
, (5.2.32)
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which is well defined, since A2 is a definite negative operator, and commutes with A. This choice
presents the advantage that the viscosity operator now is bounded, keeping the properties of being
small at frequencies of order less than 1/4t and of order 1 on frequencies of order 1/4t and more.
Again, the same proof as the one presented above works.

The following result constitutes a generalization of Theorem 5.1.1, and applies to a wide range of
viscosity operators, and, in particular, to (5.2.32).

Theorem 5.2.7. Assume that system (5.1.1) is exponentially stable, and that B ∈ L(X,Y ).

Consider a viscosity operator V4t such that there exists δ > 0 such that:

1. V4t defines a self-adjoint negative definite operator.

2. The operators πδ/4t and V4t commute.

3. There exist two positive constants c > 0 and C > 0 such that
√
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X
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X
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⊥
δ/4t,

uniformly with respect to 4t > 0.

Then the solutions of
z̃k+1 − zk

4t
= A

(zk + z̃k+1

2
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(5.2.33)

are exponentially uniformly decaying in the sense of (5.1.8).

A similar result holds for the corresponding variants of systems (5.2.30) and (5.2.31).

5.3 Stabilization of time-discrete systems depending on a parameter

This section is devoted to study time-discrete approximation schemes of abstract systems of the form
(5.1.1) depending on a parameter, that can be for instance the space-mesh size when dealing with
fully discrete approximation schemes, in which case A is a space discretization of a partial differential
operator. As we shall see, the results of the previous section apply.

Furthermore, in the context of fully discrete systems, we shall also show that introducing a suit-
able CFL type condition, it is unnecessary to add a numerical viscosity term to obtain the uniform
exponential decay of the energy. This is so, roughly, because the CFL condition itself rules out the
high frequency components without the need of numerical viscosity.

As said in the introduction, this approach requires observability properties to hold uniformly with
respect to the space discretization parameter for solutions of the space semi-discrete schemes for any
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initial data. However, in numerous applications, the space semi-discrete approximation schemes are
only observable at low frequencies. We therefore develop our arguments to deal with this case adding
a stronger numerical viscosity operator to efficiently damp out the high-frequencies which are not
ruled out in the time continuous setting. Simultaneously, we prove a result for space semi-discrete
approximation schemes which, to our knowledge, had not been stated so far in such a general setting,
even if some instances can be found in [27, 25, 13].

Again, the strategy we propose is strongly based on the methods and results in [12], especially
Theorem 5.2.1 given above. Applications to the stabilization of numerical approximation schemes for
the damped wave equation are given in Section 5.4.

5.3.1 The general case

To state our results, it is convenient to introduce the following class of pairs of operators (A,B):

Definition 5.3.1. For any (KB, µ, ν) ∈ (R∗+)3, we define D(KB, µ, ν) as the class of operators (A,B)
satisfying:

(A1) The operator A is skew-adjoint on some Hilbert space X, and has a compact resolvent.

(A2) The operator B is in L(X,Y ), where Y is a Hilbert space, and satisfies (5.2.8) with constant
KB.

(A3) System (5.1.1) is exponentially stable, and solutions of (5.1.1) satisfy (5.1.4) with constants µ
and ν.

Note that this definition does not depend on the Hilbert spaces X and Y .

In this class, Theorems 5.1.1-5.2.6-5.2.7 apply and provide uniform exponential decay properties
for the time semi-discrete approximation scheme (5.1.9). This can be deduced from the explicit
dependence of the constants entering in Theorems 5.1.1-5.2.6-5.2.7, which only depend on KB, µ and
ν. At this point, the fact that the class D(KB, µ, ν) is independent of the spaces X and Y plays a key
role.

Also note that Definition 5.3.1 only refers to the behavior of the continuous system (5.1.1), al-
though, as we have seen, and in particular in view of Theorem 5.2.1, it also has applications in what
concerns time-discrete systems.

This method allows dealing with fully discrete approximation schemes. In that setting, we consider
a family of operators (A4x, B4x), where 4x > 0 is the standard parameter associated with the space
mesh-size. In this way one can use automatically the existing results for space semi-discretizations as,
for instance, [1, 5, 6, 13, 11, 23, 24, 27].

Note that the work [24] is not dealing with stabilization properties, but rather with controlla-
bility properties of space semi-discrete schemes. However, it is standard that these two properties
(controllability and stabilization) are very close, since both are equivalent to observability properties.
Therefore, these works can be adapted to study the stabilization properties as well. We refer to the
survey article [32] for more details and more references.

Remark 5.3.2. We emphasize that this approach is based on the systematic use of existing results
for space semi-discretizations. One could proceed all the way around, first applying the results in
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5.3. Stabilization of time-discrete systems depending on a parameter

this paper to derive uniform stabilization results for time discrete approximation schemes and then
discretizing the space variables. For doing this, however, due to the more complex dependence of
the PDE and its space semi-discretizations on the space variables, there is no systematic way of
transferring results from the continuous to the discrete setting. In this sense, the method we propose
here of using the existing results for space semi-discretizations to later apply the results in this paper
about time discretizations is much more easier to be implemented and yields better results.

5.3.2 Stabilization of fully discrete approximation schemes without viscosity

This subsection is devoted to prove a particular result for fully discrete approximation schemes under a
CFL type assumption on the space and time discretization parameters, which does not require adding
numerical viscosity terms. We observe, however, that this approach requires, often, restrictions on 4t
that can be avoided by adding numerical viscosity terms.

Theorem 5.3.3. Let (A4x, B4x)4x>0 be a family of operators defined on Hilbert spaces X4x endowed
with a norm ‖·‖4x. Assume that there exist positive constants KB, µ and ν such that, for all 4x > 0,
(A4x, B4x) ∈ D(KB, µ, ν).

Then, for any η > 0, there exist positive constants µη and νη such that the solutions of
zk+1
4x − z

k
4x

4t
= A4x

(zk4x + zk+1
4x

2

)
−B∗4xB4x

(zk4x + zk+1
4x

2

)
, k ∈ N,

z0
4x = z0,4x ∈ X4x,

(5.3.1)

satisfy ∥∥∥zk4x∥∥∥2

4x
≤ µη

∥∥z0
4x
∥∥2

4x exp(−νηk4t), k ≥ 0, (5.3.2)

uniformly with respect to 4t > 0 and 4x > 0 provided that

‖A4x‖L(X4x,X4x) ≤
η

4t
. (5.3.3)

Remark 5.3.4. In practical applications, the operator A4x is often a space discretization of an un-
bounded operator A, for which we typically have a bound of the form ‖A4x‖L(X4x,X4x) ' C(4x)−σ

for some positive exponent σ. In this case, condition (5.3.3) is guaranteed as soon as

C

(4x)σ
≤ η

4t
.

The CFL condition (5.3.3) therefore imposes the ratio 4t/(4x)σ to be uniformly bounded when 4x
and 4t go to 0.
Remark 5.3.5. This theorem implies that we do not need to add a numerical viscosity term on the
time-discrete approximation schemes to get a uniform exponential decay of the energies if we impose
a CFL type condition on the discretization parameters 4x and 4t.

Proof. The proof of Theorem 5.3.3 is actually easier than the one of Theorem 5.1.1, since we do not
need the decomposition (5.2.11) into low and high frequency components. In some sense, the CFL
rules out the high frequency components.

First, we derive the energy identity for solutions of (5.3.1):∥∥∥zl4x∥∥∥2

4x
=
∥∥z0
4x
∥∥2

4x − 24t
l−1∑
k=0

∥∥∥∥∥B4x(z
k
4x + zk+1

4x
2

)∥∥∥∥∥
2

Y4x

, l ∈ N. (5.3.4)
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Second, since (A4x, B4x) ∈ D(KB, µ, ν), the resolvent estimates (5.2.4) involving A4x and B4x
hold uniformly with respect to 4x > 0, due to Lemma 5.2.3.

Then, applying Theorem 5.2.1 with δ = η, because of assumption (5.3.3) that implies that
Cη/4t(A4x) = X4x, we get a time T ∗ > 0 and a positive constant kT ∗ independent of 4x > 0
such that any solution y4x of

yk+1
4x − y

k
4x

4t
= A4x

(yk4x + yk+1
4x

2

)
, k ∈ N,

y0
4x = y0,4x ∈ X4x,

(5.3.5)

satisfies

kT ∗
∥∥y0
4x
∥∥2

4x ≤ 4t
∑

k4t∈[0,T ∗]

∥∥∥∥∥B4x(y
k
4x + yk+1

4x
2

)∥∥∥∥∥
2

Y4x

. (5.3.6)

Now, let z0,4x ∈ X4x, and consider the solutions z4x of (5.3.1) and y4x of (5.3.5) with initial
data y0,4x = z0,4x. Set w4x = z4x − y4x. Then

kT ∗
∥∥z0
4x
∥∥2

4x ≤ 24t
∑

k4t∈[0,T ∗]

(∥∥∥∥∥B4x(z
k
4x + zk+1

4x
2

)∥∥∥∥∥
2

Y4x

+

∥∥∥∥∥B4x(w
k
4x + wk+1

4x
2

)∥∥∥∥∥
2

Y4x

)
. (5.3.7)

Therefore, we only need to bound the last term. This is easier than in (5.2.20). Indeed, w4x satisfies

wk+1
4x − w

k
4x

4t
= A4x

(wk4x + wk+1
4x

2

)
−B∗4xB4x

(zk4x + zk+1
4x

2

)
, k ∈ N, (5.3.8)

with w0
4x = 0.

The energy estimates on w4x now give, for l ∈ N

∥∥∥wl4x∥∥∥2

4x
= −24t

l−1∑
k=0

< B4x

(zk4x + zk+1
4x

2

)
, B4x

(wk4x + wk+1
4x

2

)
>Y4x ,

and then

∥∥∥wl4x∥∥∥2

4x
≤ 4t ‖B4x‖2L(X4xY4x)

l−1∑
k=0

∥∥∥∥∥w
k
4x + wk+1

4x
2

∥∥∥∥∥
2

4x

+4t
l−1∑
k=0

∥∥∥∥∥B4x(z
k
4x + zk+1

4x
2

)∥∥∥∥∥
2

Y4x

.

Since ‖B4x‖L(X4x,Y4x) ≤ KB, applying Grönwall’s Lemma, we obtain a constant G independent of
4x > 0 such that

4t
∑

k4t∈[0,T ∗]

∥∥∥wk4x∥∥∥2

4x
≤ G4t

∑
k4t∈[0,T ∗]

∥∥∥∥∥B4x(z
k
4x + zk+1

4x
2

)∥∥∥∥∥
2

Y4x

.

This last inequality implies with (5.3.7) that

kT ∗
∥∥z0
4x
∥∥2

4x ≤ 2(1 +K2
BG)4t

∑
k4t∈[0,T ∗]

∥∥∥∥∥B4x(z
k
4x + zk+1

4x
2

)∥∥∥∥∥
2

Y4x

.
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Plugging this inequality in (5.3.4) for l∗ = dT ∗/4te gives∥∥∥zl∗4x∥∥∥2

4x
≤
∥∥z0
4x
∥∥2

4x

(
1− kT ∗

1 +K2
BG

)
.

As previously, setting

α =
(

1− kT ∗

1 +K2
BG

)
,

which is independent of 4t, we obtain that∥∥∥zl4x∥∥∥2

4x
≤
∥∥z0
4x
∥∥2

4x exp
(( l4t

T ∗
− 1
)

ln(α)
)
, ∀l ∈ N,

which proves the result.

Remark 5.3.6. As before, the proof of Theorem 5.3.3 can also be carried out for the time-discrete
scheme 

z̃k+1
4x − z

k
4x

4t
= A4x

(zk4x + z̃k+1
4x

2

)
, k ∈ N,

zk+1
4x − z̃

k+1
4x

4t
= −B∗4xB4xz

k+1
4x , k ∈ N,

z0
4x = z0,4x ∈ X4x,

(5.3.9)

under the CFL condition (5.3.3).

5.3.3 Stabilization of fully discrete approximation schemes with viscosity

In this Subsection, we consider the case in which the space semi-discrete systems are uniformly ob-
servable for initial data lying in filtered subspaces, as it occurs often, see [18, 31, 13, 32].

Theorem 5.3.7. Let (A4x, B4x)4x>0 be a family of operators defined on Hilbert spaces X4x endowed
with the norms ‖·‖4x.

Assume that there exists a constant KB such that for all4x > 0, the operator norm ‖B4x‖L(X4x,Y4x)

is bounded by KB.

Assume that there exist positive constants η, σ, T and kT such that for all initial data y0 ∈
Cη/(4x)σ(A4x), the solution y of

ẏ = A4xy, t ∈ R, y(0) = y0 ∈ Cη/(4x)σ(A4x), (5.3.10)

satisfies

kT ‖y0‖24x ≤
∫ T

0
‖B4xy(t)‖2Y4x dt. (5.3.11)

Set ε = max{4t, (4x)σ}.

Consider a viscosity operator Vε such that:

1. Vε defines a self-adjoint negative definite operator.

2. The operators π1/ε and Vε commute.
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3. There exist two positive constants c > 0 and C > 0 such that
√
ε
∥∥∥(√−Vε)z∥∥∥

4x
≤ C ‖z‖4x , ∀z ∈ C1/ε(A4x),

√
ε
∥∥∥(√−Vε)z∥∥∥

4x
≥ c ‖z‖4x , ∀z ∈ C1/ε(A4x)⊥,

uniformly with respect to ε > 0.

Then the solutions of
z̃k+1 − zk

4t
= A4x

(zk + z̃k+1

2

)
−B∗4xB4x

(zk + z̃k+1

2

)
, k ∈ N,

zk+1 − z̃k+1

4t
= εVεzk+1, k ∈ N,

z0 = z0.

(5.3.12)

are exponentially uniformly decaying in the sense of (5.3.2).

Sketch of the proof. The proof can be done similarly as the one of Theorems 5.1.1-5.2.7. The main
difference in the proof is that the low and high-frequency components are separated by the frequency
1/ε instead of 1/4t.

As explained in [12], the observability inequalities (5.3.11) in the filtered spaces Cη/(4x)σ(A4x) im-
ply observability inequalities (5.2.5) for solutions of (5.1.18) with initial data lying in Cη/(4x)σ(A4x)∩
C1/4t(A4x) = C1/ε(A4x). The proof of this fact simply consists in the following remark: the uniform
observability inequalities (5.3.11) in the filtered spaces Cη/(4x)σ(A4x) imply uniform resolvent esti-
mates (5.2.4) for data in Cη/(4x)σ(A4x), and Theorem 5.2.1, due to the explicit dependence of the
constants in (5.2.5) on the constants m and M appearing in (5.2.4), yields the result.

Then, we replace system (5.1.15) by

ũk+1 − uk

4t
= A4x

(uk + ũk+1

2

)
, k ∈ N,

uk+1 − ũk+1

4t
= εVεuk+1, k ∈ N,

u0 = u0,

(5.3.13)

and consider ul and uh defined by

ul = π1/εu, uh = (I − π1/ε)u,

instead of (5.2.11).

The rest of the proof follows line to line that of Lemma 5.2.4 and is left to the reader.

Theorem 5.3.7 also yields an interesting corollary for time-continuous systems:

Corollary 5.3.8. Let (A4x, B4x)4x>0 be a family of operators defined on Hilbert spaces X4x endowed
with the norms ‖·‖4x.

Assume that there exists a constant KB such that for all4x > 0, the operator norm ‖B4x‖L(X4x,Y4x)

is bounded by KB.
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Assume that there exist positive constants η, σ, T and kT such that for all initial data y0 ∈
Cη/(4x)σ(A4x), the solution y of (5.3.10) satisfies (5.3.11).

Consider a viscosity operator V4x such that:

1. V4x defines a self-adjoint negative definite operator.

2. The operators πη/(4x)σ and V4x commute.

3. There exist two positive constants c > 0 and C > 0 such that

(4x)σ/2
∥∥∥(√−V4x)z∥∥∥

4x
≤ C ‖z‖4x , ∀z ∈ Cη/(4x)σ(A4x),

(4x)σ/2
∥∥∥(√−V4x)z∥∥∥

4x
≥ c ‖z‖4x , ∀z ∈ Cη/(4x)σ(A4x)⊥,

uniformly with respect to 4x > 0.

Then the solutions of {
ż = A4xz −B∗4xB4xz + (4x)σV4xz, t ∈ R+,

z(0) = z0.
(5.3.14)

are exponentially uniformly decaying in the sense of (5.1.4).

Indeed, this can be deduced from Theorem 5.3.7 by letting 4t→ 0.

Corollay 5.3.8 can be seen as a generalization of [14], where similar results have been derived for
viscous approximations of (5.1.1). In [14], the same result is obtained but the assumptions differ in
one essential point: The observability inequality (5.1.16) for solutions of (5.1.14) is assumed to hold
for any initial data, and not only in a filtered space as in Corollary 5.3.8. Thus, in [14], no assumption
is required on the viscosity parameter.

Though, the proof in [14] can be easily adapted to prove Corollay 5.3.8 directly for time continuous
systems.

Also remark that some instances of applications of variants of Corollary 5.3.8 can be found in
several different articles dealing with space semi-discrete damped systems [27, 25, 23, 13].

In Subsection 5.4.3, we will indicate without proof how one can deduce the results in [27, 23] from
the results in [18] and the methods developped in [14] and here.
Remark 5.3.9. Corollary 5.3.8 yields optimal results in the following sense: If system (5.3.14) is
exponentially decaying for V4x = −|A4x|, which always satisfies the assumptions of Corollary 5.3.8,
uniformly with respect to the space discretization parameter, then there exists ε > 0 such that any
solution y of (5.3.10) with initial data in Cε/(4x)σ(A4x) satisfies (5.3.11). Indeed, in this case, following
the proof of Lemma 5.2.3, one can prove that there exist a time T > 0 and a constant kT > 0 such
that, for any 4x > 0, any solution y of (5.3.10) satisfies

kT ‖y0‖24x ≤
∫ T

0
‖B4xy(t)‖2Y4x dt+

∫ T

0
(4x)σ

∥∥∥∥(√|A4x|)y(t)
∥∥∥∥2

4x
dt.

In particular, if the initial data lies in Cε/(4x)σ(A4x), we have that

kT ‖y0‖24x ≤
∫ T

0
‖B4xy(t)‖2Y4x dt+ εT ‖y0‖24x ,

and then, taking ε = kT /2T , we recover (5.3.11).
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5.4 Applications

The goal of this section is to present several applications of Theorems 5.1.1-5.3.3 to the damped wave
equation. Of course, the Schrödinger and plate equations, and the system of elasticity, among others,
enter in this frame too, but the applications to these other models will be presented elsewhere.

5.4.1 The time-discrete damped wave equation

Consider a smooth non-empty open bounded domain Ω ⊂ Rd.

We consider the following initial boundary value problem:
utt −∆xu+ σ(x)2ut = 0, x ∈ Ω, t ≥ 0,
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
u(x, 0) = u0 ∈ H1

0 (Ω), ut(x, 0) = v0 ∈ L2(Ω), x ∈ Ω,
(5.4.1)

where σ : Ω → R+ is a non-negative bounded function which is strictly positive in some open non-
empty subset ω ⊂ Ω: There exists α > 0 such that

σ2(x) ≥ α, ∀x ∈ ω. (5.4.2)

The energy of solutions of (5.4.1)

E(t) =
1
2

∫
Ω

[
|∂tu(t, x)|2 + |∇u(t, x)|2

]
dx, (5.4.3)

satisfies the dissipation law

dE

dt
(t) = −

∫
ω
σ(x)2|∂tu(t, x)|2 dx, ∀ t ∈ [0, T ]. (5.4.4)

It is well-known that the energy (5.4.3) decays exponentially if the set ω satisfies a geometric
condition, namely the so-called Geometric Control Condition, introduced in [2, 3]: there exists a time
T > 0 such that all the rays of Geometric Optics in Ω enter the set ω in a time smaller than T .

To show that system (5.4.1) enters in the abstract setting of this paper, let us recall that it is
equivalent to

Ż = AZ −B∗BZ, with Z =
(
u
v

)
, A =

(
0 Id

∆x 0

)
, B =

(
0 σ

)
. (5.4.5)

In this setting, A is a skew-adjoint unbounded operator on the Hilbert space X = H1
0 (Ω) × L2(Ω),

with domain D(A) = H2 ∩ H1
0 (Ω) × H1

0 (Ω). From the assumptions (5.4.2) on σ, the operator B is
obviously continuous on X.

Besides, the energy (5.4.3) of (5.4.1) reads as ‖Z(t)‖2X /2.
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Then, we introduce the following time semi-discrete approximation scheme:

Z̃k+1 − Zk

4t
=
(

0 Id
∆x 0

)(Zk + Z̃k+1

2

)
−
(

0 0
0 σ2

)(Zk + Z̃k+1

2

)
, k ∈ N∗,

Zk+1 − Z̃k+1

4t
= (4t)2

(
∆x 0
0 ∆x

)
Zk+1, k ∈ N∗,

Z0 =

 u0

v0

 .

(5.4.6)

We then define the energy as in (5.1.6).

According to Theorem 5.1.1, we get:

Theorem 5.4.1. Assume that the damping function σ satisfies (5.4.2) for a non-empty open set
ω ⊂ Ω, that satisfies the Geometric Control Condition.

Then there exist positive constants ν0 and µ0 such that any solution of (5.4.6) satisfies (5.1.8)
uniformly with respect to the discretization parameter 4t > 0.

5.4.2 A fully discrete damped wave equation: The mixed finite element method

Here we present an application to a fully discrete approximation scheme. To present our results
properly, we first need to recall some properties of the space semi-discrete wave equation.

We now consider the damped wave equation (5.4.1) in 1d, that is with Ω = (0, 1). We still assume
that the damping function σ is non-negative, bounded, and satisfies (5.4.2). Note that in this case
the Geometric Control Condition is automatically satisfied, and therefore the decay of the energy of
(5.4.1) is exponential.

When semi-discretizing equation (5.4.1) in space, it may happen that the space semi-discrete ap-
proximations are not exponentially stable uniformly with respect to the space discretization parameter.
This has been observed in many cases, for instance in [15, 18, 21, 13]. We refer to the review article
[32] for more references.

A possible cure has been proposed in [1] and analyzed in [5, 6, 11] based on a mixed finite element
method, on which we will focus now.

Let N be a nonnegative integer. Set 4x = 1/(N + 1) and consider the subdivision of (0, 1) given
by

0 = x0 < x1 < · · · < xj = j4x < · · ·xN+1 = 1.

Let us present the space semi-discrete approximation scheme of (5.4.1) in 1d, on (0, 1), derived
from the mixed finite element method (see [1, 5, 6, 11])



üj−1 + 2üj + üj+1

4
− uj+1 − 2uj + uj−1

(4x)2
+

1
4

(
σ2
j−1/2(u̇j−1 + u̇j)

+σ2
j+1/2(u̇j + u̇j+1)

)
= 0, (t, j) ∈ R+ × {1, · · · , N},

u0(t) = uN+1(t) = 0, t ∈ R+,
uj(0) = uj,0, u̇j(0) = vj,0, j ∈ {1, · · · , N},

(5.4.7)
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where σ2
j+1/2 is an approximation of σ2 on [j4x, (j + 1)4x].

The energy of solutions of (5.4.7) is defined by

E4x(t) =
4x
2

N∑
j=0

(∣∣∣ u̇j + u̇j+1

2

∣∣∣2 +
∣∣∣uj+1 − uj
4x

∣∣∣2). (5.4.8)

Following [1, 5, 6, 11], one can prove that the energy E4x is exponentially stable, uniformly with
respect to 4x > 0, when σ satisfies (5.4.2).

Let us check that system (5.4.7) is a particular instance of the abstract setting we provided.

Define the N ×N matrix M4x by

M4x(i, j) =


1/2 if i = j,
1/4 if |i− j| = 1,
0 else,

which is invertible, self-adjoint and positive definite.

The space semi-discrete approximation scheme (5.4.7) can be written as

M4xÜ4x +A0,4xU4x + C1,4xU̇4x = 0, t ∈ R+,

where A0,4x is a positive definite matrix N ×N , which represents the Laplace discrete operator, and
C1,4x is the N ×N matrix

C1,4x(i, j) =


(σ2
j+1/2 + σ2

j−1/2)/4 if i = j,

σ2
i+1/2/4 if i+ 1 = j,

σ2
i−1/2/4 if i− 1 = j,

0 else.

System (5.4.7) can be rewritten as

Ż4x = A4xZ4x − C4xZ4x, t ∈ R+, (5.4.9)

where Z4x, A4x and C4x denote

Z4x =
(
U4x
V4x

)
, A4x =

(
0 Id

−M−1
4xA0,4x 0

)
,

C4x =
(

0 0
0 M−1

4xC1,4x

)
.

(5.4.10)

Remark that the matrix A4x is skew-adjoint on the energy space X4x = R2N endowed with the
norm ∥∥∥∥( U4x

V4x

)∥∥∥∥2

4x
= 4x

N∑
j=0

(∣∣∣V4x,j + V4x,j+1

2

∣∣∣2 +
∣∣∣U4x,j+1 − U4x,j

4x

∣∣∣2)
= < M4xV4x, V4x >∗4x + < A0,4xU4x, U4x >∗4x,
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where the scalar product < ·, · >∗4x is the classical discrete L2 scalar product, corresponding to the
discrete L2 norm

‖V4x‖2∗4x = 4x
N∑
j=1

|V4x,j |2. (5.4.11)

Note that, in this setting, the energy (5.4.8) of solutions of (5.4.7) coincides with the energy
‖Z4x(t)‖24x /2 of solutions of (5.4.9).

Let us check that C4x has the form B∗4xB4x for some N×N matrix B4x. According to Choleski’s
decomposition, we only have to check that C4x is a selfadjoint positive matrix on X4x. For generic
vectors Z14x and Z24x as in (5.4.10), we have:

< C4xZ14x, Z24x >4x = < M4xM
−1
4xC14xV14x, V24x >∗4x

= < C14xV14x, V24x >∗4x

= 4x
N∑
j=0

σ2
j+1/2

(V14x,j + V14x,j+1

2

)(V24x,j + V24x,j+1

2

)
. (5.4.12)

This last expression shows that C4x is a selfadjoint positive operator on X4x. Therefore there exists
B4x such that B∗4xB4x = C4x. Besides, classical linear algebra implies that

‖C4x‖L(X4x,X4x) = ‖B4x‖2L(X4x,X4x) .

From the computations above, and especially (5.4.12), we have

‖C4x‖L(X4x,X4x) = sup‚‚Z14x
‚‚
4x ≤ 1,‚‚Z24x
‚‚
4x ≤ 1

{< C4xZ14x, Z24x >4x} ≤
∥∥σ2

∥∥
L∞

. (5.4.13)

We are then in the abstract setting given in Section 5.3: Hypothesis (A1) and (A2) of Definition
5.3.1 have been checked above, and (A3) has been proved in [5] (see [1, 6, 11] for related results).
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Chapter 5. Uniformly exponentially stable approximations for a class of damped systems

Method I: Adding a numerical viscosity term in time

We add a numerical viscosity term to the scheme above, corresponding to (5.1.9). In this case, the
fully discrete approximation scheme reads:



ũk+1
j − ukj
4t

=
vkj + ṽk+1

j

2
,

1
44t

((
ṽk+1
j−1 + 2ṽk+1

j + ṽk+1
j+1

)
−
(
vkj−1 + 2vkj + vkj+1

))
=

1
2(4x)2

(
ũk+1
j+1 + ukj+1 − 2ũk+1

j − 2ukj + ũk+1
j−1 + ukj−1

)
−1

8
σ2
j+1/2

(
(vkj + vkj+1) + (ṽk+1

j + ṽk+1
j+1 )

)
−1

8
σ2
j−1/2

(
(vkj−1 + vkj ) + (ṽk+1

j−1 + ṽk+1
j )

)
,

1
44t

((
uk+1
j−1 + 2uk+1

j + uk+1
j+1

)
−
(
ũk+1
j−1 + 2ũk+1

j + ũk+1
j+1

))
=
(4t
4x

)2(
uk+1
j+1 − 2uk+1

j + uk+1
j−1

)
,

1
44t

((
vk+1
j−1 + 2vk+1

j + vk+1
j+1

)
−
(
ṽk+1
j−1 + 2ṽk+1

j + ṽk+1
j+1

))
=
(4t
4x

)2(
vk+1
j+1 − 2vk+1

j + vk+1
j−1

)
,

(5.4.14)

which holds for (k, j) ∈ N× {1, · · · , N}, with the boundary conditions

uk0 = ukN+1 = vk0 = vkN+1 = 0, ∀k ∈ N, (5.4.15)

and the initial data

u0
j = uj,0, v0

j = vj,0, ∀j ∈ {1, · · · , N}. (5.4.16)

Here ukj and vkj respectively denote approximations of the functions u and u̇ in xj = j4x at time k4t.

As an application of Theorem 5.1.1, we get:

Theorem 5.4.2. The energy

Ek4x =
4x
2

N∑
j=0

(∣∣∣vkj + vkj+1

2

∣∣∣2 +
∣∣∣ukj+1 − ukj
4x

∣∣∣2), k ∈ N,

of solutions of (5.4.14) is exponentially decaying, uniformly with respect to 4t > 0 and 4x > 0, in
the sense of (5.3.2).

148



5.4. Applications

Method II: Imposing a CFL condition

Here we want to use Theorem 5.3.3 to derive uniform properties on the following fully discrete system,
obtained by discretizing in time system (5.4.9) using (5.3.1):

uk+1
j − ukj
4t

=
vkj + vk+1

j

2
,

1
44t

((
vk+1
j−1 + 2vk+1

j + vk+1
j+1

)
−
(
vkj−1 + 2vkj + vkj+1

))
=

1
2(4x)2

(
uk+1
j+1 + ukj+1 − 2uk+1

j − 2ukj + uk+1
j−1 + ukj−1

)
−1

8
σ2
j+1/2

(
(vkj + vkj+1) + (vk+1

j + vk+1
j+1 )

)
−1

8
σ2
j−1/2

(
(vkj−1 + vkj ) + (vk+1

j−1 + vk+1
j )

)
,

(5.4.17)

which holds for (k, j) ∈ N×{1, · · · , N}, with the boundary conditions (5.4.15) and initial data (5.4.16).

To apply Theorem 5.3.3, we need to estimate the norm of the matrix A4x defined in (5.4.10).
Actually, its spectrum is given in [5]: The eigenvalues of A4x are

λ±l,4x = ± 2i
4x

tan
(
l4xπ

2

)
, l ∈ {1, · · · , N}.

Since A4x is skew-adjoint on X4x, its operator norm is given by its highest eigenvalue:

‖A4x‖L(X4x,X4x) =
2
4x

tan
(

(1−4x)
π

2

)
'
4x→0

4
π(4x)2

.

As a consequence of Theorem 5.3.3, we get:

Theorem 5.4.3. The energy

Ek4x =
4x
2

N∑
j=0

(∣∣∣vkj + vkj+1

2

∣∣∣2 +
∣∣∣ukj+1 − ukj
4x

∣∣∣2), k ∈ N,

of solutions of (5.4.17) is exponentially decaying, uniformly with respect to 4t > 0 and 4x > 0, in
the sense of (5.3.2) provided there exists a constant η such that

4t ≤ η(4x)2. (5.4.18)

Remark 5.4.4. In this case, the CFL condition (5.4.18) is very restrictive for practical computations.
Therefore, in practice, the fully discrete scheme (5.4.14) that involves a numerical viscosity term, for
which no CFL condition is needed, seems preferable.

5.4.3 A fully discrete damped wave equation: A viscous finite difference approx-
imation

We now describe how our results may be combined with those of [27, 23], which add numerical viscosity
in the discretization with respect to the space-variable, to derive a uniformly exponentially stable fully
discrete scheme.
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Chapter 5. Uniformly exponentially stable approximations for a class of damped systems

The finite difference space semi-discrete approximation scheme of system (5.4.1) is as follows
üj −

uj+1 − 2uj + uj−1

(4x)2
+ σ2

j u̇j = 0, t ∈ R+, j ∈ {1, · · · , N},

u0(t) = uN+1(t) = 0, t ∈ R+,
uj(0) = uj,0, u̇j(0) = vj,0, j ∈ {1, · · · , N},

(5.4.19)

where σj , uj,0, vj,0 and uj are, respectively, approximations of the functions σ, u0, v0 at the point xj .

The energy of system (5.4.19), given by

E4x(t) =
4x
2

N∑
j=0

(
|u̇j(t)|2 +

∣∣∣ u̇j+1(t)− u̇j(t)
4x

∣∣∣2), (5.4.20)

is dissipated according to the law

dE4x
dt

(t) = −4x
N∑
j=1

σ2
j |u̇j(t)|2.

However, due to spurious high frequency solutions that are created by the numerical scheme, the
energies E4x do not decay exponentially uniformly with respect to 4x (see [18, 27]), except in the
particular case ω = (0, 1): If ω 6= (0, 1), there are no positive constants µ and ν such that the inequality

E4x(t) ≤ µE4x(0) exp(−νt), t ≥ 0, (5.4.21)

holds for any 4x > 0 and for any solution of (5.4.19).

Therefore, to get a uniform decay rate of the energies E4x (with respect to 4x > 0), an extra
numerical viscosity term was added in [27]:

üj −
uj+1 − 2uj + uj−1

(4x)2
+ σ2

j∂tuj

−(4x)2
( u̇j+1 − 2u̇j + u̇j−1

(4x)2

)
= 0, t ∈ R+, j ∈ {1, · · · , N},

u0(t) = uN+1(t) = 0, t ∈ R+,
uj(0) = uj,0, u′j(0) = vj,0, j ∈ {1, · · · , N}.

(5.4.22)

For this system, the energy, still defined by (5.4.20), is now dissipated according to the law:

dE4x
dt

(t) = −4x
N∑
j=1

σ2
j |u̇j(t)|2 − (4x)3

N∑
j=0

(uj+1(t)− uj(t)
4x

)2
.

It was proved in [27] that, if σ satisfies (5.4.2), the energy of the solutions of (5.4.22) is exponentially
stable uniformly with respect to the mesh size 4x > 0, in the sense that there exist positive constants
µ and ν such that (5.4.21) holds for any 4x > 0 and for any solution of (5.4.22).

Besides, one can check that system (5.4.22) can be written as

Ü4x +A0,4xU4x +B∗0,4xB0,4xU̇4x + (4x)2A0,4xU̇4x = 0, t ∈ R+, (5.4.23)

where U4x = (u1, · · · , uj , · · · , uN )∗, A0,4x is a positive definite matrix, which represents the discrete
Laplace operator, and B0,4x is the N ×N matrix defined by:

B0,4x =
(

diag(σj)
)
.
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Exponential decay for the time continuous system (5.4.23)

In this Subsection, we indicate how one can prove the uniform exponential decay result for solutions
of (5.4.23) using the combination of the results in [18] and the methods introduced in [14] and further
developed in Corollary 5.3.8.

Let us first recall the results in [14]. Let H be a Hilbert space endowed with the norm ‖·‖H . Let
A0 : D(A0)→ H be a self-adjoint positive operator with compact resolvent and B ∈ L(H,Y ).

We then consider the initial value problem{
ü+A0u+ εA0u̇+B∗Bu̇ = 0, t ≥ 0,

u(0) = u0 ∈ D(A1/2
0 ), u̇(0) = u1 ∈ H.

(5.4.24)

The energy of solutions of (5.4.24) is given by

E(t) =
1
2
‖u̇(t)‖2H +

1
2

∥∥∥A1/2
0 u(t)

∥∥∥2

H
, (5.4.25)

and satisfies
dE

dt
(t) = −‖Bu̇(t)‖2Y − ε

∥∥∥A1/2
0 u̇(t)

∥∥∥2

H
. (5.4.26)

Theorem 5.4.5. Assume that system (5.4.24) with ε = 0 is exponentially stable and satisfies (5.1.4)
for some positive constants µ and ν, and that B ∈ L(H,Y ).

Then there exist two positive constants µ0 and ν0 depending only on ‖B‖L(H,Y ), ν and µ such
that any solution of (5.4.24) satisfies (5.1.4) with constants µ0 and ν0 uniformly with respect to the
viscosity parameter ε ∈ [0, 1].

We now introduce the spectrum of A0. Since A0 is self-adjoint positive definite with compact
resolvent, its spectrum is discrete and σ(A0) = {λ2

j : j ∈ N}, where λj is an increasing sequence
of real positive numbers such that λj → ∞ when j → ∞. Set (Ψj)j∈N an orthonormal basis of
eigenvectors of A0 associated to the eigenvalues (λ2

j )j∈N.

For convenience, similarly as in (5.2.2), we define

Cs = span {Ψj : the corresponding λj satisfies |λj | ≤ s}. (5.4.27)

We claim that the proof of Theorem 5.4.5 in [14] also proves the following Theorem:

Theorem 5.4.6. Let ε ∈ (0, 1]. Assume that system

ü+A0u = 0, t ≥ 0, u(0) = u0 ∈ D(A1/2
0 ), u̇(0) = u1 ∈ H. (5.4.28)

is exactly observable within the class C1/
√
ε in the following sense: there exist a time T ∗ > 0 and a

positive constant k∗ > 0 such that any solution u of (5.4.28) with initial data (u0, u1) ∈ C2
1/
√
ε

satisfies

k∗

(∥∥∥A1/2
0 u0

∥∥∥2

H
+ ‖u1‖2H

)
≤
∫ T ∗

0
‖Bu̇(t)‖2Y dt.

Then there exist two positive constants µ and ν depending only on ‖B‖L(H,Y ), T
∗ and k∗ such that

any solution of (5.4.24) satisfies (5.1.4).

151



Chapter 5. Uniformly exponentially stable approximations for a class of damped systems

In [18], it has been proved that there exist positive constants T ∗ and k∗ such that for all 4x > 0,
the solution of

Ü4x +A0,4xU4x = 0, t ≥ 0, (5.4.29)

with initial data (U0,4x, U1,4x) ∈ C1/4x(A4x)2 satisfies

k∗

(∥∥∥A1/2
0,4xU0,4x

∥∥∥2

∗4x
+ ‖U1,4x‖2∗4x

)
≤
∫ T ∗

0

∥∥∥B4xU̇4x(t)
∥∥∥2

∗4x
dt.

Setting X∗4x = RN endowed with the norm ‖·‖∗4x, one easily checks that ‖B4x‖L(X∗4x,X∗4x) is
bounded uniformly in 4x > 0.

Theorem 5.4.6 then applies, and proves that systems (5.4.23) are exponentially stable uniformly
with respect to 4x > 0.

Remark 5.4.7. Note that this method also applies in higher dimension, using for instance the results
in [31] which state uniform observability properties for finite difference approximation schemes of a
2d wave equation. Doing this, we recover the results in [27] in 2d.

We now go on analyzing (5.4.22). We rewrite system (5.4.22) as

Ż4x = A4xZ4x −B∗4xB4xZ4x, t ∈ R+, (5.4.30)

where

Z4x =
(
U4x
V4x

)
, A4x =

(
0 Id

−A0,4x 0

)
,

B4x =
(

0
√
B∗0,4xB0,4x + (4x)2A0,4x

)
.

(5.4.31)

One can check that the operator A4x is skew-adjoint on the vector space X4x = R2N endowed with
the norm ‖·‖4x: ∥∥∥∥( U4x

V4x

)∥∥∥∥2

4x
= 4x

N∑
j=0

(
|vj |2 +

∣∣∣uj+1 − uj
4x

∣∣∣2), (5.4.32)

where U4x = (u1, · · · , uj , · · · , uN )∗ and V4x = (v1, · · · , vj , · · · , vN )∗, with the convention u0 =
uN+1 = 0.

Note that the original energy (5.4.20) of system (5.4.22) coincides with the quantity ‖Z4x‖24x /2
of solutions of (5.4.30), with the notation above.

We then need to check that the operator B4x is a bounded map from X4x to X2
∗4x = R2N ,

where X∗4x = RN is endowed with the classical discrete L2 norm ‖·‖∗4x given in (5.4.11). Since σ is
assumed to be in L∞(0, 1), we obviously have

‖diag(σj)V4x‖∗4x ≤ ‖σ‖L∞ ‖V4x‖∗4x .

Besides, ∥∥(4x)2A0,4xV4x
∥∥
∗4x ≤ 4 ‖V4x‖∗4x ,

since
(4x)2A0,4xV4x = W4x, with wj = vj+1 − 2vj + vj−1, ∀j ∈ {1, · · · , N}.
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Combining these last inequalities, we get the uniform bound

‖B4x‖L(X4x,X
2
∗4x) ≤ 2 + ‖σ‖L∞ .

We are therefore in the setting of Section 5.3: We checked hypothesis (A1) and (A2) of Definition
5.3.1 for the operators A4x and B4x, and (A3) comes from the results of [27].

We now present the applications of the abstract methods in Section 5.3 to this particular setting.

Method I: Adding a numerical viscosity term in time

We introduce the fully discrete approximation scheme, corresponding to (5.1.9), given by



ũk+1
j − ukj
4t

=
vkj + ṽk+1

j

2
,

ṽk+1
j − vkj
4t

=
1

2(4x)2

(
ũk+1
j+1 + ukj+1 − 2ũk+1

j − 2ukj + ũk+1
j−1 + ukj−1

)
−1

2
σ2
j (v

k
j + ṽk+1

j ) +
1
2
(
ṽk+1
j+1 + vkj+1 − 2ṽk+1

j − 2vkj + ṽk+1
j−1 + vkj−1

)
,

uk+1
j − ũk+1

j

4t
=
(4t
4x

)2(
uk+1
j+1 − 2uk+1

j + uk+1
j−1

)
,

vk+1
j − ṽk+1

j

4t
=
(4t
4x

)2(
vk+1
j+1 − 2vk+1

j + vk+1
j−1

)
,

(5.4.33)

which holds for (k, j) ∈ N × {1, · · · , N}, with the boundary conditions (5.4.15) and the initial data
(5.4.16). Here again, ukj and vkj respectively denote approximations of the functions u and u̇ in
xj = j4x at time k4t.

This fully discrete approximation scheme coincides with the system (5.1.9) with A = A4x and
B = B4x.

Applying Theorem 5.1.1, we get:

Theorem 5.4.8. The energy

Ek4x =
4x
2

N∑
j=0

(
|vkj |2 +

∣∣∣ukj+1 − ukj
4x

∣∣∣2) (5.4.34)

of solutions of system (5.4.33) is exponentially decaying, uniformly with respect to both parameters
4x > 0 and 4t > 0. To be more precise, there exist positive constants ν0 and µ0 such that the
energies of solutions (5.4.33) satisfy (5.3.2).

Note that in Theorem 5.4.8, no CFL condition is required.
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Chapter 5. Uniformly exponentially stable approximations for a class of damped systems

Method II: Imposing a CFL condition

Again, we consider the space semi-discrete approximation (5.4.22) (or equivalently (5.4.30)) of (5.4.1),
that we now discretize in time using the midpoint scheme (5.1.5): For all (k, j) ∈ N× {1, · · · , N},

uk+1
j − ukj
4t

=
vkj + vk+1

j

2
,

vk+1
j − vkj
4t

=
1

2(4x)2

(
uk+1
j+1 + ukj+1 − 2uk+1

j − 2ukj + uk+1
j−1 + ukj−1

)
−1

2
σ2
j (v

k
j + vk+1

j ) +
1
2
(
vk+1
j+1 + vkj+1 − 2vk+1

j − 2vkj + vk+1
j−1 + vkj−1

)
,

(5.4.35)

with the boundary conditions (5.4.15), and initial data (5.4.16).

The discrete energies are defined by (5.4.34) as before. Note that this scheme is simpler than
(5.4.33), since it does not contain numerical viscosity terms in time.

To use Theorem 5.3.3, we need to estimate the norm ‖A4x‖L(X4x,X4x).

Actually, if

Z14x =
(
U14x
V14x

)
, Z24x =

(
U24x
V24x

)
,

then

< Z14x, A4xZ24x >4x= 4x
N∑
j=0

(u14x,j+1 − u14x,j
4x

)(v24x,j+1 − v24x,j
4x

)

−4x
N∑
j=1

v14x,j

(u24x,j+1 − 2u24x,j + u24x,j−1

(4x)2

)
.

In particular,

(4x)2
∣∣∣ < Z14x, A4xZ24x >4x

∣∣∣2
≤
(
4x

N∑
j=0

(u14x,j+1 − u14x,j
4x

)2)(
4x

N∑
j=0

(
v24x,j+1 − v24x,j

)2)

+
(
4x

N∑
j=1

|v14x,j |2
)(
4x

N∑
j=0

(u24x,j+1 − u24x,j
4x

−
u24x,j − u24x,j−1

4x

)2)
,

that gives ∣∣∣ < Z14x, A4xZ24x >4x

∣∣∣ ≤ 2
4x
‖Z14x‖4x ‖Z24x‖4x .

This proves that ‖A4x‖L(X4x,X4x) ≤ 2/4x. Actually, in this case, we know the eigenvalues and
eigenvectors explicitly (see for instance [18]), and therefore this norm can be computed explicitly to
be 2 sin((1−4x)π/2)/4x.

As a corollary of Theorem 5.3.3, we get:
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5.5. Further comments

Theorem 5.4.9. Given η > 0, if we impose the CFL type condition

4t ≤ η4x, (5.4.36)

then there exist positive constants νη and µη such that the energy of solutions of (5.4.35) satisfies
(5.3.2), uniformly with respect to the discretization parameters 4x > 0 and 4t > 0.

Remark 5.4.10. Here it seems more natural to use the discretization (5.4.35) than (5.4.33) since the
CFL condition (5.4.36) is not very restrictive.

Note that the results we presented here for the 1d wave equation can be adapted to deal with 2d
wave equations in a square as in [27] or more general domains as in [23].

Method III: Discretizing with only one viscosity term

We are in the setting of Theorem 5.3.7, and therefore we can use only one viscosity term: Set ε =
max{4t,4x} and consider

ũk+1
j − ukj
4t

=
vkj + ṽk+1

j

2
,

ṽk+1
j − vkj
4t

=
1

2(4x)2

(
ũk+1
j+1 + ukj+1 − 2ũk+1

j − 2ukj + ũk+1
j−1 + ukj−1

)
− 1

2
σ2
j (v

k
j + ṽk+1

j ),

uk+1
j − ũk+1

j

4t
=
( ε

4x

)2(
uk+1
j+1 − 2uk+1

j + uk+1
j−1

)
,

vk+1
j − ṽk+1

j

4t
=
( ε

4x

)2(
vk+1
j+1 − 2vk+1

j + vk+1
j−1

)
,

(5.4.37)

which holds for (k, j) ∈ N×{1, · · · , N}, with the boundary conditions (5.4.15) and initial data (5.4.16).

Theorem 5.4.11. Setting ε = max{4t,4x}, the energy Ek4x defined in (5.4.34) of solutions of system
(5.4.37) is exponentially decaying, uniformly with respect to both parameters 4x > 0 and 4t > 0. To
be more precise, there exist positive constants ν0 and µ0 such that the energy of solutions (5.4.33)
satisfies (5.3.2).

Remark 5.4.12. The main advantage of (5.4.37) over (5.4.33) is the presence of only one viscosity
operator. In other words, (5.4.33) dissipates too much.

The advantage of (5.4.37) over (5.4.35) consists in the absence of CFL condition, which makes
(5.4.37) more robust in practice.

5.5 Further comments

1. As we mentioned in the introduction, our methods and results require the assumption that
the damping operator B is bounded. This is due to the method we employ, which is based on
the equivalence between the exponential decay of the energy and the observability properties of the
conservative system, that requires the damping operator to be bounded. That is the case, even in the
continuous setting. However, in several relevant applications, as for instance when dealing with the

155



Chapter 5. Uniformly exponentially stable approximations for a class of damped systems

problem of boundary stabilization of the wave equation (see [20]), the feedback law is unbounded, and
our method does not apply. This issue requires further work.

2. Another drawback of our method is that it provides an explicit estimate of the exponential
decay rate of the energy of the time semi-discrete approximation systems, which is far from sharp in
general. Again, this also happens in the continuous case, since we deduce stabilization properties from
the study of the observability properties of the corresponding conservative systems. In the continuous
case, the computation of the decay rate of the energy is technically involved and requires to work
directly on the damped system. We refer to the works [7, 8, 19] that deal with these questions for
damped wave equations.

In our context, it would be also relevant to ask if one can choose the numerical viscosity term
such that the time-discrete damped systems are exponentially stable, uniformly with respect to the
time discretization parameter, and such that the decay rate of the energy of these time discrete
systems coincides with the one of the continuous system. To our knowledge, this issue is still open.
Let us mention the work [13], which gives a partial answer to this question for space semi-discrete
approximation schemes of the 1d Perfectly Matched Layers equations, which correspond to a particular
instance of damped wave equations.

3. In this article, we assumed exponential decay properties for the continuous damped systems
under consideration. However, there are several important models of vibrations where the energy decay
rate is polynomial or even logarithmic within the class of solutions with initial data in D(A) instead
of X. That is the case for instance for networks of vibrating strings [9] or damped wave equations,
when the damping operator is effective on a subdomain where the Geometric Control Condition is not
fulfilled [2, 19]. One could ask if there is a systematic discretization method for these systems that
preserves these decay properties. To our knowledge, this issue is widely open. The time semi-discrete
schemes provided here are good candidates to preserve these decay properties.

4. The same questions arise when discretizing in time semilinear wave equations. For instance,
in [10] (see also [29, 30]), the exponential decay property of solutions of semilinear wave equations
in R3 with a damping term which is effective on the exterior of a ball are analyzed. Under suitable
properties of the nonlinearity, it is proved that the exponential decay of the energy holds locally
uniformly for finite energy solutions. It would be interesting to analyze whether the same exponential
decay property holds, uniformly with respect to the time-step, for the numerical schemes analyzed in
this article in this semilinear setting.
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Chapter 6

Schrödinger equations

———————————————————————————————————————————–
Abstract: In this article, we derive uniform admissibility and observability properties for the finite
element space semi-discretizations of iż = A0z, where A0 is an unbounded self-adjoint positive definite
operator with compact resolvent. In order to address this problem, we present several spectral criteria
for admissibility and observability of such systems, which will be used to derive several results for
space semi-discretizations of iż = A0z. Our approach provides very general results, which stand in
any dimension and for any regular mesh (in the sense of finite elements). We also present applications
to admissibility and observability for fully discrete approximation schemes, and to controllability and
stabilization issues.
———————————————————————————————————————————–

6.1 Introduction

Let X be a Hilbert space endowed with the norm ‖·‖X and let A0 : D(A0) ⊂ X → X be an unbounded
self-adjoint positive definite operator with compact resolvent. Let us consider the following abstract
system:

iż(t) = A0z(t), t ∈ R, z(0) = z0 ∈ X. (6.1.1)

Here and henceforth, a dot (˙) denotes differentiation with respect to the time t. The element z0 ∈ X
is called the initial state, and z = z(t) is the state of the system. Such systems are often used as
models for quantum dynamics (Schrödinger’s equation).

Note that the system (6.1.1) is conservative: The energy ‖z(t)‖2X of solutions of (6.1.1) is constant.

Assume that Y is another Hilbert space endowed with the norm ‖·‖Y . We denote by L(X,Y )
the space of bounded linear operators from X to Y , endowed with the classical operator norm. Let
B ∈ L(D(A0), Y ) be an observation operator and define the output function

y(t) = Bz(t). (6.1.2)

We assume that the operator B ∈ L(D(A0), Y ) is admissible for system (6.1.1) in the following
sense:

Definition 6.1.1. The operator B is an admissible observation operator for system (6.1.1) if for every
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T > 0 there exists a constant KT > 0 such that∫ T

0
‖Bz(t)‖2Y dt ≤ KT ‖z0‖2X , ∀ z0 ∈ D(A0), (6.1.3)

for every solutions of (6.1.1).

Note that if B is bounded in X, i.e. if it can be extended in such a way that B ∈ L(X,Y ), then B is
obviously an admissible observation operator, and KT can be chosen as KT = T ‖B‖2L(X,Y ). However,
in applications, this is often not the case, and the admissibility condition is then a consequence of a
suitable “hidden regularity” property of the solutions of the evolution equation (6.1.1).

The exact observability property for system (6.1.1)-(6.1.2) can be formulated as follows:

Definition 6.1.2. System (6.1.1)-(6.1.2) is exactly observable in time T if there exists kT > 0 such
that

kT ‖z0‖2X ≤
∫ T

0
‖Bz(t)‖2Y dt, ∀ z0 ∈ D(A0). (6.1.4)

for every solution of (6.1.1).

Moreover, system (6.1.1)-(6.1.2) is said to be exactly observable if it is exactly observable in some
time T > 0.

Note that observability and admissibility issues arise naturally when dealing with controllability
and stabilization properties of linear systems (see for instance the textbook [28]). These links will be
made precise later.

There is an extensive literature providing observability results for Schrödinger equations, by several
different methods including microlocal analysis [3, 26], multipliers and Fourier series [30], etc. Our
goal in this paper is to develop a theory allowing to get admissibility and observability results for
space semi-discrete systems as a direct consequence of those corresponding to the continuous ones,
thus avoiding technical developments in the discrete settings.

Let us now introduce the finite element method for (6.1.1).

Consider (Vh)h>0 a sequence of vector spaces of finite dimension nh which embed into X via a
linear injective map πh : Vh → X. For each h > 0, the inner product < ·, · >X in X induces a structure
of Hilbert space for Vh endowed by the scalar product < ·, · >h=< πh·, πh· >X .

We assume that, for each h > 0, the vector space πh(Vh) is a subspace of D(A1/2
0 ). We thus define

the linear operator A0h : Vh → Vh by

< A0hφh, ψh >h=< A
1/2
0 πhφh, A

1/2
0 πhψh >X , ∀(φh, ψh) ∈ V 2

h . (6.1.5)

The operator A0h defined in (6.1.5) obviously is self-adjoint and positive definite. If we introduce the
adjoint π∗h of πh, definition (6.1.5) reads as:

A0h = π∗hA0πh. (6.1.6)

This operator A0h corresponds to the finite element discretization of the operator A0. We thus
consider the following space semi-discretisation of (6.1.1):

iżh = A0hzh, t ∈ R, zh(0) = z0h ∈ Vh. (6.1.7)
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In this context, for all h > 0, the observation operator naturally becomes Bh = Bπh. Note
that, when B ∈ L(D(A1/2

0 ), Y ), this definition always make sense. We are thus lead to impose
B ∈ L(D(A1/2

0 ), Y ).

We now make precise the assumptions we have, usually, on πh, and which will be needed in our
analysis. One easily checks that

π∗hπh = IdVh . (6.1.8)

The injection πh describes the finite element approximation we have chosen. Especially, the vector
space πh(Vh) approximates, in the sense given hereafter, the space D(A1/2

0 ): There exist θ > 0 and
C0 > 0, such that for all h > 0,

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X
≤ C0

∥∥∥A1/2
0 φ

∥∥∥
X
, ∀φ ∈ D(A1/2

0 ),∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X
≤ C0h

θ ‖A0φ‖X , ∀φ ∈ D(A0).
(6.1.9)

Note that in many applications, and in particular for A0 the Laplace operator on a bounded domain
with Dirichlet boundary conditions, estimates (6.1.9) are satisfied for θ = 1.

We will not discuss convergence results for the numerical approximation schemes presented here,
which are classical under assumption (6.1.9), and which can be found for instance in the textbook
[39].

In the sequel, our goal is to obtain uniform observability properties for (6.1.7) similar to (6.1.4).

Let us mention that similar questions have already been investigated in [27] for the finite differ-
ence approximation schemes of the beam equation, for which we expect the same admissibility and
observability properties as for (6.1.7) to hold. To be more precise, in [27], the authors considered the
finite-difference approximation scheme of the 1d beam equation on a uniform mesh, observed through
the boundary value. They proved that, in this case, the observability properties do not hold uniformly
in the space discretization parameter for any initial data. Though, they proved, similarly as in [23]
which dealt with 1d finite difference schemes of the wave equation, that one can recover uniform ob-
servability results when filtering the data. Actually, as pointed out by Otared Kavian in [46], it may
even happen that unique continuation properties do not hold anymore in the discrete setting due to
the existence of localized high frequency solutions.

Therefore, it is natural to restrict ourselves to classes of suitable filtered initial data. For all h > 0,
since A0h is a self-adjoint positive definite matrix, the spectrum of A0h is given by a sequence of
positive eigenvalues

0 < λh1 ≤ λh2 ≤ · · · ≤ λhnh , (6.1.10)

and normalized (in Vh) eigenvectors (Φh
j )1≤j≤nh . For any s > 0, we can now define, for any h > 0, the

filtered space

Ch(s) = span
{

Φh
j such that the corresponding eigenvalue satisfies |λhj | ≤ s

}
.

We are now in position to state the main results of this article:

Theorem 6.1.3. Let A0 be a self-adjoint positive definite operator with compact resolvent, and B ∈
L(D(Aκ0), Y ), with κ < 1/2. Assume that the maps (πh)h>0 satisfy property (6.1.9). Set

σ = θmin
{

2(1− 2κ),
2
5

}
. (6.1.11)
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Admissibility: Assume that system (6.1.1)-(6.1.2) is admissible.

Then, for any η > 0 and T > 0, there exists a positive constant KT,η > 0 such that, for any h > 0,
any solution of (6.1.7) with initial data

z0h ∈ Ch(η/hσ) (6.1.12)

satisfies ∫ T

0
‖Bhzh(t)‖2Y dt ≤ KT,η ‖z0h‖2h . (6.1.13)

Observability: Assume that system (6.1.1)-(6.1.2) is admissible and exactly observable.

Then there exist ε > 0, a time T ∗ and a positive constant k∗ > 0 such that, for any h > 0, any
solution of (6.1.7) with initial data

z0h ∈ Ch(ε/hσ) (6.1.14)

satisfies

k∗ ‖z0h‖2h ≤
∫ T ∗

0
‖Bhzh(t)‖2Y dt. (6.1.15)

This theorem is based on new spectral characterizations of admissibility and exact observability
for (6.1.1)-(6.1.2).

For characterizing the admissibility property, we use the results in [12] to obtain a characterization
based on a resolvent estimate and, later, on an interpolation property.

Our characterization of the exact observability property uses the resolvent estimates in [6, 32].
Again, we prove that these estimates can be interpreted as interpolation properties.

The main idea, then, consists in proving uniform (in h) interpolation properties for the operators
A0h and Bh, in order to recover uniform (in h) admissibility and observability estimates. This idea
is completely natural since the operators A0h and Bh correspond to discrete versions of A0 and B,
respectively.

Theorem 6.1.3 has several important applications. As a straightforward corollary of the results
in [12], one can thus derive observability properties for general fully discrete approximation schemes
based on (6.1.7). Precise statements will be given in Section 6.5.

Besides, it also has relevant applications in control theory. Indeed, it implies that the Hilbert
Uniqueness Method (see [28]) can be adapted in the discrete setting to provide efficient algorithms to
compute approximations of exact controls for the continuous systems. This will be clarified in Section
6.6.

We will also present consequences of Theorem 6.1.3 to stabilization issues for space semi-discrete
and fully discrete models based on (6.1.7), using the results [15]. Indeed, in [15], this problem has
been addressed in a very general setting which includes our models.

Let us briefly comment some relative works. Similar problems have been extensively studied in the
last decade for various space semi-discretizations of the 1d wave equation, see for instance the review
article [46] and the references therein. The numerical schemes on uniform meshes provided by finite
difference and finite element methods do not have uniform observability properties, whatever the time
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T is, see [23] (see also [27] for the beam equation). This is due to high frequency waves which do not
propagate, see [43, 31]. In other words, these numerical schemes create some spurious high-frequency
wave solutions which do not travel.

In this context, filtering techniques have been extensively developed. It has been proved in [23, 44]
(or [27] for the beam equation) that filtering the initial data removes these spurious waves, and make
possible uniform observability properties to hold. Other ways to filter these spurious waves exist, for
instance using wavelet filtering approaches as in [35] or bi-grids techniques [16, 36]. However, to the
best of our knowledge, these methods have been analyzed only for uniform grids in small dimensions
(namely in 1d or 2d). Also note that these results prove uniform observability properties for larger
classes of initial data than the ones stated here, but in more particular cases. Especially, we emphasize
that Theorem 6.1.3 holds in any dimension and for any regular mesh.

Let us also mention that observability properties are equivalent to stabilization properties (see
[19]), at least when the observation operator is bounded. Therefore, observability properties can be
deduced from the literature in stabilization theory. Especially, we refer to the works [41, 40, 34, 13],
which prove uniform exponential decay results for damped space semi-discrete wave equations in 1d
and 2d, discretized on uniform meshes using finite difference methods, in which a numerical viscosity
term has been added. Again, these results are better than the ones derived here, but apply in the
more restrictive context of 1d or 2d wave equations on uniform meshes. Similar results have also been
proved in [38] in a general context close to ours, but for bounded observation operators. Besides, in
[38], a non trivial spectral condition on A0 is needed, which reduces the scope of applications mainly
to 1d equations.

To the best of our knowledge, there are very few papers dealing with nonuniform meshes. A
first step in this direction can be found in the context of the stabilization of the 1d wave equation
in [38]: Indeed, stabilization properties are equivalent (see [19]) to observability properties for the
corresponding conservative systems. The results in [38] can therefore be applied to 1d wave equation
on nonuniform meshes to derive uniform observability results within the class of data filtered at the
scale h−θ. Though, they strongly use a spectral gap condition on the eigenvalues of the operator,
which do not hold for the wave equation in higher dimension. Another result in this direction is
presented in [11], again in the context of the 1d wave equation, but discretized using a mixed finite
element method as in [2, 7, 8]. In [11], it is proved that observability properties for schemes derived
from a mixed finite element method hold uniformly with respect to the mesh size for a large class of
meshes, and, in particular, no filtering condition is required on the data.

We shall also mention recent works on spectral characterizations of the exact observability prop-
erties for abstract conservative systems. We refer to [6, 32] for a very general approach for linear
conservative systems, which yields a necessary and sufficient spectral condition for exact observability
to hold. Let us also mention the article [37], in which a spectral characterization of observability
properties based on wave packets is given. We also point out the recent article [4], which considers
several (weak) observability properties given as interpolation properties, which are close to the ones
that we will prove in the present work.

We also mention the recent work [12] which proved admissibility and observability estimates for
general time semi-discrete conservative linear systems. In [12], a very general approach is given,
which allows to deal with a large class of time-discrete approximation schemes. This approach is
based, as here, on a spectral characterization of exact observability for conservative linear systems
(namely the one in [6, 32]). Later on in [15] (see also [14]), the stabilization properties of time
discrete approximation schemes of damped systems were studied. In particular, [15] introduces time-
discretizations which are guaranteed to enjoy uniform stabilization properties.
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Let us finally notice that the results in Theorem 6.1.3 may not be sharp, in view of the results
in [27], which can be adapted to the finite element space semi-discretization of the 1d Schrödinger
equation to prove that the sharp filtering scale, in 1d and on uniform meshes, is h−2. In the very
general setting presented here, we do not have any conjecture on the sharp filtering scale. This question
deserves further work.

This article is organized as follows:

In Section 6.2, we present several spectral conditions which are equivalent to admissibility and
exact observability properties for abstract systems taking the form (6.1.1)-(6.1.2). In Section 6.3, we
prove Theorem 6.1.3. In Section 6.4, we provide some examples of applications of Theorem 6.1.3. In
Section 6.5, we consider admissibility and exact observability properties for fully discrete approxima-
tion schemes of (6.1.7). In Section 6.6, some applications of Theorem 6.1.3 in controllability theory
are indicated. In Section 6.7, we also present applications to stabilization theory. We finally present
some further comments and open questions.

6.2 Spectral methods

This section recalls and presents various spectral characterizations of admissibility and observability
for abstract systems such as (6.1.1)-(6.1.2). Here, we do not deal with the discrete approximation
schemes (6.1.7).

To state our results properly, we introduce some notations.

When dealing with the abstract system (6.1.1)-(6.1.2), it is convenient to introduce the spectrum
of the operator A0. Since A0 is self-adjoint and positive definite, its spectrum is given by a sequence
of positive eigenvalues

0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · → ∞, (6.2.1)

and normalized (in X) eigenvectors (Φj)j∈N∗ .

Since some of the results below extend to a larger class of systems than (6.1.1), we introduce the
following abstract system {

ż = Az, t ≥ 0,
z(0) = z0 ∈ X,

y(t) = Bz(t), (6.2.2)

where A : D(A) ⊂ X → X is an unbounded skew-adjoint operator with compact resolvent. In
particular, its spectrum is given by a sequence (iµj)j , where the constants µj are real and |µj | → ∞
when j →∞, and the corresponding eigenvectors (Ψj)j (normalized in X) constitute an orthonormal
basis of X. Note that systems of the form (6.1.1)-(6.1.2) indeed are particular instances of (6.2.2).

This section is organized as follows.

First, we present spectral characterizations for the admissibility of systems (6.1.1)-(6.1.2), based
on the results in [12], which we recall. Then, we present spectral characterizations for the exact
observability of systems (6.1.1)-(6.1.2), based on the articles [6, 32].
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6.2.1 Characterizations of admissibility

Wave packet characterization

First, we consider the general abstract conservative equation (6.2.2), and recall the results in [12,
Section 6]. Note that the admissibility inequality for (6.2.2) consists in the existence, for any T > 0,
of a positive constant KT such that any solution z of (6.2.2) satisfies∫ T

0
‖Bz(t)‖2Y dt ≤ KT ‖z0‖2X , ∀z0 ∈ D(A). (6.2.3)

Theorem 6.2.1 ([12]). Let A be a skew-adjoint unbounded operator on X with compact resolvent,
and B be in L(D(A), Y ).

System (6.2.2) is admissible in the sense of (6.2.3) if and only if
There exist r > 0 and D > 0 such that
for all n ∈ N and for all z =

∑
l∈Jr(µn)

clΨl : ‖Bz‖Y ≤ D ‖z‖X , (6.2.4)

where
Jr(µ) = {l ∈ N, such that |µl − µ| ≤ r}. (6.2.5)

Besides, if (6.2.4) holds, then the constant KT in (6.2.3) can be chosen as follows:

KT = Kπ/2r

⌈2rT
π

⌉
, with Kπ/2r =

3π4D

4r
. (6.2.6)

To be more precise, in [12, Section 6], the estimates (6.2.6) are not given explicitly, but directly
come from the proof of Theorem 6.1 in [12], which yields the constant

Kπ/2r = 3DM̂r(0),

where M̂r(0) is the Fourier transform at 0 of the function

Mr(t) =
π2

8

(sin(rt)
rt

)2
.

This makes precise the constant Kπ/2r, and the constant KT for T > 0 can be obtained as a simple
consequence of the semi-group property and the conservation of the energy for solutions of (6.2.2).

Resolvent characterization

In practice, when dealing with sequences of operators, whose eigenvectors may change, Theorem 6.2.1
is not easy to use. We therefore introduce other characterizations of admissibility of (6.2.2), which
yield more convenient criteria.

Theorem 6.2.2. Let A be a skew-adjoint unbounded operator on X with compact resolvent, and B
be in L(D(A), Y ).

System (6.2.2) is admissible in the sense of (6.2.3) if and only if there exist positive constants m
and M such that

M2 ‖(A− iωI)z‖2X +m2 ‖z‖2X ≥ ‖Bz‖
2
Y , ∀z ∈ D(A), ∀ω ∈ R. (6.2.7)
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Besides, if (6.2.7) holds, then the constant KT in (6.2.3) can be chosen as follows:

KT = K1dT e with K1 =
3π3

2

√
m2 +M2

π2

4
. (6.2.8)

Proof. Assume that system (6.2.2) is admissible in the sense of (6.2.3). Then Theorem 6.2.1 proves
the existence of constants r and D such that (6.2.4) holds.

We now recall the following result, which is inspired by [37], and precisely stated in [12, Lemma
6.2]:

Lemma 6.2.3. Under the hypotheses of Theorem 6.2.2, assume that system (6.2.2) is admissible. For
ε > 0, define

V (ω, ε) = span{Ψj such that |µj − ω| ≤ ε}.

Let us define K(ω, ε) as

K(ω, ε) =
∥∥B(A− iωI)−1

∥∥
L(V (ω,ε)⊥,Y )

.

Then, for any ε > 0, K(ω, ε) is uniformly bounded in ω, that is

K(ε) = sup
ω∈R

K(ω, ε) <∞. (6.2.9)

Besides, the following estimate holds

K(ε) ≤

√
K1

1− exp(−1)

(
1 +

1
ε

)
, (6.2.10)

where K1 is the admissibility constant in (6.2.3) for T = 1.

Let z ∈ D(A) and ω ∈ R. Write z = zω + zω⊥ , with zω ∈ V (ω, r) and zω⊥ ∈ V (ω, r)⊥. Note that
this decomposition is unique and that zω and zω⊥ are orthogonal in X, and with respect to the scalar
product < (A− iωI)·, (A− iωI)· >X . Then we have

‖Bz‖2Y ≤ 2 ‖Bzω‖2Y + 2 ‖Bzω⊥‖
2
Y

≤ 2D2 ‖zω‖2X + 2K(r)2 ‖(A− iωI)zω⊥‖
2
X

≤ 2D2 ‖z‖2X + 2K(r)2 ‖(A− iωI)z‖2X ,

and (6.2.7) is proved.

Conversely, assume that (6.2.7) holds. Let ε be a positive constant. Then, for all ω ∈ R, for all
z ∈ V (ω, ε),

‖(A− iωI)z‖2X ≤ ε
2 ‖z‖2X ,

and thus we get
‖Bz‖2Y ≤ (m2 +M2ε2) ‖z‖2X .

Estimate (6.2.4) follows with r = ε and D =
√
m2 +M2ε2, and, by Theorem 6.2.1, this implies the

admissibility of system (6.2.2). Taking ε = π/2, we obtain the estimate (6.2.8).
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Applications to System (6.1.1)-(6.1.2)

Let us consider the abstract setting of (6.1.1)-(6.1.2), which is a particular instance of (6.2.2), with
A = −iA0.

In this case, one can obtain a more convenient spectral characterization of the admissibility of
(6.1.1)-(6.1.2) by removing the dependence in the extra parameter ω ∈ R:

Theorem 6.2.4. Let A0 be an unbounded self-adjoint positive definite operator on X with compact
resolvent, and B be in L(D(A0), Y ).

System (6.1.1)-(6.1.2) is admissible in the sense of (6.1.3) if and only if there exist positive con-
stants α and β such that∥∥∥A1/2

0 z
∥∥∥4

X
≤ ‖z‖2X

(
‖A0z‖2X + α2 ‖z‖2X − β

2 ‖Bz‖2Y
)
, ∀z ∈ D(A0). (6.2.11)

Besides, if (6.2.11) holds, then system (6.1.1) is admissible, and the constant KT in (6.1.3) can be
chosen as follows:

KT = K1dT e, with K1 =
3π3

2β

√
α2 +

π2

4
. (6.2.12)

Proof. The idea is very simple. Thanks to Theorem 6.2.2, we only need to prove the equivalence
between (6.2.7) and (6.2.11).

Now, remark that condition (6.2.7) for (6.1.1)-(6.1.2) reads as follows: There exist positive con-
stants m and M such that

M2 ‖(A0 − ωI)z‖2X +m2 ‖z‖2X ≥ ‖Bz‖
2
Y , ∀z ∈ D(A0),∀ω ∈ R.

This is equivalent to say that the quadratic form in ω

ω2 ‖z‖2X − 2ω
∥∥∥A1/2

0 z
∥∥∥2

X
+ ‖A0z‖2X +

m2

M2
‖z‖2X −

1
M2
‖Bz‖2Y

is nonnegative for all z ∈ D(A0), or, equivalently, that its determinant is nonpositive, i.e.∥∥∥A1/2
0 z

∥∥∥4

X
≤ ‖z‖2X

(
‖A0z‖2X +

m2

M2
‖z‖2X −

1
M2
‖Bz‖2Y

)
.

This coincides with (6.2.11) by the identification

α =
m

M
, β =

1
M
. (6.2.13)

The equivalence is then straightforward and estimate (6.2.12) follows from (6.2.8), and identity
(6.2.13).

6.2.2 Characterizations of observability

We first recall the results in [6, 32] concerning the observability properties for (6.2.2), which consist
in the existence of a time T ∗ and a constant kT ∗ such that any solution of (6.2.2) with initial date
z0 ∈ D(A) satisfies

kT ∗ ‖z0‖2X ≤
∫ T ∗

0
‖Bz(t)‖2Y dt. (6.2.14)
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Theorem 6.2.5 ([6, 32]). Let A be a skew-adjoint unbounded operator on X with compact resolvent,
and B ∈ L(D(A), Y ).

If system (6.2.2) is admissible and exactly observable in time T ∗, then there exist positive constants
m and M such that

M2 ‖(A− iωI)z‖2X +m2 ‖Bz‖2Y ≥ ‖z‖
2
X , ∀z ∈ D(A), ∀ω ∈ R. (6.2.15)

Besides, in (6.2.15), one can choose m =
√

2T ∗/kT ∗ and M = T ∗
√
KT ∗/kT ∗ where the constants kT ∗

and KT ∗ are the ones in (6.2.14) and (6.2.3) respectively.

Conversely, if (6.2.15) holds, then for any time T > πM , system (6.2.2) is exactly observable, and
the constant kT in (6.1.4) can be chosen as

kT =
1

2m2T
(T 2 − π2M2). (6.2.16)

Theorem 6.2.5, when specified to system (6.1.1)-(6.1.2), yields the following result:

Theorem 6.2.6. Assume that A0 : D(A0) ⊂ X → X is an unbounded self-adjoint positive definite
operator with compact resolvent, and that B ∈ L(D(A0), Y ) for some Hilbert space Y .

If system (6.1.1)-(6.1.2) is admissible and exactly observable, then there exist positive constants α
and β such that∥∥∥A1/2

0 z
∥∥∥4

X
≤ ‖z‖2X

(
‖A0z‖2X + α2 ‖Bz‖2Y − β

2 ‖z‖2X
)
, ∀z ∈ D(A0). (6.2.17)

Conversely, if (6.2.17) holds, then system (6.1.1)-(6.1.2) is exactly observable in any time T > π/β,
and the constant kT in (6.1.4) can be chosen as

kT =
β2

2α2T

(
T 2 − π2

β2

)
. (6.2.18)

Proof. This result is based on Theorem 6.2.5. Indeed, we only prove that conditions (6.2.17) and
(6.2.15) are equivalent. Note that condition (6.2.15) for (6.1.1)-(6.1.2) simply takes the form

M2 ‖(A0 − ωI)z‖2X +m2 ‖Bz‖2Y ≥ ‖z‖
2
X , ∀z ∈ D(A0), ∀ω ∈ R. (6.2.19)

Remark that (6.2.19) can be rewritten as

ω2 ‖z‖2X − 2ω
∥∥∥A1/2

0 z
∥∥∥2

X
+
(
‖A0z‖2X +

m2

M2
‖Bz‖2Y −

1
M2
‖z‖2X

)
≥ 0,

∀z ∈ D(A0), ∀ω ∈ R. (6.2.20)

Since this last expression simply is a quadratic expression in ω ∈ R, then the nonnegativity of (6.2.20)
is equivalent to the nonpositivity of the discriminant of (6.2.20), i.e.∥∥∥A1/2

0 z
∥∥∥4

X
≤ ‖z‖2X

(
‖A0z‖2X +

m2

M2
‖Bz‖2Y −

1
M2
‖z‖2X

)
, ∀z ∈ D(A0). (6.2.21)

which is obviously equivalent to (6.2.17), with α = m/M and β = 1/M .

Conversely, if (6.2.17) holds, inequality (6.2.19) holds for any z ∈ D(A0) and ω ∈ R by taking
m = α/β and M = 1/β. Therefore, using the estimates in Theorem 6.2.5, it follows that if (6.2.17)
holds, system (6.1.1)-(6.1.2) is exactly observable for any time T > π/β, and estimate (6.2.18) follows
from (6.2.16).

170



6.3. Proof of Theorem 6.1.3

6.3 Proof of Theorem 6.1.3

In this section, we present the proof of Theorem 6.1.3. To this end, we consider an unbounded self-
adjoint positive definite operator A0 with compact resolvent, and B ∈ L(D(Aκ0), Y ), with κ < 1/2,
and we work under the assumptions of Theorem 6.1.3.

For convenience, since B is assumed to belong to L(D(Aκ0), Y ), we introduce a constant KB such
that

‖Bφ‖Y ≤ KB ‖Aκ0φ‖X , ∀φ ∈ D(Aκ0).

The proof is divided into two major parts, one analyzing the admissibility properties (6.1.13), and
the other one the observability properties (6.1.15).

6.3.1 Admissibility

Proof of Theorem 6.1.3: Admissibility. Assume that system (6.1.1)-(6.1.2) is admissible. Then, from
Theorem 6.2.4, (6.2.11) holds for some positive constants α and β.

In view of Theorem 6.2.4, the admissibility properties (6.1.13) is equivalent to the existence of two
positive constants α∗ and β∗ such that, for all h > 0,∥∥∥A1/2

0h zh

∥∥∥4

h
≤ ‖zh‖2h

(
‖A0hzh‖2h + α2

∗ ‖zh‖
2
h − β

2
∗ ‖Bhzh‖

2
Y

)
, ∀zh ∈ Ch(η/hσ). (6.3.1)

To prove inequality (6.3.1), a natural idea would have been to choose z = πhzh in (6.2.11). However,
since we did not assume that πh(Vh) ⊂ D(A0), this cannot be done. For instance, in the case of P1
finite elements for A0 the Laplace operator (say on (0, 1)) with Dirichlet boundary conditions, we have
that πh(Vh) ∩ D(A0) = {0}. Actually, even if we assume πh(Vh) ⊂ D(A0), for zh lying in a filtered
class, it is not clear that the quantities ‖A0hzh‖h and ‖A0πhzh‖X are close.

Therefore, in the sequel, we fix h > 0, and, for zh ∈ Ch(η/hσ), where η is an arbitrary positive
number independent of h > 0, we consider Zh ∈ X defined by

A0Zh = πhA0hzh = πhπ
∗
hA0πhzh. (6.3.2)

Note that (6.3.2) defines Zh properly, since A0 is invertible.

Besides, Zh ∈ D(A0), since A0Zh belongs to X by (6.3.2). It follows that (6.2.11) applies and gives∥∥∥A1/2
0 Zh

∥∥∥4

X
≤ ‖Zh‖2X

(
‖A0Zh‖2X + α2 ‖Zh‖2X − β

2 ‖BZh‖2X
)
. (6.3.3)

Below, we will deduce estimate (6.3.1) from (6.3.3), by comparing each term carefully.

From the definition (6.3.2) of Zh, we have

‖A0hzh‖h = ‖πhA0hzh‖X = ‖A0Zh‖X . (6.3.4)

We now estimate Zh − πhzh. Using (6.1.6) and (6.3.2), for all φ ∈ D(A0), we have:

< Zh, A0φ >X=< A0Zh, φ >X=< πhA0hzh, φ >X

=< πhπ
∗
hA0πhzh, φ >X=< A

1/2
0 πhzh, A

1/2
0 πhπ

∗
hφ >X . (6.3.5)
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In particular, this implies that

< (Zh − πhzh), A0φ >X = < Zh, A0φ >X − < A
1/2
0 πhzh, A

1/2
0 φ >

= < A
1/2
0 πhzh, A

1/2
0 (πhπ∗h − I)φ >X .

Using (6.1.9) and the invertibility of A0, we obtain

‖Zh − πhzh‖X = sup
φ∈D(A0),
‖A0φ‖X=1

{
< (Zh − πhzh), A0φ >X

}

≤
∥∥∥A1/2

0 πhzh

∥∥∥
X

sup
φ∈D(A0),
‖A0φ‖X=1

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X

≤ C0h
θ
∥∥∥A1/2

0 πhzh

∥∥∥
X
.

Besides, for any γ ∈ [0, 1], in view of (6.1.9), interpolation properties yield∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X
≤ C0h

θ(1−γ)
∥∥∥A1−γ/2

0 φ
∥∥∥
X
, ∀φ ∈ D(A1−γ/2

0 ),

and thus, as above,∥∥∥Aγ/20 (Zh − πhzh)
∥∥∥
X

= sup
φ∈D(A

1−γ/2
0 ),‚‚‚A1−γ/2

0 φ
‚‚‚
X

=1

{< A
γ/2
0 (Zh − πhzh), A1−γ/2

0 φ >X}

≤
∥∥∥A1/2

0 πhzh

∥∥∥
X

sup
φ∈D(A

1−γ/2
0 ),‚‚‚A1−γ/2

0 φ
‚‚‚
X

=1

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X

≤ C0h
θ(1−γ)

∥∥∥A1/2
0 πhzh

∥∥∥
X
.

Especially, for γ = 2κ, we obtain

‖Aκ0(Zh − πhzh)‖X ≤ C0h
θ(1−2κ)

∥∥∥A1/2
0 πhzh

∥∥∥
X
.

Besides, using the definition (6.1.5) of A0h, one easily gets that∥∥∥A1/2
0h φh

∥∥∥
h

=
∥∥∥A1/2

0 πhφh

∥∥∥
X
, ∀φh ∈ Vh. (6.3.6)

It follows that 
‖Zh − πhzh‖X ≤ C0h

θ
∥∥∥A1/2

0h zh

∥∥∥
h
,

‖Aκ0(Zh − πhzh)‖X ≤ C0h
θ(1−2κ)

∥∥∥A1/2
0h zh

∥∥∥
h
.

(6.3.7)

In particular, this implies, by the definition of the norm ‖·‖h, that

‖zh‖h − C0h
θ
∥∥∥A1/2

0h zh

∥∥∥
h
≤ ‖Zh‖X ≤ ‖zh‖h + C0h

θ
∥∥∥A1/2

0h zh

∥∥∥
h
, (6.3.8)

and that
‖Zh‖2X ≤ 2 ‖zh‖2h + 2C2

0h
2θ
∥∥∥A1/2

0h zh

∥∥∥2

h
. (6.3.9)
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Using B ∈ L(D(Aκ0), Y ) and the estimate (6.3.7), we obtain

‖BZh‖Y ≥ ‖Bhzh‖Y −KBC0h
θ(1−2κ)

∥∥∥A1/2
0h zh

∥∥∥
h
. (6.3.10)

Then we obtain
‖BZh‖2Y ≥

1
2
‖Bhzh‖2Y −K

2
BC

2
0h

2θ(1−2κ)
∥∥∥A1/2

0h zh

∥∥∥2

h
. (6.3.11)

We now estimate
∥∥∥A1/2

0 Zh

∥∥∥2

X
−
∥∥∥A1/2

0h zh

∥∥∥2

h
. On one hand, we have∥∥∥A1/2

0 Zh

∥∥∥2

X
=< A0Zh, Zh >X =< πhA0hzh, Zh >X=< A0hzh, π

∗
hZh >h .

On the other hand, we have∥∥∥A1/2
0h zh

∥∥∥2

h
=< A0hzh, zh >h=< A0hzh, π

∗
hπhzh >h .

Subtracting these two identities, we get∥∥∥A1/2
0 Zh

∥∥∥2

X
−
∥∥∥A1/2

0h zh

∥∥∥2

h
=< A0hzh, π

∗
h(Zh − πhzh) >h,

and therefore, using (6.3.7), that∣∣∣ ∥∥∥A1/2
0 Zh

∥∥∥2

X
−
∥∥∥A1/2

0h zh

∥∥∥2

h

∣∣∣ ≤ C0h
θ ‖A0hzh‖h

∥∥∥A1/2
0h zh

∥∥∥
h
. (6.3.12)

Plugging (6.3.4), (6.3.8), (6.3.9), (6.3.10) and (6.3.12) into (6.3.3), we get(∥∥∥A1/2
0h zh

∥∥∥2

h
− C0h

θ ‖A0hzh‖h
∥∥∥A1/2

0h zh

∥∥∥
h

)2
≤
(
‖zh‖h + C0h

θ
∥∥∥A1/2

0h zh

∥∥∥
h

)2

[
‖A0hzh‖2h + α2

(
2 ‖zh‖2h + 2C2

0h
2θ
∥∥∥A1/2

0h zh

∥∥∥2

h

)
− β2

2
‖Bhzh‖2Y + β2K2

BC
2
0h

2θ(1−2κ)
∥∥∥A1/2

0h zh

∥∥∥2

h

]
.

Since zh is assumed to belong to Ch(η/hσ), we get∥∥∥A1/2
0h zh

∥∥∥4

h
(1− C0h

θ−σ/2√η)2 ≤ ‖zh‖2h (1 + C0h
θ−σ/2√η)2

[
‖A0hzh‖2h

+
(

2α2 + 2α2C2
0h

2θ−ση + β2K2
BC

2
0h

2θ(1−2κ)−ση
)
‖zh‖2h −

β2

2
‖Bhzh‖2Y

]
.

Using σ < 2θ, one gets that, for h small enough,

1 ≤
(1 + C0h

θ−σ/2√η
1− C0hθ−σ/2

√
η

)2
≤ 1 + 5C0h

θ−σ/2√η ≤ 2, (6.3.13)

and thus,∥∥∥A1/2
0h zh

∥∥∥4

h
≤ ‖zh‖2h

[
‖A0hzh‖2h + 5C0h

θ−σ/2√η ‖A0hzh‖2h

+ 2
(

2α2 + 2α2C2
0h

2θ−ση + β2K2
BC

2
0h

2θ(1−2κ)−ση
)
‖zh‖2h −

β2

2
‖Bhzh‖2Y

]
.
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Since zh belongs to Ch(η/hσ), this yields∥∥∥A1/2
0h zh

∥∥∥4

h
≤ ‖zh‖2h

[
‖A0hzh‖2h +

(
5C0h

θ−σ/2−2ση5/2

+ 4α2 + 4α2C2
0h

2θ−ση + 2β2K2
BC

2
0h

2θ(1−2κ)−ση
)
‖zh‖2h −

β2

2
‖Bhzh‖2Y

]
.

Thus, with σ as in (6.1.11), we obtain (6.3.1) with

α2
∗ = 5C0η

5/2 + 4α2(1 + C2
0η) + 2β2K2

BC
2
0η, β2

∗ =
1
2
β2.

This completes the proof of the first statement in Theorem 6.1.3. Also note that, using Theorem
6.2.4, one can get explicit estimates on the constant KT,η in (6.1.13).

6.3.2 Observability

Proof of Theorem 6.1.3: Observability. Assume that system (6.1.1)-(6.1.2) is admissible and exactly
observable. Then, from Theorem 6.2.6, there exist positive constants α and β such that (6.2.17) holds.

In view of Theorem 6.2.6, our goal is to prove that there exist positive constants α∗ and β∗ such
that for any h > 0, the following inequality holds:∥∥∥A1/2

0h zh

∥∥∥4

h
≤ ‖zh‖2h

(
‖A0hzh‖2h + α2

∗ ‖Bhzh‖
2
Y − β

2
∗ ‖zh‖

2
h

)
, ∀zh ∈ Ch(ε/hσ). (6.3.14)

To prove inequality (6.3.14), as before, we fix zh ∈ Ch(ε/hσ), where ε is a positive parameter indepen-
dent of h > 0 that we will choose later on, and we introduce the element Zh ∈ X defined by (6.3.2).
Again, since A0Zh belongs to X by (6.3.2), Zh ∈ D(A0). Then (6.2.17) applies and yields∥∥∥A1/2

0 Zh

∥∥∥4

X
≤ ‖Zh‖2X

(
‖A0Zh‖2X + α2 ‖BZh‖2Y − β

2 ‖Zh‖2X
)
. (6.3.15)

Using (6.3.8), we get
1
2
‖zh‖2h − C

2
0h

2θ
∥∥∥A1/2

0h zh

∥∥∥2

h
≤ ‖Zh‖2X . (6.3.16)

Using B ∈ L(D(Aκ0), Y ) and the estimate (6.3.7), we obtain

‖BZh‖Y ≤ ‖Bhzh‖Y +KBC0h
θ(1−2κ)

∥∥∥A1/2
0h zh

∥∥∥
h
,

and then
‖BZh‖2Y ≤ 2 ‖Bhzh‖2Y + 2K2

BC
2
0h

2θ(1−2κ)
∥∥∥A1/2

0h zh

∥∥∥2

h
. (6.3.17)

Now, plugging estimates (6.3.4), (6.3.9), (6.3.12), (6.3.16) and (6.3.17) into (6.3.15), we obtain(∥∥∥A1/2
0h zh

∥∥∥2

h
− C0h

θ ‖A0hzh‖h
∥∥∥A1/2

0h zh

∥∥∥
h

)2
≤
(
‖zh‖h + C0h

θ
∥∥∥A1/2

0h zh

∥∥∥
h

)2

[
‖A0hzh‖2h + α2

(
2 ‖Bhzh‖2Y + 2K2

BC
2
0h

2θ(1−2κ)
∥∥∥A1/2

0h zh

∥∥∥2

h

)
− β2

2
‖zh‖2h + β2C2

0h
2θ
∥∥∥A1/2

0h zh

∥∥∥2

h

]
.
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Using that zh ∈ Ch(ε/hσ), we get that

(1− C0h
θ−σ/2√ε)2

∥∥∥A1/2
0h zh

∥∥∥4

h
≤ ‖zh‖2h (1 + C0h

θ−σ/2√ε)2[
‖A0hzh‖2h + 2α2 ‖Bhzh‖2Y + 2α2K2

BC
2
0h

2θ(1−2κ)−σε ‖zh‖2h

− β2

2
‖zh‖2h + β2C2

0h
2θ−σε ‖zh‖2h

]
.

For h small enough, estimate (6.3.13) holds, and then it follows that

∥∥∥A1/2
0h zh

∥∥∥4

h
≤ ‖zh‖2h

[
‖A0hzh‖2h + 5C0h

θ−σ/2−2σε5/2 ‖zh‖2h + 4α2 ‖Bhzh‖2Y

+ 4α2K2
BC

2
0h

2θ(1−2κ)−σε ‖zh‖2h −
β2

2
‖zh‖2h + 2β2C2

0h
2θ−σε ‖zh‖2h

]
.

According to the choice (6.1.11) of σ, this yields

∥∥∥A1/2
0h zh

∥∥∥4

h
≤ ‖zh‖2h

[
‖A0hzh‖2h + 4α2 ‖Bhzh‖2Y

+
(

5C0ε
5/2 + +4α2K2

BC
2
0ε+ 2β2C2

0ε−
β2

2

)
‖zh‖2h

]
.

Choosing ε > 0 such that

5C0ε
5/2 + 4α2K2

BC
2
0ε+ 2β2C2

0ε =
β2

4
,

we finally obtain (6.3.14) with

α∗ = 2α, β∗ =
1
2
β,

which completes the proof of Theorem 6.1.3.

Also remark that Theorem 6.2.6 provides explicit estimates on the constants T and k∗ in (6.1.15).

Remark 6.3.1. Similar results hold when the operator A0 only is nonnegative. This can be done
without restriction with the following argument.

The function z is solution of (6.1.1) if and only if z∗ = z exp(−it) is the solution of{
iż∗ = (A0 + Id)z∗, t ≥ 0,
z∗(0) = z0.

(6.3.18)

The observation y in (6.1.2) now reads on (6.3.18) as y(t) = exp(it)Bz∗(t).

Thus the admissibility and observability properties for (6.1.1)-(6.1.2) are equivalent to the corre-
sponding ones for (6.3.18). Also remark that A∗ = A0 + Id has exactly the same domain as A0, with
equivalent norms, but now, A∗ is positive definite.
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Besides, when discretizing (6.3.18) using a finite element method, the discretized version of A∗
simply is A∗h = A0h + IdVh , and again, the admissibility and observability properties for (6.1.7) and
for {

ż∗h = A0hz∗h + z∗h, t ≥ 0,
z∗h(0) = z0h ∈ Vh,

yh(t) = eitBhz∗h(t), t ≥ 0,

are equivalent.

Note that this argument can also be applied to deal with self-adjoint operators A0 that are only
bounded from below in the sense of quadratic forms.

6.4 Examples of applications

This section is dedicated to present some applications to Theorem 6.1.3, and to confront our results
with the existing ones in the literature.

6.4.1 The 1-d case

Let us consider the classical 1d Schrödinger equation:
i∂tz + ∂2

xxz = 0, (t, x) ∈ R× (0, 1),
z(t, 0) = z(t, 1) = 0, t ∈ R,
z(0, x) = z0(x), x ∈ (0, 1).

(6.4.1)

For (a, b) a subset of (0, 1), we observe system (6.4.1) through

y(t, x) = z(t, x)χ(a,b)(x), (6.4.2)

where χ(a,b) is the characteristic function of (a, b).

This models indeed enters in the abstract framework considered in this article, by setting A0 =
−∂2

xx with Dirichlet boundary conditions, and B = χ(a,b). Indeed, A0 is a self-adjoint positive definite
operator with compact resolvent in L2(0, 1) and of domain H2(0, 1) ∩ H1

0 (0, 1). The operator B
obviously is continuous on L2(0, 1) with values in L2(0, 1). The admissibility property for (6.4.1)-
(6.4.2) is then straightforward.

The observability property for (6.4.1)-(6.4.2) is well-known to hold in any time T > 0 when the
Geometric Control Condition is satisfied, see [26, 3]. This condition, roughly speaking, asserts the
existence of a time T ∗ such that all the rays of Geometric Optics enters in the observation domain
in a time smaller than T ∗. In 1d, this condition is always satisfied, and thus system (6.4.1)-(6.4.2) is
exactly observable in any time T > 0. This can also be seen using multipliers techniques [30].

To construct the space Vh, we use P1 finite elements. More precisely, for nh ∈ N, set h =
1/(nh + 1) > 0 and define the points xj = jh for j ∈ {0, · · · , nh + 1}. We define the basis functions

ej(x) =
[
1− |x− xj |

h

]+
, ∀j ∈ {1, · · · , nh}.
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Now, Vh = Cnh , and the injection πh simply is

πh : Vh = Cnh → L2(0, 1)

zh =


z1

z2
...
znh

 7→ πhzh(x) =
nh∑
j=1

zjej(x).

Usually, the resulting schemes are written as{
iMhżh(t) +Khzh(t) = 0, t ∈ R,
zh(0) = z0h,

yh(t) = Bπhzh(t), t ∈ R, (6.4.3)

where Mh and Kh are nh × nh matrices defined by (Mh)i,j =
∫ 1

0 ei(x)ej(x) dx and (Kh)i,j =∫ 1
0 ∂xei(x)∂xej(x) dx. Note that, since Mh is a Gram matrix associated to a basis, it is invertible,

self-adjoint and positive definite, and thus the following defines a scalar product:

< φh, ψh >h= φ∗hMhψh, (φh, ψh) ∈ V 2
h . (6.4.4)

Besides, from the definition of Mh, one easily checks that

< φh, ψh >h=
∫ 1

0
πh(φh)(x)πh(ψh)(x) dx, ∀(φh, ψh) ∈ V 2

h ,

as presented in the introduction.

Similarly, one obtains that, for all (φh, ψh) ∈ V 2
h ,

φ∗hKhψh = φ∗hMhM
−1
h Khψh =< φh,M

−1
h Khψh >h= φ∗hKhM

−1
h Mhψh

=< M−1
h Khφh, ψh >h=

∫ 1

0
∂x(πhφh)(x)∂x(πhψh)(x) dx,

This proves that the operator M−1
h Kh coincides with the operator A0h of our framework. Note that

this operator indeed is self-adjoint, as expected, but with respect to the scalar product (6.4.4) and not
with the usual hilbertian norm of Cnh .

It is by now a common feature of finite element techniques (see for instance [39]) that, in this case,
estimates (6.1.9) hold for θ = 1. We can thus apply Theorem 6.1.3 to systems (6.4.3):

Theorem 6.4.1. There exist ε > 0, a time T ∗ and a constant k∗ such that for any h > 0, any solution
zh of (6.4.3) with initial data z0h ∈ Ch(ε/h2/5) satisfies (6.1.15).

This result is to be compared with the ones in [27]: In [27], it is proved that, for finite difference
approximation schemes of the 1d beam equation, observability properties hold uniformly within the
larger class Ch(α/h2) for α < 4. Though not stated in [27], the same results hold for Schrödinger
equation, thus leading better results than our approach.

Though, as we will see hereafter, we can tackle more general cases, even in 1d, for instance taking
sequence of meshes Sn given by n+ 2 points as

x0,n = 0 < x1,n < · · · < xn,n < xn+1,n = 1, hj+1/2,n = xj+1,n − xj,n,

for which we assume hn = supj{hj+1/2,n} to go to zero when n→∞.
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6.4.2 More general cases

Let us mention that our results also apply in more intricate cases. Let Ω be a smooth bounded domain
of RN for N ∈ N∗, and consider

i∂tz + divx(σ(x)Oxz) = V (x)z, (t, x) ∈ R× Ω,
z(t, x) = 0, (t, x) ∈ R× ∂Ω,
z(0, x) = z0(x), x ∈ Ω,

(6.4.5)

where σ is a C1 positive real valued function on Ω̄, and V is a real-valued nonnegative bounded function
in Ω. This indeed enters in the abstract setting of (6.1.1) by setting A0 = −divx(σ(x)Ox·)+V (x) with
Dirichlet boundary condition, which is a self-adjoint positive definite operator with compact resolvent
in L2(Ω) and of domain H2(Ω) ∩H1

0 (Ω).

Let ω be an open subdomain of Ω and consider the observation operator

y(t, x) = χω(x)z(t, x), t ∈ R. (6.4.6)

Assume that system (6.4.5)-(6.4.6) is exactly observable.

To guarantee this property to hold, one can assume for instance that the Geometric Control
Condition (see [3] and above) is satisfied. But, in fact, the Schrödinger equation behaves slightly
better than a wave equation from the observability point of view because of the infinite velocity of
propagation. The Geometric Control Condition is sufficient but not always necessary. For instance, in
[24], it has been proved that when the domain Ω is a square, for any non-empty bounded open subset
ω, the observability property (6.1.4) holds for system (6.1.1). Other geometries have been also dealt
with, see for instance [5, 1, 6, 42].

We consider P1 finite elements on meshes Th. We furthermore assume that the meshes Th of the
domain Ω are regular in the sense of [39, Section 5]. Roughly speaking, this assumption imposes that
the polyhedra in (Th) are not too flat:

Definition 6.4.2. Let T = ∪K∈TK be a mesh of a bounded domain Ω. For each polyhedron K ∈ T ,
we define hK as the diameter of K and ρK as the maximum diameter of the spheres S ⊂ K. We then
define the regularity of T as

Reg(T ) = sup
K∈T

{hK
ρK

}
.

A sequence of meshes (Th)h>0 is said to be uniformly regular if

sup
h

Reg(Th) <∞.

In this case, see [39, Section 5], estimates (6.1.9) again hold for θ = 1, and Theorem 6.1.3 implies:

Theorem 6.4.3. Assume that system (6.4.5)-(6.4.6) is exactly observable. Given a sequence of meshes
(Th)h>0 which is uniformly regular, there exist ε > 0, a time T ∗ and a constant k∗ such that for any
h > 0, any solution zh of the P1 finite element approximation scheme of (6.4.5) corresponding to the
mesh Th with initial data z0h ∈ Ch(ε/h2/5) satisfies (6.1.15).

To our knowledge, this is the first time that observability properties for space semi-discretizations of
(6.4.5) are derived in such generality. In particular, we emphasize that the only non-trivial assumption
we used is (6.1.9), which is needed anyway to guarantee the convergence of the numerical schemes
under consideration.
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6.5 Fully discrete approximation schemes

This section is based on the article [12], which studied observability properties of time discrete conser-
vative linear systems. As said in [12, Section 5], this study can be combined with observability results
on space semi-discrete systems to deduce observability properties for fully discrete systems. Below,
we present some applications of the results in [12].

Let us consider time discretizations of (6.1.7) which takes the form

zk+1
h = T4t,hzkh, k ∈ N, z0

h = z0h ∈ Vh. (6.5.1)

Here 4t > 0 denotes the time discretization parameter, and zkh corresponds to an approximation of
the solution zh of (6.1.7) at time tk = k4t. The operator T4t,h : Vh → Vh is an approximation of
exp(−i(4t)A0h).

To be more precise, we assume that there exists a smooth strictly increasing function ζ defined on
an interval [−R,R] (with R ∈ (0,∞]) with values in (−π, π), and such that

T4t,h = exp(−iζ((4t)A0h)). (6.5.2)

In particular, this assumption implies that the operator T4t,h is unitary, and then the solutions of
(6.5.1) have constant norms. The parameter R corresponds to a frequency limit R/4t imposed by the
time discretization method we consider. The fact that the range of ζ is included in (−π, π) reflects
that one cannot measure frequencies higher than π/4t in a mesh of size 4t. The hypothesis on the
strict monotonicity of ζ is a non-degeneracy condition on the group velocity (see for instance [43] and
[12, Remark 4.9]) for solutions of (6.5.1) which is necessary to guarantee the propagation of solutions
required for observability properties to hold.

We also assume
ζ(η)
η
→ 1 as η → 0,

which guarantees the consistency of the time discrete schemes (6.5.1) with the time continuous models
(6.1.7).

Remark that these hypotheses are usually satisfied for conservative time-discrete approximation
schemes such as the midpoint discretization or the so-called fourth order Gauss method (see for
instance [18] or [12, Subsection 4.2]).

Then, from [12], we get:

Theorem 6.5.1. Let A0 be an unbounded self-adjoint positive definite operator with compact resolvent
on X, and B ∈ L(D(Aκ0), Y ), with κ < 1/2.

Assume that the maps (πh)h>0 satisfy property (6.1.9). Set σ as in (6.1.11).

Consider a time discrete approximation scheme characterized by a function ζ as above, and let
δ ∈ (0, R).

Admissibility: Assume that system (6.1.1)-(6.1.2) is admissible.

Then, for any η > 0 and T > 0, there exists a positive constant KT,η,δ > 0 such that, for any h > 0
and 4t > 0, any solution of (6.5.1) with initial data

z0h ∈ Ch(η/hσ) ∩ Ch(δ/4t) (6.5.3)
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satisfies

4t
∑

k4t∈[0,T ]

∥∥∥Bhzkh∥∥∥2

Y
≤ KT,η,δ ‖z0h‖2h . (6.5.4)

Observability: Assume that system (6.1.1)-(6.1.2) is admissible and exactly observable.

Then there exist ε > 0, a time T ∗ and a positive constant k∗ > 0 such that, for any h > 0 and
4t > 0, any solution of (6.5.1) with initial data

z0h ∈ Ch(ε/hσ) ∩ Ch(δ/4t) (6.5.5)

satisfies

k∗ ‖z0h‖2h ≤ 4t
∑

k4t∈[0,T ∗]

∥∥∥Bhzkh∥∥∥2

Y
. (6.5.6)

Obviously, inequalities (6.5.4)-(6.5.6) are time discrete counterparts of (6.1.13)-(6.1.15). Remark
that, as in Theorem 6.1.3, a filtering condition is needed, but which now depends on both time and
space discretization parameters.

Also remark that if (4t)h−σ is small enough, then Ch(ε/hσ) ∩ Ch(δ/4t) = Ch(ε/hσ). Roughly
speaking, this indicates that under the CFL type condition (4t)h−σ ≤ ε/δ, then system (6.5.1)
behaves, with respect to the admissibility and observability properties, similarly as the space semi-
discrete equations (6.1.7).

6.6 Controllability properties

In this section, we present applications of Theorem 6.1.3 to controllability properties. In the sequel,
we thus assume the hypotheses of Theorem 6.1.3.

6.6.1 The continuous setting

We consider the following control problem: Given T > 0, for any y0 ∈ X, find a control v ∈ L2(0, T ;Y )
such that the solution y of

ẏ = −iA0y +B∗v(t), t ∈ [0, T ], y(0) = y0, (6.6.1)

satisfies
y(T ) = 0. (6.6.2)

It is well-known (see for instance [28]) that the controllability issue in time T for (6.6.1) is equivalent
to the exact observability property for (6.1.1)-(6.1.2) in time T . Indeed, these two properties are dual,
and this duality can be made precise using the Hilbert Uniqueness Method (HUM in short), see [28].

Roughly speaking, the idea of HUM is to consider the set of all functions v ∈ L2(0, T ;Y ) such
that the corresponding solution of (6.6.1) satisfies (6.6.2), which we will call in the sequel admissible
controls for (6.6.1), and to select the one of minimal L2(0, T ;Y ) norm.
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This control of minimal L2(0, T ;Y ) norm for (6.6.1), which we will denote by vHUM , is characterized
through the minimizer of the functional J defined on X by

J (zT ) =
1
2

∫ T

0
‖Bz(t)‖2Y dt+Re(< y0, z(0) >X), (6.6.3)

where Re denotes the real part application and z is the solution of

ż = −iA0z, t ∈ [0, T ], z(T ) = zT . (6.6.4)

Indeed, if z∗T is the minimizer of J , then vHUM(t) = Bz∗(t), where z∗ is the solution of (6.6.4) with
initial data z∗T .

Besides, the only admissible control v for (6.6.1) that can be written as v = Bz for a solution z of
(6.6.4) is the HUM control vHUM . This characterization will be used in the sequel.

Note that the observability property for (6.1.1)-(6.1.2) implies the strict convexity and the coer-
civity of J and therefore guarantees the existence of a unique minimizer for J .

6.6.2 The space semi-discrete setting

We are in the setting of Theorem 6.1.3. Therefore there exists a time T ∗ such that (6.1.15) holds for
any solution of (6.1.7) with initial data in the filtered space Ch(ε/hσ).

Now, if we try to compute an approximation of the control vHUM , a natural idea consists in
computing the discrete HUM controls for discrete versions of (6.6.1), which provides a sequence of
controls that shall converge to the HUM control vHUM for (6.6.1). However, this method may fail
due to high-frequency spurious waves created by the discretization process. We refer for instance to
[46] for a detailed presentation of this fact in the context of the 1d wave equation. It is then natural
to develop filtering techniques which overcome this difficulty. This is precisely the object of several
articles, see for instance [36, 45, 46, 35, 17], and the methods presented below follow and adapt their
approach.

We now fix T ≥ T ∗.

Following the strategy of HUM, we will introduce the adjoint problem:

żh = −iA0hzh, t ∈ [0, T ], zh(T ) = zTh. (6.6.5)

Method I

For any h > 0, we consider the following control problem: For any y0h ∈ Vh find vh ∈ L2(0, T ;Y ) of
minimal L2(0, T ;Y ) such that the solution yh of

ẏh = −iA0hyh +B∗hvh(t), t ∈ [0, T ], yh(0) = y0h, (6.6.6)

satisfies
Phyh(T ) = 0, (6.6.7)

where Ph is the orthogonal projection in Vh on Ch(ε/hσ).
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To deal with this problem, we introduce the functional Jh defined for zTh ∈ Ch(ε/hσ) by

Jh(zTh) =
1
2

∫ T

0
‖Bhzh(t)‖2Y dt+Re(< y0h, zh(0) >h), (6.6.8)

where zh is the solution of (6.6.5) with initial data zTh ∈ Ch(ε/hσ) .

For each h > 0, the functional Jh is strictly convex and coercive (see (6.1.15)), and thus has a
unique minimizer z∗Th ∈ Ch(ε/hσ). Besides, we have:

Lemma 6.6.1. For all h > 0, let z∗Th ∈ Ch(ε/hσ) be the unique minimizer of Jh, and denote by z∗h
the corresponding solution of (6.6.5).

Then the solution of (6.6.6) with vh = Bhz
∗
h satisfies (6.6.7).

Sketch of the proof. We present briefly the proof, which is standard (see for instance [28]).

On one hand, multiplying (6.6.6) by zh solution of (6.6.5) with initial data zTh, we get that, for
all zTh ∈ Vh, ∫ T

0
< vh(t), Bhzh(t) >Y dt+ < y0h, zh(0) >h − < yh(T ), zh(T ) >h= 0. (6.6.9)

On the other hand, the Fréchet derivative of the functional Jh at z∗Th yields:

Re
(∫ T

0
< Bhz

∗
h(t), Bhzh(t) >Y dt

)
+Re(< y0h, zh(0) >h) = 0, ∀zTh ∈ Ch(ε/hσ). (6.6.10)

Therefore, setting vh = Bhz
∗
h, taking the real part of (6.6.9) and subtracting it to (6.6.10), we

obtain
Re(< yh(T ), zTh >h) = 0, ∀zTh ∈ Ch(ε/hσ),

or, equivalently, (6.6.7).

We then investigate the convergence of the discrete controls vh obtained in Lemma 6.6.1.

Theorem 6.6.2. Assume that the hypotheses of Theorem 6.1.3 are satisfied. Also assume that

YX =
{
v ∈ Y, such that B∗v ∈ X

}
(6.6.11)

is dense in Y .

Let y0 ∈ X, and consider a sequence (y0h)h>0 such that y0h belongs to Vh for any h > 0 and

πhy0h → y0 in X. (6.6.12)

Then the sequence (vh)h>0 of discrete controls given by Lemma 6.6.1 converges in L2(0, T ;Y ) to the
HUM control vHUM of (6.6.1).

Remark that, for y0 ∈ D(A0), in view of (6.1.9), the sequence (y0h)h = (π∗hy0) converges to y0 in
X in the sense of (6.6.12). For y0 ∈ X, one can then find a sequence (y0h)h>0 satisfying (6.6.12) and
y0h ∈ Vh for any h > 0 by using the density of D(A0) into X.

The technical assumption (6.6.11) on B is usually satisfied, and thus does not limit the range of
applications of Theorem 6.6.2. Also note that when B is bounded from X to Y , the space YX coincides
with Y and (6.6.11) is then automatically satisfied.
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Proof. The proof is divided into several parts: First, we prove that the sequence (vh)h>0 is bounded in
L2(0, T ;Y ). Then, we show that any weak accumulation point v of (vh)h>0 is an admissible control for
(6.6.1). We then prove that v coincides with the HUM control vHUM of (6.6.1), which also proves that
there is only one accumulation point for the sequence (vh). Finally, we prove the strong convergence
of the sequence (vh) to v = vHUM in L2(0, T ;Y ).

The discrete controls are bounded Using that z∗Th minimizes Jh, we obviously have that
Jh(z∗Th) ≤ Jh(0) = 0, and therefore∫ T

0
‖Bhz∗h(t)‖2Y dt ≤ −2Re(< y0h, z

∗
h(0) >h) ≤ 2 ‖πhy0h‖X ‖z

∗
h(0)‖h .

Since T has been chosen such that the observability inequality (6.1.15) holds for any solution of (6.1.7)
-or equivalently (6.6.5)- with initial data in Ch(ε/hσ) with a constant k∗ independent of h, we get the
following both inequalities:

k∗ ‖z∗h(0)‖h ≤ 2 ‖πhy0h‖X ,
∫ T

0
‖Bhz∗h(t)‖2Y dt ≤ 4

k∗
‖πhy0h‖2X . (6.6.13)

Since vh = Bhz
∗
h and the sequence (πhy0h) is convergent in X, we deduce from (6.6.13) that the

sequence (vh)h>0 is bounded in L2(0, T ;Y ). Therefore we can extract subsequences such that the
sequence (vh)h>0 weakly converges in L2(0, T ;Y ). From now on, we assume that

vh ⇀ v in L2(0, T ;Y ). (6.6.14)

The weak accumulation point v is an admissible control for (6.6.1) Using the same duality
as in (6.6.9), v is an admissible control for (6.6.1) if and only if for any solution z of (6.6.4), we have

Re
(∫ T

0
< v(t), Bz(t) >Y dt

)
+Re(< y0, z(0) >X) = 0. (6.6.15)

Since we already get from (6.6.10) that any solution of (6.6.5) with initial data zTh ∈ Ch(ε/hσ) satisfies

Re
(∫ T

0
< vh(t), Bhzh(t) >Y dt

)
+Re(< y0h, zh(0) >h) = 0, (6.6.16)

the proof of (6.6.15) is based on the convergence of the solutions of (6.6.5) to the solutions of (6.6.4):

Lemma 6.6.3. [39, Section 8] Assume that zT ∈ D(A0), and consider a sequence (πhzTh)h>0 which
weakly converges to zT in D(A1/2

0 ).

Then the sequence of solutions (zh)h>0 of (6.6.5) with initial data zTh converges to the solution z
of (6.6.4) with initial data zT in the following sense:

πhzh → z in C([0, T ];X),
πhzh → z in L∞(0, T ;D(A1/2

0 )) w − ∗.
(6.6.17)

Strictly speaking, the proof in [39] is dealing with the convergence of wave type equations, but it
can be easily adapted to our case.
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Chapter 6. Schrödinger equations

Therefore, taking zT ∈ D(A0), we only have to choose zTh ∈ Ch(ε/hσ) such that (πhzTh)→ zT in
D(A1/2

0 ). This can be done by choosing

zTh = Phπ
∗
hzT .

Indeed, with this choice, we have

‖πhzTh − zT ‖X ≤ ‖(Ph − I)π∗hzT ‖h + ‖(πhπ∗h − I)zT ‖X

≤ hσ/2√
ε

∥∥∥A1/2
0h π

∗
hzT

∥∥∥
h

+ ‖(πhπ∗h − I)zT ‖X

≤ hσ/2√
ε

∥∥∥A1/2
0 πhπ

∗
hzT

∥∥∥
X

+ ‖(πhπ∗h − I)zT ‖X

≤ hσ/2√
ε

(∥∥∥A1/2
0 zT

∥∥∥
X

+
∥∥∥A1/2

0 (πhπ∗h − I)zT
∥∥∥
X

)
+ ‖(πhπ∗h − I)zT ‖X ,

and therefore the strong convergence of (πhzTh)h>0 to zT in X follows from (6.1.9). Besides, using
(6.3.6), we have that∥∥∥A1/2

0 (πhzTh − πhπ∗hzT )
∥∥∥
X

=
∥∥∥A1/2

0 πh(Ph − IdVh)π∗hzT
∥∥∥
X

=
∥∥∥A1/2

0h (Ph − IdVh)π∗hzT
∥∥∥
h
≤
∥∥∥A1/2

0h π
∗
hzT

∥∥∥
h
≤
∥∥∥A1/2

0 πhπ
∗
hzT

∥∥∥
X
.

Combined with (6.1.9), this indicates that the sequence (πhzTh)h>0 is bounded in D(A1/2
0 ). Since it

converges strongly to zT in X, the sequence (πhzTh)h>0 converges weakly to zT in D(A1/2
0 ).

Applying Lemma 6.6.3 to this particular sequence (zTh)h>0, the corresponding sequence (zh)h>0 of
solutions of (6.6.5) satisfies (6.6.17), and for all h > 0, zTh ∈ Ch(ε/hσ). In particular, the convergences
(6.6.17) imply that the sequence (πhzh)h>0 converges strongly to z in C([0, T ];D(Aκ0)).

Thus, for zT ∈ D(A0), passing to the limit when h → 0 in (6.6.16), we obtain that (6.6.15) holds
for solutions of (6.6.4) for any initial data zT ∈ D(A0). By density of D(A0) in X, we obtain that
(6.6.15) actually holds for any solutions of (6.6.4) with any initial data zT ∈ X, and thus v is an
admissible control for (6.6.1).

The weak limit v is the HUM control of (6.6.1) Here we use that the HUM control vHUM is
the only admissible control that can be written as Bz(t) for a solution z of (6.6.4). Since for all h > 0,
vh(t) = Bπhz

∗
h(t), a natural candidate for z is the limit (in a sense that will be made precise below)

of the sequence z∗h.

Here again, we will use a classical Lemma on the convergence of the finite element approximation
schemes:

Lemma 6.6.4. [39, Section 8] Let zT be in X, and consider a sequence (zTh)h>0 of elements of Vh
which weakly converges to zT in X, in the sense that (πhzTh) ⇀ zT in X.

Then the sequence of solutions zh of (6.6.5) with initial data zTh weakly converges in L2(0, T ;X) to
the solution z of (6.6.4) with initial data zT . Besides, for all time t ∈ [0, T ], the sequence (πhzh(t))h>0

weakly converges in X to z(t).
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Lemma 6.6.4 obviously is a refined version of Lemma 6.6.3. Actually, it can be deduced directly
from Lemma 6.6.3 by a duality argument.

We now apply Lemma 6.6.4 to z∗Th: Indeed, since system (6.6.5) is conservative, estimate (6.6.13)
implies that

‖πhz∗Th‖X = ‖z∗Th‖h = ‖z∗h(0)‖h
is bounded, and thus, up to an extracting process, that the sequence (πhz∗Th)h>0 weakly converges to
some z̃∗T in X.

It follows that
πhz

∗
h ⇀ z̃∗ in L2(0, T ;X),

where z̃∗ denotes the solution of (6.6.4) with initial data z̃∗T . Using (6.6.11), we thus obtain that

vh = Bπhz
∗
h ⇀ Bz̃∗ in L2(0, T ;Y ).

Therefore we obtain that

vh ⇀ v = vHUM in L2(0, T ;Y ), πhzh ⇀ z̃∗ = z∗ in L2(0, T ;X), (6.6.18)

where z∗ is the solution of (6.6.4) with initial data z∗T defined as the unique minimizer of the functional
J defined in (6.6.3).

Strong convergence Since the sequence (vh)h>0 weakly converges to v = vHUM in L2(0, T ;Y ), we
only have to check the convergence of the L2(0, T ;Y ) norms.

On one hand, applying (6.6.15) to z∗, and recalling that v = vHUM = Bz∗, we obtain∫ T

0
‖v(t)‖2Y dt+Re(< y0, z

∗(0) >X) = 0.

On the other hand, applying (6.6.16) to z∗Th, and recalling that vh = Bhz
∗
h, we obtain∫ T

0
‖vh(t)‖2Y dt+Re(< πhy0h, πhz

∗
h(0) >X) = 0.

From Lemma 6.6.4, the sequence (πhz∗h(0)) weakly converges in X to z∗(0). Since the sequence
(πhy0h)h>0 is assumed to be strongly convergent in X to y0, we get that∫ T

0
‖vh(t)‖2Y dt −→

∫ T

0
‖v(t)‖2Y dt,

and the strong convergence vh → v = vHUM in L2(0, T ;Y ) is proved.

Method II

It might seem hard to implement in practice an efficient algorithm to filter the data. We therefore
remind the works [17, 46] where an alternate process is given, which uses a Tychonoff regularization
of the functionals Jh. Roughly speaking, it consists in the addition of an extra term in the functionals
Jh which makes the functionals coercive on the whole space Vh, uniformly with respect to h. However,
for the proofs, we will require the more restrictive condition B ∈ L(X,Y ).
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Let us introduce, for h > 0, the functional J ∗h , defined for zTh ∈ Vh by

J ∗h (zTh) =
1
2

∫ T

0
‖Bhzh(t)‖2Y dt+

hσ

2
< A0hz̃Th, zTh >h +Re(< y0h, zh(0) >h), (6.6.19)

where zh is the solution of (6.6.5) and z̃Th is the solution of

(IdVh + hσA0h)z̃Th = zTh. (6.6.20)

This equation simply consists in an elliptic regularization of zTh. The variational formulation of
(6.6.20) is given by

< πhz̃Th, πhφh >X +hσ < A
1/2
0 πhz̃Th, A

1/2
0 πhφh >X=< πhzTh, πhφh >X ,

∀φh ∈ Vh,

and thus z̃Th can be computed directly. To simplify the presentation, it is convenient to introduce the
operator

Ã0h = A0h

(
IdVh + hσA0h

)−1
, (6.6.21)

which satisfies
< Ã0hzTh, zTh >=< A0hz̃Th, zTh >h=

∥∥∥Ã1/2
0h zTh

∥∥∥2

h
,

and the following two properties:∥∥∥hσ/2Ã1/2
0h ψh

∥∥∥2

h
≤ ‖ψh‖2h , ∀ψh ∈ Vh,∥∥∥hσ/2Ã1/2

0h ψh

∥∥∥2

h
≥ δ

1 + δ
‖ψh‖2h , ∀ψh ∈ Ch(δ/hσ)⊥, ∀δ ≥ 0.

(6.6.22)

Note in particular, that the operator hσÃ0h is bounded on Vh uniformly with respect to h > 0. This
guarantees uniform continuity properties for J ∗h .

We now check that, for B ∈ L(X,Y ), the functionals J ∗h are strictly convex and uniformly coercive
on Vh: Indeed, for zTh ∈ Vh, Theorem 6.1.3 implies that any solution of (6.6.5) satisfies

kT ‖PhzTh‖2h ≤
∫ T

0
‖BhPhzh(t)‖2Y dt.

It follows that∫ T

0
‖Bhzh(t)‖2Y dt ≥ 1

2

∫ T

0
‖BhPhzh(t)‖2Y dt−

∫ T

0

∥∥∥Bh(Ph − IdVh)zh(t)
∥∥∥2

Y
dt

≥ 1
2

∫ T

0
‖BhPhzh(t)‖2Y dt− T ‖B‖2L(X,Y ) ‖(Ph − IdVh)zTh‖2h

≥ kT
2
‖PhzTh‖2h − T ‖B‖

2
L(X,Y ) ‖(Ph − IdVh)zTh‖2h

≥ kT
2
‖zTh‖2h −

(
T ‖B‖2L(X,Y ) +

kT
2

)
‖(Ph − IdVh)zTh‖2h

≥ kT
2
‖zTh‖2h −

(
T ‖B‖2L(X,Y ) +

kT
2

)(1 + ε

ε

)∥∥∥hσ/2Ã1/2
0h

(
IdVh − Ph

)
zTh

∥∥∥2

h

≥ kT
2
‖zTh‖2h −

(
T ‖B‖2L(X,Y ) +

kT
2

)(1 + ε

ε

)∥∥∥hσ/2Ã1/2
0h zTh

∥∥∥2

h
.
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This proves the uniform coercivity of the functionals J ∗h .

Thus, for each h > 0, J ∗h has a unique minimizer ZTh ∈ Vh, and the uniform coercivity implies
the existence of two constants C1 and C2 independent of h > 0 such that, setting Zh the solution of
(6.6.5) with initial data ZTh,

‖Zh(0)‖2h ≤ C1

(∫ T

0
‖BhZh(t)‖2Y dt+ hσ

∥∥∥Ã1/2
0h ZTh

∥∥∥2

h

)
≤ C2 ‖y0h‖2h .

Besides, setting vh = BhZh, the solution yh of (6.6.1) satisfies

yh(T ) = −hσA0hZ̃Th = −hσÃ0hZTh.

In particular, if the sequence (πhy0h)h>0 strongly converges to y0 ∈ X, the same arguments as before,
combined with the uniform coercivity of the functional J ∗h , prove that the sequence (vh) converges to
vHUM strongly in L2(0, T ;Y ).

To sum up, the following statement holds:

Theorem 6.6.5. Assume that the hypotheses of Theorem 6.1.3 are satisfied, and that B ∈ L(X,Y ).

Let y0 ∈ X, and consider a sequence (y0h)h>0 such that y0h belongs to Vh for any h > 0 and
(πhy0h)→ y0 in X.

Then the sequence (vh)h>0 of discrete controls given by vh = BhZh, where Zh is the solution of
(6.6.5) associated to the minimizer ZTh of J ∗h (defined in (6.6.19)), converges in L2(0, T ;Y ) to the
HUM control vHUM of (6.6.1).

Remark 6.6.6. Similar results can be obtained for fully discrete approximation schemes obtained by
discretizing equations (6.1.7) in time. In this case, the proof is based on the observability inequality
(6.5.6) and on convergence results for the fully discrete approximation schemes, which can be found for
instance in [39]. We deliberately choose to present the proof in the simpler case of the time continuous
setting for simplifying the presentation.

6.7 Stabilization properties

This section is mainly based on the articles [15, 14], in which stabilization properties are derived for
abstract linear damped systems. In this section, we assume B ∈ L(X,Y ).

6.7.1 The continuous setting

Consider the following damped Schr̈odinger type equations:

iż = A0z − iB∗Bz, t ≥ 0, z(0) = z0 ∈ X. (6.7.1)

The energy of solutions of (6.7.1), defined by E(t) = ‖z(t)‖2X /2, satisfies the dissipation law

dE

dt
(t) = −‖Bz(t)‖2Y , t ≥ 0. (6.7.2)
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Chapter 6. Schrödinger equations

System (6.7.1) is said to be exponentially stable if there exist two positive constants µ and ν such
that

E(t) ≤ µE(0) exp(−νt), t ≥ 0. (6.7.3)

It is by now classical (see [30, 19]) that the exponential decay of the energy of solutions of (6.7.1) is
equivalent (here the operator B is bounded on X) to the observability inequality (6.1.4) for solutions
of (6.1.1)-(6.1.2).

6.7.2 The space semi-discrete setting

We now assume that system (6.1.1)-(6.1.2) is exactly observable in the sense of (6.1.4), or, equivalently
(see [30, 19]), that system (6.7.1) is exponentially stable.

Then, combining Theorem 6.1.3 and [15], we get:

Theorem 6.7.1. Let A0 be a unbounded self-adjoint with compact resolvent in X, and B be a bounded
operator in L(X,Y ). Assume that system (6.7.1) is exponentially stable in the sense of (6.7.3). Also
assume that the hypotheses of Theorem 6.1.3 are satisfied, and set σ as in (6.1.11).

Consider a sequence of operators (Vh)h>0 defined on Vh such that for all h > 0, Vh is self-adjoint
and positive definite. Also assume that for all h > 0, the operators Vh and Ph (recall that Ph is the
orthogonal projection in Vh on Ch(ε/hσ)) commute, and that there exist two positive constants c and
C independent of h > 0 such that

hσ/2
∥∥∥√Vhzh∥∥∥

h
≤ C ‖zh‖h , ∀zh ∈ Ch(ε/hσ),

hσ/2
∥∥∥√Vhzh∥∥∥

h
≥ c ‖zh‖h , ∀zh ∈ Ch(ε/hσ)⊥.

(6.7.4)

Then the space semi-discrete systems

iżh = A0hzh − iB∗hBhzh − ihσVhzh, t ≥ 0, zh(0) = z0h ∈ Vh, (6.7.5)

are exponentially stable, uniformly with respect to the space discretization parameter h > 0: there exist
two positive constants µ0 and ν0 independent of h > 0 such that for any h > 0, any solution zh of
(6.7.5) satisfies

‖zh(t)‖h ≤ µ0 ‖zh(0)‖h exp(−ν0t), t ≥ 0. (6.7.6)

Note that, since we assumed B bounded on X, κ = 0 in Theorem 6.1.3, and then σ coincides with
2θ/5.

The conditions (6.7.4) on the viscosity operator, roughly speaking, say that the operator hσVh is
negligible for frequencies in the range Ch(ε/hσ) and is dominant in the range Ch(ε/hσ). In other words,
the viscosity operator hσVh modifies significantly the dynamical properties of system (6.7.5) only at
high frequencies.

In general, the viscosity operator is chosen as a function of A0h, for instance as:

V1h = A0h, V2h =
A0h

I + hσA0h
, V3h = hσA2

0h.
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Here, the choice V2h has the advantage that the operator hσV2h is bounded. Remark that the viscosity
operator V2h also coincides with the elliptic regularization operator Ã0h introduced in (6.6.20).

Remark 6.7.2. In [15], several time discrete approximation schemes are proposed to guarantee uniform
exponential decay properties for the energy of the time semi-discrete schemes as a consequence of the
exponential decay of the energy of the time continuous system. Since the results of [15] also apply to
families of uniformly exponentially stable systems, one can apply them to fully discrete approximation
schemes of (6.7.1).

6.8 Further comments

1. One of the interesting features of our approach is that it works in any dimension and in a
very general setting. To our knowledge, this is the first work which proves in such a systematic
way admissibility and observability properties for space semi-discrete approximation schemes as a
consequence of the ones of the continuous setting.

2. A widely open question consists in finding the sharp filtering scale. We think that the results in
[9, 10], which prove the lack of observability for the 1d wave equation in highly heterogeneous media,
might give some insights on the best results we can expect on the filtering scale.

3. Our methods and results require the observation operator B to be continuous on D(Aκ0), with
κ < 1/2. However, in several relevant applications, as for instance when dealing with the boundary
observation of the Schrödinger equation (see for instance [29]), this is not the case. This question
deserves further work.

4. An interesting issue for Schrödinger type equations concerns their dispersive properties. To
our knowledge, this question, which has been extensively studied in the last decades (see for instance
[25] and the references therein), has been successfully addressed for numerical approximation schemes
discretized using finite difference (or finite elements) on uniform meshes in dimension 1 and 2, see [21,
20, 22]. We think that, similarly as for the observability properties, one could use spectral conditions
to derive uniform dispersive properties for space semi-discretizations of Schrödinger equations in a
very general setting, for instance by adapting Morawetz’s estimates (see [33]).

5. Following the same ideas as the ones presented here, one can derive admissibility and observ-
ability results for space semi-discretizations of wave type equations derived from the finite element
method. This issue is currently investigated by the author and will be published elsewhere.

189



Chapter 6. Schrödinger equations

Bibliography

[1] B. Allibert. Contrôle analytique de l’équation des ondes et de l’équation de Schrödinger sur des
surfaces de revolution. Comm. Partial Differential Equations, 23(9-10):1493–1556, 1998.

[2] H. T. Banks, K. Ito, and C. Wang. Exponentially stable approximations of weakly damped wave
equations. In Estimation and control of distributed parameter systems (Vorau, 1990), volume 100
of Internat. Ser. Numer. Math., pages 1–33. Birkhäuser, Basel, 1991.
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Chapter 7

Wave equations

———————————————————————————————————————————–
Abstract: In this article, we derive uniform admissibility and observability properties for the finite
element space semi-discretizations of ü + A0u = 0, where A0 is an unbounded self-adjoint positive
definite operator with compact resolvent. To address this problem, we present a new spectral approach
based on several spectral criteria for admissibility and observability of such systems. Our approach
provides very general admissibility and observability results for finite element approximation schemes
of ü+A0u = 0, which stand in any dimension and for any regular mesh (in the sense of finite elements).
Our results can be combined with previous works to derive admissibility and observability properties
for fully discretizations of ü + A0u = 0. We also present applications of our results to controllability
and stabilization problems. We finally give applications of our results to space semi-discretizations of
Schrödinger systems iż = A0z, again based on spectral techniques.
———————————————————————————————————————————–

7.1 Introduction

Let X be a Hilbert space endowed with the norm ‖·‖X and let A0 : D(A0) ⊂ X → X be a self-adjoint
positive definite operator with compact resolvent.

Let us consider the following abstract system:

ü(t) +A0u(t) = 0, t ∈ R, u(0) = u0, u̇(0) = u1. (7.1.1)

Here and henceforth, a dot (˙) denotes differentiation with respect to the time t. In (7.1.1), the initial
state (u0, u1) lies in X = D(A1/2

0 )×X.

Such systems are often used as models of vibrating systems (e.g., the wave and beams equations).
Note that system (7.1.1) is conservative: the energy

E(t) =
1
2

∥∥∥A1/2
0 u(t)

∥∥∥2

X
+

1
2
‖u̇(t)‖2X (7.1.2)

of solutions of (7.1.1) is constant.

Assume that Y is another Hilbert space equipped with the norm ‖·‖Y . We denote by L(X,Y )
the space of bounded linear operators from X to Y , endowed with the classical operator norm. Let
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B ∈ L(D(A1/2
0 ), Y ) be an observation operator and define the output function

y(t) = Bu̇(t). (7.1.3)

We assume that the operator B ∈ L(D(A1/2
0 ), Y ) is admissible for system (7.1.1) in the following

sense:

Definition 7.1.1. System (7.1.1)-(7.1.3) is admissible if for every T > 0 there exists a constant
KT > 0 such that any solution of (7.1.1) with initial data (u0, u1) ∈ D(A0)×D(A1/2

0 ) satisfies:∫ T

0
‖Bu̇(t)‖2Y dt ≤ KT

(∥∥∥A1/2
0 u0

∥∥∥2

X
+ ‖u1‖2X

)
. (7.1.4)

Note that if B is bounded on X, i.e. if it can be extended in such a way that B ∈ L(X,Y ), then B is
obviously an admissible observation operator, and KT can be chosen as KT = T ‖B‖2L(X,Y ). However,
in applications, this is often not the case, and the admissibility condition is then a consequence of a
suitable “hidden regularity” property of the solutions of the evolution equation (7.1.1).

The exact observability property for system (7.1.1)-(7.1.3) can be formulated as follows:

Definition 7.1.2. System (7.1.1)-(7.1.3) is exactly observable in time T if there exists kT > 0 such
that any solution of (7.1.1) with initial data (u0, u1) ∈ D(A0)×D(A1/2

0 ) satisfies:

kT

(∥∥∥A1/2
0 u0

∥∥∥2

X
+ ‖u1‖2X

)
≤
∫ T

0
‖Bu̇(t)‖2Y dt. (7.1.5)

Moreover, system (7.1.1)-(7.1.3) is said to be exactly observable if it is exactly observable in some
time T > 0.

Note that observability and admissibility issues arise naturally when dealing with controllability
and stabilization properties of linear systems (see for instance the textbook [23]). These links will be
clarified later on.

There is an extensive literature providing observability results for wave and plate equations, among
other models, and by various methods including microlocal analysis [2, 3], multipliers techniques
[21, 30] and Carleman estimates [18, 39], etc. Our goal in this paper is to develop a theory allowing to
get observability results for space semi-discrete systems as a direct consequence of those corresponding
to the continuous ones, thus avoiding technical developments in the discrete setting.

Let us now introduce the finite element method for (7.1.1).

Consider (Vh)h>0 a sequence of vector spaces of finite dimension nh which embed into X via a
linear injective map πh : Vh → X. For each h > 0, the inner product < ·, · >X in X induces a structure
of Hilbert space for Vh endowed by the scalar product < ·, · >h=< πh·, πh· >X .

We assume that for each h > 0, the vector space πh(Vh) is a subspace of D(A1/2
0 ). We thus define

the linear operator A0h : Vh → Vh by

< A0hφh, ψh >h=< A
1/2
0 πhφh, A

1/2
0 πhψh >X , ∀(φh, ψh) ∈ V 2

h . (7.1.6)
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The operator A0h defined in (7.1.6) obviously is self-adjoint and positive definite. If we introduce the
adjoint π∗h of πh, definition (7.1.6) implies that

A0h = π∗hA0πh. (7.1.7)

This operator A0h corresponds to the finite element discretization of the operator A0 (see [33]).
We thus consider the following space semi-discretizations for (7.1.1):

üh +A0huh = 0, t ≥ 0, uh(0) = u0h ∈ Vh, u̇h(0) = u1h ∈ Vh. (7.1.8)

In this context, for all h > 0, the observation operator naturally becomes

yh(t) = Bhu̇h(t) = Bπhu̇h(t). (7.1.9)

Note that, since B ∈ L(D(A1/2
0 ), Y ), this definition always makes sense since πh(Vh) ⊂ D(A1/2

0 ).

We now make precise the assumptions we have, usually, on πh, and which will be needed in our
analysis. One easily checks that π∗hπh = IdVh . Besides, the injective map πh describes the finite
element approximation we have chosen. Especially, the vector space πh(Vh) approximates, in the
sense given hereafter, the space D(A1/2

0 ): There exist θ > 0 and C0 > 0, such that for all h > 0,
∥∥∥A1/2

0 (πhπ∗h − I)φ
∥∥∥
X
≤ C0

∥∥∥A1/2
0 φ

∥∥∥
X
, ∀φ ∈ D(A1/2

0 ),∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X
≤ C0h

θ ‖A0φ‖X , ∀φ ∈ D(A0).
(7.1.10)

Note that in many applications, and in particular for A0 the Laplace operator on a bounded domain
with Dirichlet boundary conditions, estimates (7.1.10) are satisfied for θ = 1.

We will not discuss convergence results for the numerical approximation schemes presented here,
which are classical under assumption (7.1.10), and which can be found for instance in the textbook
[33].

In the sequel, our goal is to obtain uniform admissibility and observability properties for (7.1.8)-
(7.1.9) similar to (7.1.4) and (7.1.5) respectively.

Let us mention that similar questions have already been investigated in [19] for the 1d wave
equation observed from the boundary on a 1d mesh. In [19], it has been proved that, for the space
semi-discrete schemes derived from a finite element method for the 1d wave equation on uniform
meshes (which is a particular instance of (7.1.1)), observability properties do not hold uniformly with
respect to the discretization parameter, because of the presence of spurious high frequency solutions
which do not travel. However, if the initial data are filtered in a suitable way, then observability
inequalities hold uniformly with respect to the space discretization parameter. Actually, as pointed
out by Otared Kavian in [41], it may even happen that unique continuation properties do not hold
anymore in the discrete setting due to the existence of localized high-frequency solutions.

Therefore, it is natural to restrict ourselves to classes of suitable filtered initial data. For all h > 0,
since A0h is a self-adjoint positive definite matrix, the spectrum of A0h is given by a sequence of
positive eigenvalues

0 < λh1 ≤ λh2 ≤ · · · ≤ λhnh , (7.1.11)

and normalized (in Vh) eigenvectors (Φh
j )1≤j≤nh . For any s > 0, we can now define, for each h > 0,

the filtered space

Ch(s) = span
{

Φh
j such that the corresponding eigenvalue satisfies |λhj | ≤ s

}
.
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We are now in position to state the main results of this article:

Theorem 7.1.3. Let A0 be a self-adjoint positive definite operator with compact resolvent and B ∈
L(D(Aκ0), Y ), with κ < 1/2. Assume that the maps (πh)h>0 satisfy property (7.1.10). Set

σ = θmin
{

2(1− 2κ),
2
3

}
. (7.1.12)

Admissibility: Assume that system (7.1.1)-(7.1.3) is admissible.

Then, for any η > 0 and T > 0, there exists a positive constant KT,η such that, for any h > 0
small enough, any solution of (7.1.8) with initial data

(u0h, u1h) ∈ Ch(η/hσ)2 (7.1.13)

satisfies ∫ T

0
‖Bhu̇h(t)‖2Y dt ≤ KT,η

(∥∥∥A1/2
0h u0h

∥∥∥2

h
+ ‖u1h‖2h

)
. (7.1.14)

Observability: Assume that system (7.1.1)-(7.1.3) is admissible and exactly observable.

Then there exist ε > 0, a time T ∗ and a positive constant k∗ > 0 such that, for any h > 0 small
enough, any solution of (7.1.8) with initial data

(u0h, u1h) ∈ Ch(ε/hσ)2 (7.1.15)

satisfies

k∗

(∥∥∥A1/2
0h u0h

∥∥∥2

h
+ ‖u1h‖2h

)
≤
∫ T ∗

0
‖Bhu̇h(t)‖2Y dt. (7.1.16)

These two results are based on new spectral characterizations of admissibility and exact observ-
ability for (7.1.1)-(7.1.3).

To characterize the admissibility property, we use the results in [11, 10] to obtain a characterization
based on a resolvent estimate and, later, on an interpolation property.

Our characterization of the exact observability property is deduced from the resolvent estimates
in [24, 31, 37] and the wave packet characterization obtained in [31] and made more precise in [37].
However, our approach requires explicit estimates, which, to our knowledge, cannot be found in the
literature. We thus propose a new proof of the wave packet spectral characterization in [31], which
yields quantitative estimates. Again, we show that these criteria can be interpreted as interpolation
properties.

The main idea, then, consists in proving uniform (in h) interpolation properties for the operators
A0h and Bh, in order to recover uniform (in h) admissibility and observability estimates. This idea
is completely natural since the operators A0h and Bh correspond to discrete versions of A0 and B,
respectively.

Theorem 7.1.3 has several important applications. As a straightforward corollary of the results in
[11], one can derive observability properties for general fully discrete approximation schemes based on
(7.1.8). Precise statements will be given in Section 7.5.
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Besides, it also has relevant applications in control theory. Indeed, it implies that the Hilbert
Uniqueness Method (see [23]) can be adapted in the discrete setting to provide efficient algorithms to
compute approximations of exact controls for the continuous systems. This will be clarified in Section
7.6.

We will also present consequences of Theorem 7.1.3 to stabilization issues for space semi-discrete
damped models. These will be deduced from [14], which addressed this problem in a very general
setting which includes our models.

We finally investigate observability properties for space semi-discretizations of two other models,
namely the wave equation (7.1.1) observed through y(t) = Bu(t) instead of (7.1.3), for which we can
adapt the method we have developed to prove Theorem 7.1.3, and the Schrödinger equation iż = A0z,
for which we can use Theorem 7.1.3 to derive observability properties, similarly as in [26].

Let us briefly comment some relative works. Similar problems have been extensively studied in the
last decade for various space semi-discretizations of the 1d wave equation, see for instance the review
article [41] and the references therein. The numerical schemes on uniform meshes provided by finite
difference and finite element methods do not have uniform observability properties, whatever the time
T is ([19]). This is due to high frequency waves which do not propagate, see [36, 25]. In other words,
these numerical schemes create some spurious high-frequency wave solutions which are localized.

In this context, filtering techniques have been extensively developed. It has been proved in [19, 40]
that filtering the initial data removes these spurious waves, and make possible uniform observability
properties to hold. Other ways to filter these spurious waves exist, for instance using a wavelet filtering
approach [28] or bi-grids techniques [15, 29]. However, to the best of our knowledge, these methods
have been analyzed only for uniform grids in small dimensions (namely in 1d or 2d). Also note that
these results prove uniform observability properties for larger classes of initial data than the ones
stated here, but in more particular cases. Especially, Theorem 7.1.3 depends on neither the dimension
nor the uniformity of the meshes.

Let us also mention that observability properties are equivalent to stabilization properties (see
[17]), when the observation operator is bounded. Therefore, observability properties can be deduced
from the literature in stabilization theory. Especially, we refer to the works [35, 34, 27, 12], which prove
uniform stabilization results for damped space semi-discrete wave equations in 1d and 2d, discretized
on uniform meshes using finite difference approximation schemes, in which a numerical viscosity term
has been added. Again, these results are better than the ones derived here, but apply in the more
restrictive context of 1d or 2d wave equations on uniform meshes. Similar results have also been proved
in [32], but using a non trivial spectral condition on A0, which reduces the scope of applications mainly
to 1d equations.

To the best of our knowledge, there are very few paper dealing with nonuniform meshes. A
first step in this direction can be found in the context of the stabilization of the 1d wave equation
in [32]: Indeed, stabilization properties are equivalent (see [17]) to observability properties for the
corresponding conservative systems. The results in [32] can therefore be applied to 1d wave equations
on nonuniform meshes to derive uniform observability results within the class Ch(ε/hθ) for ε > 0 small
enough. Though, they strongly use a spectral gap condition on the eigenvalues of the operator A0,
which does not hold for the wave operator in dimension higher than one.

Another result in this direction is presented in [9], in the context of the 1d wave equation discretized
using a mixed finite element method as in [1, 5]. In [9], it is proved that observability properties for
schemes derived from a mixed finite element method hold uniformly within a large class of nonuniform
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meshes.

Also remark that observability and admissibility properties have been derived recently in [10] for
Schrödinger type equations discretized using finite element methods. The results in [10] are strongly
based on spectral characterizations of admissibility and observability properties for abstract systems.
Actually, the present work follows the investigation in [10]. The main difference consists in the lack
of simple spectral conditions for observability properties of wave type systems. This requires to
design new spectral characterizations of admissibility and observability properties adapted to deal
with systems (7.1.1)-(7.1.3).

We shall also mention recent works on spectral characterizations of exact observability for abstract
conservative systems. We refer to [4, 26] for a very general approach of observability properties
for conservative linear systems, which yields a necessary and sufficient resolvent condition for exact
observability to hold. Let us also mention the articles [24, 31], which derived several spectral conditions
for the exact observability of wave type equations. In [31], a spectral characterization of observability
properties based on wave packets is also given. Our approach is inspired in all these works.

We also mention the recent article [11], which proved admissibility and observability estimates
for general time semi-discrete conservative linear systems. In [11], a very general approach is given,
which allows to deal with a large class of time discrete approximation schemes. This approach is
based, as here, on a spectral characterization of exact observability for conservative linear systems
(namely the one in [4, 26]). Later on in [14] (see also [13]), the stabilization properties of time discrete
approximation schemes of damped systems were studied. In particular, [14] introduces time discrete
schemes which are guaranteed to enjoy uniform (in the time discretization parameter) stabilization
properties.

This article is organized as follows:

In Section 7.2, we present several spectral conditions for admissibility and exact observability
properties of abstract systems (7.1.1)-(7.1.3). In Section 7.3, we prove Theorem 7.1.3. In Section 7.4,
we give some precise examples of applications. In Section 7.5, we consider admissibility and exact
observability properties for fully discrete approximation schemes of (7.1.8). In Section 7.6, we present
applications of Theorem 7.1.3 to controllability issues. In Section 7.7, we also present applications to
stabilization theory. In Section 7.8, we present similar results for two other different models, namely
for the wave equation (7.1.1) observed through y(t) = Bu(t) instead of (7.1.3), and for Schrödinger
type systems. We finally present some further comments and open questions.

7.2 Spectral methods

This section recalls and presents various spectral characterizations of admissibility and observability
for abstract systems (7.1.1)-(7.1.3). Here, we are not dealing with the discrete approximation schemes
(7.1.8).

To state our results properly, we introduce some notations.

When dealing with the abstract system (7.1.1), it is convenient to introduce the spectrum of the
operator A0. Since A0 is self-adjoint and positive definite, its spectrum is given by a sequence of
positive eigenvalues

0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · → ∞, (7.2.1)
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and normalized (in X) eigenvectors (Φj)j∈N∗ .

Since some of the results below extend to a larger class of systems than (7.1.1)-(7.1.3), we also
introduce the following abstract system{

ż = Az, t ≥ 0,
z(0) = z0 ∈ X,

y(t) = Cz(t), (7.2.2)

where A : D(A) ⊂ X → X is an unbounded skew-adjoint operator with compact resolvent and
C ∈ L(D(A), Y ). In particular, the spectrum of A is given by a sequence (iµj)j , where the constants
µj are real and |µj | → ∞ when j → ∞, and the corresponding eigenvectors (Ψj) (normalized in
X) constitute an orthonormal basis of X. Note that systems of the form (7.1.1)-(7.1.3) indeed are
particular instances of (7.2.2).

This section is organized as follows.

First, we present spectral characterizations for the admissibility of systems (7.2.2) and (7.1.1)-
(7.1.3), based on the results in [10], which we will recall. Then we present spectral characterizations
for the exact observability of systems (7.2.2) and (7.1.1)-(7.1.3), based on the articles [31, 24].

7.2.1 Characterizations of admissibility

Note that for (7.2.2), the admissibility inequality consists in the existence, for all T > 0, of a positive
constant KT such that any solution z of (7.2.2) with initial data z0 ∈ D(A) satisfies∫ T

0
‖Cz(t)‖2Y dt ≤ KT ‖z0‖2X . (7.2.3)

Resolvent characterization

The following result was proved in [10]:

Theorem 7.2.1. Let A be a skew-adjoint operator on X with compact resolvent and C be in L(D(A), Y ).
The following statements are equivalent:

1. System (7.2.2) is admissible.

2. There exist r > 0 and D > 0 such that

∀µ ∈ R, ∀ z =
∑

l∈Jr(µ)

clΨl, ‖Cz‖Y ≤ D ‖z‖X , (7.2.4)

where
Jr(µ) = {l ∈ N, such that |µl − µ| ≤ r}. (7.2.5)

Besides, if (7.2.4) holds, then system (7.2.2) is admissible, and the constant KT in (7.2.3) can be
chosen as follows:

KT = Kπ/2r

⌈2rT
π

⌉
, with Kπ/2r =

3π4D

4r
. (7.2.6)

3. There exist positive constants m and M such that

M2 ‖(A− iωI)z‖2X +m2 ‖z‖2X ≥ ‖Cz‖
2
Y , ∀z ∈ D(A), ∀ω ∈ R. (7.2.7)
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Besides, if (7.2.7) holds, then system (7.2.2) is admissible, and the constant KT in (7.2.3) can be
chosen as follows:

KT = K1dT e, with K1 =
3π3

2

√
m2 +M2

π2

4
. (7.2.8)

The proof of Theorem 7.2.1 in [10] is based on the previous work [11] which proves a wave packet
characterization for the admissibility of systems (7.2.2).

Applications to Wave type equations

We now consider the abstract setting (7.1.1)-(7.1.3), which is a particular instance of (7.2.2) with
X = D(A1/2

0 )×X, and

A =
(

0 Id
−A0 0

)
, C = ( 0 , B). (7.2.9)

In particular, the domain of A simply is D(A0) × D(A1/2
0 ) and the conditions C ∈ L(D(A), Y ) and

B ∈ L(D(A1/2
0 ), Y ) are equivalent.

Theorem 7.2.2. Let A0 be a self-adjoint positive definite operator on X with compact resolvent and
B be in L(D(A1/2

0 ), Y ). The following statements are equivalent:

1. System (7.1.1)-(7.1.3) is admissible in the sense of (7.1.4);

2. There exist positive constants m and M such that:

ω2 ‖Bφ‖2Y ≤M
2
∥∥(A0 − ω2I)φ

∥∥2

X
+m2

(
|ω|2 ‖φ‖2X +

∥∥∥A1/2
0 φ

∥∥∥2

X

)
, ∀ω ∈ R,∀φ ∈ D(A0). (7.2.10)

Besides, if (7.2.10) holds, then system (7.1.1)-(7.1.3) is admissible, and the constant KT in (7.1.4)
can be chosen as follows:

KT = Kπ/2

⌈2T
π

⌉
, with Kπ/2 =

3π4

4
√

2

√
9M2 + 5m2. (7.2.11)

3. There exist positive constants α, β and γ such that∥∥∥A1/2
0 φ

∥∥∥2

X
+ α2 ‖Bφ‖2Y ≤ ‖φ‖X

√
‖A0φ‖2X + β2

∥∥∥A1/2
0 φ

∥∥∥2

X
+ γ2 ‖φ‖2Y , ∀φ ∈ D(A0). (7.2.12)

Besides, if (7.2.12) holds, then system (7.1.1)-(7.1.3) is admissible, and the constant KT in (7.1.4)
can be chosen as follows:

KT = Kπ/2

⌈2T
π

⌉
, with Kπ/2 =

9π4

8α

√
1 +

5
9

sup{β2, 2γ2}. (7.2.13)

Proof. Let us first prove that statements 1 and 2 are equivalent.

Assume that system (7.1.1)-(7.1.3) is admissible. Then, from Theorem 7.2.1, there exist positive
constants m and M such that (7.2.7) holds:

‖Bv‖2Y ≤M
2
(∥∥∥A1/2

0

(
v − iωu

)∥∥∥2

X
+ ‖A0u+ iωv‖2X

)
+m2

(∥∥∥A1/2
0 u

∥∥∥2

X
+ ‖v‖2X

)
,

∀ω ∈ R, ∀(u, v) ∈ D(A0)×D(A1/2
0 ).
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Taking φ ∈ D(A0), setting u = φ and v = iωφ in this last expression, we obtain (7.2.10).

Assume now that (7.2.10) holds. To prove the admissibility of (7.1.1)-(7.1.3), we use the wave
packet criterion (7.2.4). Before going into the proof, let us recall that the spectrum (iµj ,Ψj)j∈Z∗ of
A can be deduced from the spectrum (λj ,Φj)j∈N∗ of A0 as follows:

µ±j = ±
√
λj , j ∈ N∗, Ψ±j =

1√
2

 ±1
i
√
λj

Φj

Φj

 , j ∈ N∗. (7.2.14)

Now, let ω0 be a real number, take r = 1 and consider a wave packet

z =
∑

l∈J1(ω0)

clΨl =
(
z1

z2

)
. (7.2.15)

For |ω0| ≥ 1, applying (7.2.10) to z2 for ω = ω0, we get

‖Cz‖2Y = ‖Bz2‖2Y ≤
M2

ω2
0

∥∥(A0 − ω2
0I)z2

∥∥2

X
+m2 ‖z2‖2X +

m2

ω2
0

∥∥∥A1/2
0 z2

∥∥∥2

X
.

But, using the explicit expansion of z2, one easily checks that∥∥(A0 − ω2
0I)z2

∥∥2

X
=

1
2

∑
|µj−ω0|≤1

|µj + ω0|2|µj − ω|2c2
j ≤ 2(|ω0|+ 1)2 ‖z2‖2X ≤ 8|ω0|2 ‖z2‖2X ,

and ∥∥∥A1/2
0 z2

∥∥∥2

X
=

1
2

∑
|µj−ω0|≤1

|cj |2µ2
j ≤ 2ω2

0 ‖z2‖2X ,

since |ω0| ≥ 1.

Using ‖z‖2X = 2 ‖z2‖2X , we then obtain

‖Cz‖Y ≤
√

8M2 ‖z2‖2X + 3m2 ‖z2‖2X ≤

(√
4M2 +

3
2
m2

)
‖z‖X . (7.2.16)

We now need to prove a similar estimate for z as in (7.2.15) with |ω0| < 1. In this case, we apply
(7.2.10) for ω = 1, and as before, we obtain

‖Cz‖2Y ≤ M2 ‖(A0 − I)z2‖2X +m2
(
‖z2‖2X +

∥∥∥A1/2
0 z2

∥∥∥2

X

)
≤ 9M2 ‖z2‖2X + 5m2 ‖z2‖2X =

(9M2 + 5m2

2

)
‖z‖2X , (7.2.17)

where we used that for z as in (7.2.15), ‖z‖2X = 2 ‖z2‖2X and, when |ω0| < 1,

‖(A0 − I)z2‖2X ≤ 9 ‖z2‖2X ,
∥∥∥A1/2

0 z2

∥∥∥2

X
≤ 4 ‖z2‖2X .

Combining (7.2.16) and (7.2.17), we get (7.2.4) for any wave packet z with r = 1 and

D =

√
9M2 + 5m2

2
.
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The estimate (7.2.11) then follows from (7.2.6).

We now prove that statements 2 and 3 are equivalent. As in [10], the idea consists in noticing that
(7.2.10) is equivalent to the nonnegativity of the quadratic form (in ω2)

ω4 ‖φ‖2X − 2ω2
(∥∥∥A1/2

0 φ
∥∥∥2

X
+

1
2M2

‖Bφ‖2Y −
m2

2M2
‖φ‖2X

)
+ ‖A0φ‖2X +

m2

M2

∥∥∥A1/2
0 φ

∥∥∥2

X
,

which is equivalent to (as one can easily check by studying the positivity of the quadratic form
x 7→ ax2 − 2bx+ c on R+ for a > 0 and c > 0):

∥∥∥A1/2
0 φ

∥∥∥2

X
+

1
2M2

‖Bφ‖2Y −
m2

2M2
‖φ‖2X ≤ ‖φ‖X

√
‖A0φ‖2X +

m2

M2

∥∥∥A1/2
0 φ

∥∥∥2

X
,

or, equivalently, (7.2.12) with

α =
1√
2M

, β =
m

M
, γ =

m√
2M

.

Conversely, if (7.2.12) holds, then we can take

M =
1√
2α
, m =

sup{β,
√

2γ}√
2α

in (7.2.10), and this completes the proof of Theorem 7.2.2.

7.2.2 Characterizations of observability

We first recall the following criterion for the observability of (7.1.1)-(7.1.3):

Theorem 7.2.3 ([31], see also [24]). Let A0 be a self-adjoint positive definite operator on X with
compact resolvent and B ∈ L(D(A1/2

0 ), Y ). Assume that system (7.1.1)-(7.1.3) is admissible in the
sense of (7.1.4).

Then system (7.1.1)-(7.1.3) is exactly observable if and only if there exist positive constants m and
M such that

M2
∥∥(A0 − ω2I)u

∥∥2

X
+m2 ‖ωBu‖2Y ≥ ‖ωu‖

2
X , ∀u ∈ D(A0), ∀ω ∈ R. (7.2.18)

Note that Theorem 7.2.3 does not provide precise estimates on the constants in (7.1.5). This is
due to the proof of this theorem, based on Theorem 7.2.4 below.

Before stating Theorem 7.2.4, note that for (7.2.2), the exact observability property consists in the
existence of a time T and a positive constant kT such that any solution of (7.2.2) with initial data
z0 ∈ D(A) satisfies

kT ‖z0‖2X ≤
∫ T

0
‖Cz(t)‖2Y dt. (7.2.19)

Theorem 7.2.4 ([31]). Let A be a skew-adjoint operator on X with compact resolvent, and C ∈
L(D(A), Y ). Assume that system (7.2.2) is admissible in the sense of (7.2.3).
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7.2. Spectral methods

Then system (7.2.2) is exactly observable if and only if
There exist α > 0 and β > 0 such that
for all µ ∈ R and for all z =

∑
l∈Jα(µ)

clΨl : ‖Cz‖Y ≥ β ‖z‖X , (7.2.20)

where Jα(µ) is as in (7.2.5). Besides, if system (7.2.2) is admissible and exactly observable in time
T ∗, then one can choose

α =
1
T ∗

√
kT ∗

(2KT ∗)
, β =

2√
kT ∗

.

Here again, no estimates on the constants entering in (7.2.19) are given. Though, a non-explicit
constant is given in [37], but which makes the use of Theorems 7.2.3 and 7.2.4 delicate for the appli-
cations we have in mind, which involve sequences of operators.

Therefore, we present below a new proof of the fact that (7.2.20) implies the exact observability of
system (7.2.2), which yields explicit estimates in Theorem 7.2.3 as well. These estimates are crucial
in our setting.

A refined version of Theorem 7.2.4

Theorem 7.2.5. Let A be a skew-adjoint operator on X with compact resolvent, and C ∈ L(D(A), Y ).
Assume that system (7.2.2) is admissible in the sense of (7.2.3).

If (7.2.20) holds, then system (7.2.2) is exactly observable in any time T > T ∗, for

T ∗ =
2e
α

(π
4

ln(L) +
3π
4

)1+1/ ln(L)
, (7.2.21)

where

L =
2π
3
K1/αα

β2
. (7.2.22)

Besides, the constant kT in (7.2.19) can be chosen as

kT =
πβ2

α

(
1−

(T ∗
T

)2n∗−1)
, where n∗ =

⌈1
2

(
ln(L) + 1

)⌉
. (7.2.23)

Remark 7.2.6. Note that the constant L is always greater than 2π/3, and then ln(L) > 0. Indeed, one
can consider the solution z(t) = exp(iµ1t)Ψ1 of (7.2.2), for which we get∫ 1/α

0
‖Cz(t)‖2Y dt ≤ K1/α,

as a consequence of the admissibility of system (7.2.2), and∫ 1/α

0
‖Cz(t)‖2Y dt ≥

∫ 1/α

0
β2 ‖z(t)‖2X dt ≥ β2

α
,

which follows from (7.2.20).
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Chapter 7. Wave equations

Proof. Set z0 ∈ X, and denote by z(t) the solution of (7.2.2) with initial data z0. Set

g(t) = χ(t)z(t), (7.2.24)

where χ : R→ R is a function whose Fourier transform is smooth and satisfies

Supp χ̂ ⊂ (−α, α). (7.2.25)

Note that these conditions imply that χ is in the Schwartz class S(R) and therefore g and ĝ both
are in L2(R,X).

We expand z0 and z(t) on the basis Ψj :

z0 =
∑
j

ajΨj , z(t) =
∑
j

aj exp(iµjt)Ψj . (7.2.26)

One then easily check that
ĝ(ω) =

∑
j

ajχ̂(ω − µj)Ψj . (7.2.27)

Especially, due to the property (7.2.25), for all ω, ĝ(ω) is a wave packet and therefore (7.2.20) implies

β2 ‖ĝ(ω)‖2X ≤ ‖Cĝ(ω)‖2Y . (7.2.28)

Note that, due to the explicit expansion (7.2.27), we have the identity

‖ĝ(ω)‖2X =
∑
j

|aj |2|χ̂(ω − µj)|2.

Then, integrating (7.2.28) in ω, and using Parseval’s identity on the right hand-side of (7.2.28), one
easily obtains

β2
(∫

χ̂2(ω)dω
) (∑

j

|aj |2
)
≤
∫

R
‖Cg(t)‖2Y dt =

∫
R
χ2(t) ‖Cz(t)‖2Y dt, (7.2.29)

where the last equality comes from the definition (7.2.24) of g.

Now, since χ ∈ S(R), we know that for each n ∈ N∗, there exists a constant cn such that

|χ(t)| ≤ cn
1
|t|n

, ∀t 6= 0. (7.2.30)

Hence, for any time T > 0, using the admissibility in time T , we obtain that∫
R
χ2(t) ‖Cz(t)‖2Y dt ≤

∫ T

−T
χ2(t) ‖Cz(t)‖2Y dt+ 2

( ∞∑
k=1

1
(kT )2n

)
c2
nKT ‖z0‖2X

≤
∫ T

−T
χ2(t) ‖Cz(t)‖2Y dt+

π2

3
c2
n

1
T 2n

KT ‖z0‖2X . (7.2.31)

We therefore need to estimate cn in (7.2.30). Of course, one cannot expect it to be uniform in
the whole Schwartz class, and it will strongly depend on the choice of χ. By a scaling argument, we
assume without loss of generality that

χ(t) = ψ(tα), χ̂(ω) =
1
α
ψ̂
( t
α

)
, (7.2.32)
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where ψ belongs to the Schwartz class and satisfies

Supp ψ̂ ⊂ (−1, 1). (7.2.33)

Remark that integrations by parts then yield:

ψ(t) =
1√
2π

∫
ψ̂(ω) exp(iωt) dω =

1√
2π(it)n

∫
ψ̂(n) exp(iωt) dω.

Thus we obtain the following decay estimate on ψ:

|ψ(t)| ≤ 1√
π

1
|t|n
(∫
|ψ̂(n)|2 dω

)1/2
, t ∈ R∗.

Therefore χ satisfies

|χ(t)| ≤ 1√
π

( 1
α|t|

)n(∫
|ψ̂(n)|2 dω

)1/2
, t ∈ R∗. (7.2.34)

Also note that the L∞ norm of χ can be estimated by the L2 norm of ψ:

|χ(t)| = |ψ(tα)| =
∣∣∣ 1√

2π

∫
ψ̂(ω) exp(iωtα) dω

∣∣∣ ≤ 1√
π

(∫
|ψ̂|2 dω

)1/2
.

Besides, since one easily checks that ∫
|χ̂|2dω =

1
α

∫
|ψ̂|2dω,

we obtain from (7.2.29), (7.2.31) and (7.2.34) that( 1
α
β2

∫
|ψ̂|2dω −KT

π

3

( 1
αT

)2n
∫
|ψ̂(n)|2 dω

)
‖z0‖2X

≤
∫ T

−T
χ2(t) ‖Cz(t)‖2Y dt ≤ 1

π

(∫
|ψ̂|2dω

)∫ T

−T
‖Cz(t)‖2Y dt. (7.2.35)

Let us now assume that Tα is strictly greater than 1. In this case, we can estimate KT by

KT ≤ K1/α(1 + Tα) ≤ 2K1/αTα. (7.2.36)

Therefore, to guarantee that the left hand side of (7.2.35) is positive, we only need Tα > 1 and

Tα > inf
n

{(
2πK1/αα

3β2

)1/(2n−1)

inf
ψ̂∈D(−1,1)

{∥∥∥ψ̂(n)
∥∥∥2

L2∥∥∥ψ̂∥∥∥2

L2

}1/(2n−1)}
. (7.2.37)

We now derive an estimate on the following coefficient:

γn =

(
inf

φ∈D(−1,1)

∥∥φ(n)
∥∥2

L2

‖φ‖2L2

)1/2n

. (7.2.38)

Lemma 7.2.7. We have the following estimate:

γn ≤
nπ

2
, ∀n ∈ N∗. (7.2.39)
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Proof of Lemma 7.2.7. Set n ∈ N∗. Let us consider

φn(x) = sin
(π

2
(x+ 1)

)n
,

which belongs to Hn
0 (−1, 1), and which, by density, is admissible as a test function in the infimum

(7.2.38).

Consider the Fourier development of φn, which takes the form

φn(x) =
n∑

k=−n
ak exp

( ikπx
2

)
.

Then we have ∥∥∥φ(n)
n

∥∥∥2

L2
=

n∑
k=−n

|ak|2
(kπ

2

)2n
≤
(nπ

2

)2n
n∑

k=−n
|ak|2 ≤

(nπ
2

)2n
‖φn‖2L2 .

Lemma 7.2.7 follows.

Therefore, using the constant L introduced in (7.2.22), we need to minimize on N

f(n) = L1/(2n−1)
(nπ

2

)2n/(2n−1)
.

In R, the infimum is attained in ñ such that

2ñ− 1 = ln(L) + ln
( ñπ

2

)
.

Therefore, a good approximation of the minimizer of f on N is given by n∗ as in (7.2.23), for which
we have

f(n∗) ≤ e
(π

4
ln(L) +

3π
4

)1+1/ ln(L)
=
T ∗α

2
.

Choosing n = n∗ in (7.2.35) and using (7.2.36), we obtain that∫ T

−T
‖Cz(t)‖2Y dt ≥ πβ2

α

(
1− L

(Tα)2n∗−1

(n∗π
2

)2n∗)
‖z0‖2X ≥

πβ2

α

(
1−

(T ∗
2T

)2n∗−1)
‖z(−T )‖2X .

Since the semi-group generated by (7.2.2) is a bijective isometry on X, this gives, for any z0 ∈ X,∫ 2T

0
‖Cz(t)‖2Y dt ≥ πβ2

α

(
1−

(T ∗
2T

)2n∗−1)
‖z0‖2X .

This completes the proof of Theorem 7.2.5 by replacing 2T by T .

Remark 7.2.8. The time estimate we obtain with this strategy strongly depends on the estimate
(7.2.39) on γn defined in (7.2.38). To our knowledge, though this problem might seem classical, there
is no precise bounds on γn. Especially, note that if we were able to prove that lim infn→∞ γn = ℵ <∞,
then condition (7.2.37) would simply become Tα > 2ℵ, which would be very similar to the assumptions
of Ingham’s Lemma [20] (see also [38] on the completeness of non harmonic Fourier series in L2(0, T )).
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Application to Theorem 7.2.3 We can now make precise the estimates in Theorem 7.2.3.

Theorem 7.2.9. Under the assumptions of Theorem 7.2.3, assume that (7.2.18) holds. Also assume
that the first eigenvalue of A0 satisfies λ1 ≥ γ > 0.

Set
α = min

{ 1
3
√

2M
,

√
γ

2

}
, β =

1
2m

. (7.2.40)

Then system (7.1.1)-(7.1.3) is exactly observable in any time T > T ∗, for T ∗ as in (7.2.21).
Besides, the constant kT in (7.1.5) can be chosen as in (7.2.23) as an explicit expression of T , m, M ,
γ, and the admissibilty constant K1/α.

Proof. The proof combines the estimates given in Theorem 7.2.5 with the following proposition:

Proposition 7.2.10. Let A, A0, B and C be related as in (7.2.9). Under the assumptions of Theorem
7.2.9, setting α and β as in (7.2.40), the following wave packet estimates holds: For all ω ∈ R,

∀z =
∑

l∈Jα(ω)

clΨl, β ‖z‖X ≤ ‖Cz‖Y . (7.2.41)

Proof. First, we remark that, since α ≤ √γ/2, when |ω| < √γ/2, the set Jα(ω) is empty. Therefore
we only need to prove (7.2.41) for |ω| ≥ √γ/2, or, due to the explicit form of the spectrum and the
relations (7.2.14), only for ω ≥ √γ/2.

Given ω ≥ √γ/2, let z be a wave packet

z =
∑

l∈Jα(ω)

clΨl =
(
z1

z2

)
,

for which we have

z2 =
1√
2

∑
l∈Jα(ω)

clΦl, and ‖z2‖2X =
1
2

∑
l∈Jα(ω)

|cl|2 =
1
2
‖z‖2X .

Applying (7.2.18) to z2, we obtain

1
2
‖z‖2X = ‖z2‖2X ≤ m

2 ‖Bz2‖2Y +
M2

ω2

∥∥(A0 − ω2)z2

∥∥2

X
= m2 ‖Cz‖2Y +

M2

ω2

∥∥(A0 − ω2)z2

∥∥2

X
.

But the last term satisfies∥∥(A0 − ω2)z2

∥∥2

X
=

1
2

∑
l∈Jα(ω)

|cl|2
(
µ2
l − ω2

)2

≤ 2
∑

l∈Jα(ω)

|cl|2
(µl + ω

2

)2
(µl − ω)2

≤ 2α2
∑

l∈Jα(ω)

|cl|2
(
ω +

α

2

)2
≤ 9

2
α2ω2 ‖z‖2X ,

where we used that, for l ∈ Jα(ω) with ω ≥ α > 0, we have µl ≤ ω + α ≤ 2ω.

With the choice of α given in (7.2.40), we thus obtain

‖z‖2X ≤ 4m2 ‖Cz‖2Y ,

and the result follows.
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Theorem 7.2.9 then directly follows from Theorem 7.2.5.

An interpolation criterion We finally deduce another criterion for the observability of wave type
equations (7.1.1)-(7.1.3).

Theorem 7.2.11. Let A0 : D(A0) ⊂ X → X be a self adjoint positive definite operator with compact
resolvent, and let B ∈ L(D(A1/2

0 ), Y ) be an admissible observation operator for (7.1.1)-(7.1.3). Assume
that there exists a positive constant γ such that the first eigenvalue of A0 is greater than γ.

If system (7.1.1)-(7.1.3) is exactly observable, there exist positive constants α and β such that∥∥∥A1/2
0 u

∥∥∥2

X
≤ ‖u‖X ‖A0u‖X + α2 ‖Bu‖2Y − β

2 ‖u‖2X , ∀u ∈ D(A0). (7.2.42)

Conversely, if (7.2.42) holds, then system (7.1.1)-(7.1.3) is exactly observable: There exists a time
T ∗, which only depends on α, β, γ and the admissibility constants, such that for any time T > T ∗, there
exists a positive constant kT > 0, which only depends on T , α, β, γ and the admissibility constants,
such that (7.1.5) holds for any solution of (7.1.1).

Proof. The proof is based on Theorem 7.2.9. In view of Theorem 7.2.9, it is sufficient to prove that
conditions (7.2.42) and (7.2.18) are equivalent.

Remark that (7.2.18) can be rewritten as

ω4 ‖u‖2X − 2ω2
(∥∥∥A1/2

0 u
∥∥∥2

X
− m2

2M2
‖Bu‖2Y +

1
2M2

‖u‖2X
)

+ ‖A0u‖2X ≥ 0,

∀u ∈ D(A0), ∀ω ∈ R. (7.2.43)

Since this last expression simply is a quadratic expression in ω2 ∈ R+, then the nonnegativity of
(7.2.43) is equivalent to (again, this follows from the study of the polynomial function x 7→ ax2−2bx+c
on R+): ∥∥∥A1/2

0 u
∥∥∥2

X
− m2

2M2
‖Bu‖2Y +

1
2M2

‖u‖2X ≤ ‖u‖X ‖A0u‖X , ∀u ∈ D(A0). (7.2.44)

This last inequality obviously is equivalent to (7.2.42), with α = m/
√

2M and β = 1/
√

2M .

Conversely, if (7.2.42) holds, inequality (7.2.18) holds for any u ∈ D(A0) and ω ∈ R by taking
m = α/β and M = 1/

√
2β.

Theorem 7.2.11 then follows from Theorem 7.2.9.

7.3 Proof of Theorem 7.1.3

In this Section, we prove Theorem 7.1.3. Below, we assume that the assumptions of Theorem 7.1.3
are satisfied.

For convenience, since B is assumed to belong to L(D(Aκ0), Y ), we introduce a constant KB such
that

‖Bφ‖Y ≤ KB ‖Aκ0φ‖X , ∀φ ∈ D(Aκ0).
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7.3.1 Admissibility

Proof of Theorem 7.1.3: Admissibility. Assume that system (7.1.1)-(7.1.3) is admissible. Then, from
Theorem 7.2.2, there exist positive constants α, β and γ such that (7.2.12) holds.

Again using Theorem 7.2.2, it is sufficient to prove the existence of positive constants α∗, β∗ and
γ∗ such that for any h > 0,

∥∥∥A1/2
0h uh

∥∥∥2

h
+ α2

∗ ‖Bhuh‖
2
Y ≤ ‖uh‖h

√
‖A0huh‖2h + β2

∗

∥∥∥A1/2
0h uh

∥∥∥2

h
+ γ2
∗ ‖uh‖

2
h ,

∀uh ∈ Ch(η/hσ). (7.3.1)

For h > 0, we fix uh ∈ Ch(η/hσ). Similarly as in [10], we introduce Uh ∈ D(A0), defined by

A0Uh = πhπ
∗
hA0πhuh = πhA0huh. (7.3.2)

This defines an element Uh ∈ D(A0), which we expect to be close to uh.

Since Uh ∈ D(A0), inequality (7.2.12) applies:∥∥∥A1/2
0 Uh

∥∥∥2

X
+ α2 ‖BUh‖2Y ≤ ‖Uh‖X

√
‖A0Uh‖2X + β2

∥∥∥A1/2
0 Uh

∥∥∥2

X
+ γ2 ‖Uh‖2X . (7.3.3)

The computations below are the same as in [10]. For convenience, we recall them.

From the definition (7.3.2) of Uh, we have

‖A0huh‖h = ‖πhA0huh‖X = ‖A0Uh‖X . (7.3.4)

We now estimate Uh − πhuh. Using (7.1.7) and (7.3.2), for all φ ∈ D(A0), we have:

< Uh, A0φ >X=< A0Uh, φ >X=< πhA0huh, φ >X

=< πhπ
∗
hA0πhuh, φ >X=< A

1/2
0 πhuh, A

1/2
0 πhπ

∗
hφ >X . (7.3.5)

In particular, this implies

< (uh − πhuh), A0φ >X = < Uh, A0φ >X − < A
1/2
0 πhuh, A

1/2
0 φ >X

= < A
1/2
0 πhuh, A

1/2
0 (πhπ∗h − I)φ >X .

Using (7.1.10) and the invertibility of A0, we obtain

‖Uh − πhuh‖X = sup
φ∈D(A0),
‖A0φ‖X=1

{
< (Uh − πhuh), A0φ >X

}

≤
∥∥∥A1/2

0 πhuh

∥∥∥
X

sup
φ∈D(A0),
‖A0φ‖X=1

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X

≤ C0h
θ
∥∥∥A1/2

0 πhuh

∥∥∥
X
.

Besides, for any δ ∈ [0, 1], in view of (7.1.10), interpolation properties yield∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X
≤ C0h

θ(1−δ)
∥∥∥A1−δ/2

0 φ
∥∥∥
X
, ∀φ ∈ D(A1−δ/2

0 ),
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and thus, as above,∥∥∥Aδ/20 (Uh − πhuh)
∥∥∥
X

= sup
φ∈D(A

1−δ/2
0 ),‚‚‚A1−δ/2

0 φ
‚‚‚
X

=1

{
< A

δ/2
0 (Uh − πhuh), A1−δ/2

0 φ >X

}

≤
∥∥∥A1/2

0 πhuh

∥∥∥
X

sup
φ∈D(A

1−δ/2
0 ),‚‚‚A1−δ/2

0 φ
‚‚‚
X

=1

∥∥∥A1/2
0 (πhπ∗h − I)φ

∥∥∥
X

≤ C0h
θ(1−δ)

∥∥∥A1/2
0 πhuh

∥∥∥
X
.

Especially, for δ = 2κ, we obtain

‖Aκ0(Uh − πhuh)‖X ≤ C0h
θ(1−2κ)

∥∥∥A1/2
0 πhuh

∥∥∥
X
.

Besides, using the definition (7.1.6) of A0h, one easily gets∥∥∥A1/2
0h φh

∥∥∥
h

=
∥∥∥A1/2

0 πhφh

∥∥∥
X
, ∀φh ∈ Vh. (7.3.6)

It follows that 
‖Uh − πhuh‖X ≤ C0h

θ
∥∥∥A1/2

0h uh

∥∥∥
h
,

‖Aκ0(Uh − πhuh)‖X ≤ C0h
θ(1−2κ)

∥∥∥A1/2
0h uh

∥∥∥
h
.

(7.3.7)

In particular, this implies, by definition of ‖·‖h, that

‖uh‖h − C0h
θ
∥∥∥A1/2

0h uh

∥∥∥
h
≤ ‖Uh‖X ≤ ‖uh‖h + C0h

θ
∥∥∥A1/2

0h uh

∥∥∥
h
, (7.3.8)

and that
‖Uh‖2X ≤ 2 ‖uh‖2h + 2C2

0h
2θ
∥∥∥A1/2

0h uh

∥∥∥2

h
. (7.3.9)

Using B ∈ L(D(Aκ0), Y ) and the estimates (7.3.7), we obtain∣∣∣ ‖BUh‖Y − ‖Bhuh‖Y ∣∣∣ ≤ KBC0h
θ(1−2κ)

∥∥∥A1/2
0h uh

∥∥∥
h
. (7.3.10)

In particular,
‖BUh‖Y ≥ ‖Bhuh‖Y −KBC0h

θ(1−2κ)
∥∥∥A1/2

0h uh

∥∥∥
h
. (7.3.11)

Then we obtain
‖BUh‖2Y ≥

1
2
‖Bhuh‖2Y −K

2
BC

2
0h

2θ(1−2κ)
∥∥∥A1/2

0h uh

∥∥∥2

h
. (7.3.12)

We now estimate
∥∥∥A1/2

0 Uh

∥∥∥2

X
−
∥∥∥A1/2

0h uh

∥∥∥2

h
. On one hand, we have

∥∥∥A1/2
0 Uh

∥∥∥2

X
=< A0Uh, Uh >X =< πhA0huh, Uh >X=< A0huh, π

∗
hUh >h .

On the other hand, we have∥∥∥A1/2
0h uh

∥∥∥2

h
=< A0huh, uh >h=< A0huh, π

∗
hπhuh >h .
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Subtracting these two identities, we get∥∥∥A1/2
0 Uh

∥∥∥2

X
−
∥∥∥A1/2

0h uh

∥∥∥2

h
=< A0huh, π

∗
h(Uh − πhuh) >h,

and therefore, using (7.3.7),∣∣∣ ∥∥∥A1/2
0 Uh

∥∥∥2

X
−
∥∥∥A1/2

0h uh

∥∥∥2

h

∣∣∣ ≤ C0h
θ ‖A0huh‖h

∥∥∥A1/2
0h uh

∥∥∥
h
. (7.3.13)

Since uh ∈ Ch(η/hσ), estimates (7.3.4), (7.3.8), (7.3.9), (7.3.12) and (7.3.13) imply:

‖Uh‖X ≤ ‖uh‖h (1 + C0h
θ−σ/2√η),

‖Uh‖2X ≤ 2 ‖uh‖2h (1 + C2
0h

2θ−ση),

‖BUh‖2Y ≥
1
2
‖Bhuh‖2Y −K

2
BC

2
0h

2θ(1−2κ)−ση ‖uh‖2h ,∥∥∥A1/2
0 Uh

∥∥∥2

X
≥
∥∥∥A1/2

0h uh

∥∥∥2

h
(1− C0h

θ−σ/2√η),∥∥∥A1/2
0 Uh

∥∥∥2

X
≤
∥∥∥A1/2

0h uh

∥∥∥2

h
(1 + C0h

θ−σ/2√η).

(7.3.14)

From (7.3.3) we then deduce

(1− C0h
θ−σ/2√η)

∥∥∥A1/2
0h uh

∥∥∥2

h
+
α2

2
‖Bhuh‖2Y ≤ ‖uh‖h (1 + C0h

θ−σ/2√η)×[
‖A0huh‖2h + β2

∥∥∥A1/2
0h uh

∥∥∥2

h
(1 + C0

√
ηhθ−σ/2)

]1/2

+ 2γ2 ‖uh‖2h (1 + C2
0ηh

2θ−σ) + α2K2
BC

2
0h

2θ(1−2κ)−ση ‖uh‖2h . (7.3.15)

Using σ < 2θ and σ ≤ 2θ(1− 2κ) (by definition (7.1.12)), we simplify this expression into

(1− C0h
θ−σ/2√η)

∥∥∥A1/2
0h uh

∥∥∥2

h
+
α2

2
‖Bhuh‖2Y ≤ ‖uh‖h (1 + C0h

θ−σ/2√η)×[
‖A0huh‖2h + β2

∥∥∥A1/2
0h uh

∥∥∥2

h
(1 + C0

√
η)
]1/2

+
(

2γ2(1 + C2
0η) + α2K2

BC
2
0η
)
‖uh‖2h .

Again using σ < 2θ, we get, for h small enough,

1 ≤ 1
1− C0hθ−σ/2

√
η
≤ 2, and

1 + C0h
θ−σ/2√η

1− C0hθ−σ/2
√
η
≤ 1 + 3C0h

θ−σ/2√η,

and thus∥∥∥A1/2
0h uh

∥∥∥2

h
+
α2

2
‖Bhuh‖2Y ≤ ‖uh‖h (1 + 3C0h

θ−σ/2√η)[
‖A0huh‖2h + β2

∥∥∥A1/2
0h uh

∥∥∥2

h
(1 + C2

0η)
]1/2

+ 2
(

2γ2(1 + C2
0η) + α2K2

BC
2
0η
)
‖uh‖2h . (7.3.16)

Again using σ < 2θ, we get, for h small enough,

(1 + 3C0h
θ−σ/2√η)2 ≤ 1 + 7C0h

θ−σ/2√η ≤ 2.
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In particular,

(1 + 3C0h
θ−σ/2√η)2

(
‖A0huh‖2h + β2

∥∥∥A1/2
0h uh

∥∥∥2

h
(1 + C2

0η)
)

≤ ‖A0huh‖2h + 7C0h
θ−σ/2 √η ‖A0huh‖2h + 2β2

∥∥∥A1/2
0h uh

∥∥∥2

h
(1 + C2

0η)

≤ ‖A0huh‖2h +
∥∥∥A1/2

0h uh

∥∥∥2

h

(
7C0h

θ−3σ/2η3/2 + 2β2(1 + C2
0η)
)
.

With σ as in (7.1.12), we thus obtain (7.3.1) for h small enough with

α2
∗ =

α2

2
, β2

∗ = 7C0η
3/2 + 2β2(1 + C2

0η),

γ2
∗ = 4γ2(1 + C2

0η) + 2α2K2
BC

2
0η.

Remark that applying Theorem 7.2.2, one can obtain explicit estimates on the constants in (7.1.14).

7.3.2 Observability

Proof of Theorem 7.1.3: Observability. Assume that system (7.1.1)-(7.1.3) is admissible and exactly
observable. Then, from Theorem 7.2.11, there exist positive constants α and β such that (7.2.42)
holds.

Our proof is now based on the spectral criterion given in Theorem 7.2.11.

We first prove that there exist positive constants α∗ and β∗ such that for any h > 0, the following
inequality holds:∥∥∥A1/2

0h uh

∥∥∥2

h
≤ ‖uh‖h ‖A0huh‖h + α2

∗ ‖Bhuh‖
2
Y − β

2
∗ ‖uh‖

2
h , ∀uh ∈ Ch(ε/hσ). (7.3.17)

In the sequel, we fix h > 0, uh ∈ Ch(ε/hσ), where ε is a positive parameter independent of h > 0 which
we will choose later on, and, similarly as in (7.3.2), we introduce Uh ∈ D(A0) defined by (7.3.2).

Since Uh belongs to D(A0), (7.2.42) applies:∥∥∥A1/2
0 Uh

∥∥∥2

X
≤ ‖Uh‖X ‖A0Uh‖X + α2 ‖BUh‖2Y − β

2 ‖Uh‖2X . (7.3.18)

We will then deduce estimate (7.3.17) from (7.3.18), by comparing each term carefully. Actually,
we only need the estimates (7.3.14) used above, and the following estimates,

‖BUh‖2Y ≤ 2 ‖Bhuh‖2h + 2K2
BC

2
0h

2θ(1−2κ)
∥∥∥A1/2

0h uh

∥∥∥2

h
,

‖Uh‖2h ≥
1
2
‖uh‖2 − C2

0h
2θ
∥∥∥A1/2

0h uh

∥∥∥2

h
,

(7.3.19)

which follows easily from (7.3.10) and (7.3.8).

Now, plugging estimates (7.3.14) and (7.3.19) into (7.3.18), we get:

(1− C0

√
εhθ−σ/2)

∥∥∥A1/2
0h uh

∥∥∥2

h
≤ (1 + C0

√
εhθ−σ/2) ‖uh‖h ‖A0huh‖h + 2α2 ‖Bhuh‖2Y

+ 2α2K2
BC

2
0εh

2θ(1−2κ)−σ ‖uh‖2h −
β2

2
‖uh‖2h + β2C2

0h
2θ−σε ‖uh‖2h . (7.3.20)
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But, for h small enough,

1 + C0
√
εhθ−σ/2

1− C0
√
εhθ−σ/2

≤ 1 + 3C0

√
εhθ−σ/2, and

1
1− C0

√
εhθ−σ/2

≤ 2,

and thus we obtain∥∥∥A1/2
0h uh

∥∥∥2

h
≤
(

1 + 3C0

√
εhθ−σ/2

)
‖uh‖h ‖A0huh‖h + 4α2 ‖Bhuh‖2Y

+ 4α2K2
BC

2
0εh

2θ(1−2κ)−σ ‖uh‖2h −
β2

2
‖uh‖2h + 2β2C2

0h
2θ−σε ‖uh‖2h .

This yields∥∥∥A1/2
0h uh

∥∥∥2

h
≤ ‖uh‖h ‖A0huh‖h + 4α2 ‖Bhuh‖2Y + ‖uh‖2h×(

3C0h
θ−3σ/2ε3/2 + 4α2K2

BC
2
0εh

2θ(1−2κ)−σ + 2β2C2
0h

2θ−σε− β2

2

)
. (7.3.21)

Let us then check that we can choose ε > 0 such that, for all h > 0 small enough,

3C0ε
3/2hθ−3σ/2 + 4α2K2

BC
2
0εh

2θ(1−2κ)−σ + 2β2C2
0h

2θ−σε− β2

2
≤ −β

2

4
. (7.3.22)

This can indeed be done, due to the choice (7.1.12) of σ. Then, taking such an ε > 0, we obtain
(7.3.17) by setting

α∗ = 2α, β∗ =
β

2
.

Now, we need to check that the first eigenvalues λh1 of the operators A0h are uniformly bounded
from below by a positive constant. This can be easily deduced from the Rayleigh characterization of
the first eigenvalues of A0h and A0:

λh1 = inf
φh∈Vh

∥∥∥A1/2
0h φh

∥∥∥2

h

‖φh‖2h
, λ1 = inf

φ∈D(A
1/2
0 )

∥∥∥A1/2
0 φ

∥∥∥2

X

‖φ‖2X
. (7.3.23)

Indeed, from (7.3.6), identities (7.3.23) imply

λh1 = inf
φh∈Vh

∥∥∥A1/2
0h φh

∥∥∥2

h

‖φh‖2h
= inf

φh∈Vh

∥∥∥A1/2
0 πhφh

∥∥∥2

X

‖πhφh‖2X
≥ λ1 > 0. (7.3.24)

The observability property stated in Theorem 7.1.3 then follows from Theorem 7.2.11 and the
uniform admissibility properties stated in Theorem 7.1.3, already obtained in the previous subsection.

7.4 Examples

In this section, we present several applications of Theorem 7.1.3, and confront our results with the
existing ones.
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7.4.1 The 1d wave equation

Let us consider the classical 1d wave equation:
ü− ∂2

xxu = 0, (t, x) ∈ R× (0, 1),
u(t, 0) = u(t, 1) = 0, t ∈ R,
u(0, x) = u0(x), ü(0, x) = u1(x), x ∈ (0, 1).

(7.4.1)

For (a, b) a subset of (0, 1), we observe system (7.4.1) through

y(t, x) = u̇(t, x)χ(a,b)(x), (7.4.2)

where χ(a,b) is the characteristic function of (a, b).

This model indeed enters in the abstract framework considered in this article, by setting A0 = −∂2
xx

on (0, 1) with Dirichlet boundary conditions, and B = χ(a,b). Indeed, A0 is self-adjoint, positive definite
with compact resolvent in L2(0, 1). The operator B obviously is continuous on L2(0, 1) with values in
L2(0, 1). The admissibility of (7.4.1)-(7.4.2) is then straightforward.

The observability property for (7.4.1)-(7.4.2) is well-known to hold if and only if the Geometric
Control Condition is satisfied, see [2, 3]. This condition, roughly speaking, asserts the existence of a
time T ∗ such that all the rays of Geometric Optics enters in the observation domain in a time smaller
than T ∗. In 1d, this condition is always satisfied, and thus system (7.4.1)-(7.4.2) is exactly observable.
This can also be seen using multipliers techniques as in [21, 30].

To construct the space Vh, we use P1 finite elements. More precisely, for nh ∈ N, set h =
1/(nh + 1) > 0 and define the points xj = jh for j ∈ {0, · · · , nh + 1}. We define the basis functions

ej(x) =
[
1− |x− xj |

h

]+
, ∀j ∈ {1, · · · , nh}.

Now, Vh = Rnh , and the injection πh simply is

πh : Vh = Rnh → L2(0, 1)

uh =


u1

u2
...
unh

 7→ πhuh(x) =
nh∑
j=1

ujej(x).

Usually, the resulting schemes are written as{
Mhüh(t) +Khuh(t) = 0, t ∈ R,
uh(0) = u0h, u̇h(0) = u1h,

yh(t) = Bπhu̇h(t), t ∈ R, (7.4.3)

where Mh and Kh are nh × nh matrices defined by (Mh)i,j =
∫ 1

0 ei(x)ej(x) dx and (Kh)i,j =∫ 1
0 ∂xei(x)∂xej(x) dx. Note that, since Mh is a Gram matrix corresponding to a linearly indepen-

dent family, it is invertible, self-adjoint and positive definite, and thus the following defines a scalar
product:

< φh, ψh >h= φ∗hMhψh, (φh, ψh) ∈ V 2
h . (7.4.4)

Besides, from the definition of Mh, one easily checks that

< φh, ψh >h=
∫ 1

0
πh(φh)(x)πh(ψh)(x) dx, ∀(φh, ψh) ∈ V 2

h ,
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as presented in the introduction.

Similarly, one obtains that, for all (φh, ψh) ∈ V 2
h ,

φ∗hKhψh = φ∗hMhM
−1
h Khψh =< φh,M

−1
h Khψh >h= φ∗hKhM

−1
h Mhψh

=< M−1
h Khφh, ψh >h=

∫ 1

0
∂x(πhφh)(x)∂x(πhψh)(x) dx,

which proves that the operator M−1
h Kh coincides with the operator A0h of our framework. Note that

this operator indeed is self-adjoint, but with respect to the scalar product (7.4.4) and not with the
usual euclidean norm of Rnh .

It is by now a common feature of finite element techniques (see for instance [33]) that estimates
(7.1.10) hold for θ = 1. We can thus apply Theorem 7.1.3 to systems (7.4.3):

Theorem 7.4.1. There exist ε > 0, a time T ∗ and a positive constant k∗ such that for any h > 0,
any solution uh of (7.4.3) with initial data (u0h, u1h) ∈ Ch(ε/h2/3)2 satisfies (7.1.16).

This result is to be compared with the better ones obtained in [19]: In [19], it is proved that, for
finite element approximation schemes of the 1d wave equation, observability properties hold uniformly
within the larger class Ch(α/h2) for α < 4.

Though, as we will see hereafter, we can tackle more general cases, even in 1d, for instance taking
sequence of meshes Sn given by n+ 2 points as

x0,n = 0 < x1,n < · · · < xn,n < xn+1,n = 1, hj+1/2,n = xj+1,n − xj,n,

for which we only assume hn = supj{hj+1/2,n} to go to zero when n→∞.

7.4.2 More general cases

Let Ω be a bounded smooth domain of RN , with N ≥ 1, and consider the following wave equation:
ü− div(M(x)Ou) = 0, (x, t) ∈ Ω× R,
u(x, t) = 0, (x, t) ∈ ∂Ω× R,
u(x, 0) = u0(x), u̇(x, 0) = u1(x), x ∈ Ω,

(7.4.5)

where M(x) is a C1 function on Ω̄ with values in the self-adjoint N × N matrices. We also assume
that there exist positive constants α and β such that for all ξ ∈ RN ,

α|ξ|2 ≤ (M(x)ξ, ξ) ≤ β|ξ|2, ∀x ∈ Ω, (7.4.6)

where (·, ·) is the canonical scalar product of RN and | · | is the corresponding norm.

Under these assumptions, it is well-known that system (7.4.5) is well-posed for initial data (u0, u1) ∈
H1

0 (Ω)× L2(Ω).

System (7.4.5) is a particular instance of (7.1.1) for A0 = −div(M(x)O·) on Ω with Dirichlet
boundary condition. This operator is indeed self-adjoint positive definite with compact resolvent, and
its domain is D(A0) = H2(Ω) ∩H1

0 (Ω).

Now, set ω a non-empty open subset of Ω, which satisfies the Geometric Control Condition (see
[2] and above), and consider the observation

y(x, t) = χω(x)u̇(x, t), (x, t) ∈ Ω× (0, T ). (7.4.7)
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This defines a bounded operator B on L2(Ω). Therefore, the admissibility condition for (7.4.5)-(7.4.7)
is obvious.

As said above, the Geometric Control Condition guarantees the exact observability property for
(7.4.5)-(7.4.7). Note that, in our case, the rays are not necessarily straight lines, but correspond to
the bicharacteristic rays of the pseudo-differential operator τ2 − (M(x)ξ, ξ).

We consider P1 finite elements on meshes Th. We furthermore assume that the meshes Th of the
domain Ω are regular in the sense of finite elements [33, Section 5]. Roughly speaking, this assumption
imposes that the polyhedra of (Th) are not too flat.

Definition 7.4.2. Let T = ∪K∈TK be a mesh of a bounded domain Ω. For each polyhedron K ∈ T ,
we define hK as the diameter of K and ρK as the maximum diameter of the spheres S ⊂ K. We then
define the regularity of T as

Reg(T ) = sup
K∈T

{hK
ρK

}
.

A sequence of mesh (Th) is said to be uniformly regular if

sup
h

Reg(Th) <∞.

In this case, see [33], setting h = supK∈T hK , estimates (7.1.10) again hold for θ = 1, and Theorem
7.1.3 implies:

Theorem 7.4.3. Assume that system (7.4.5)-(7.4.7) is observable. Given a sequence of uniformly
regular meshes (Th)h>0 satisfying h = supK∈Th hK , there exist ε > 0, a time T ∗ and a positive constant
k∗ such that for any h > 0 small enough, any solution uh of the P1 finite element approximation
scheme of (7.4.5)-(7.4.7) corresponding to the mesh Th with initial data (u0h, u1h) ∈ Ch(ε/h2/3)2

satisfies (7.1.16).

To our knowledge, this is the first time that observability properties for space semi-discretizations
of (7.4.5)-(7.4.7) are derived in such generality for the wave equation. In particular, we emphasize
that the only non-trivial assumption we used is (7.1.10), which is needed anyway to guarantee the
convergence of the numerical schemes.

7.5 Fully discrete approximation schemes

This section is based on the article [11], which studied observability properties of time discrete conser-
vative linear systems. As said in [11, Section 5], this study can be combined with observability results
on space semi-discrete systems to deduce observability properties for fully discrete systems. Below,
we present an application of the results in [11].

Let β ≥ 1/4 and consider the following time discrete approximation scheme - the so-called Newmark
method, see for instance [33] - of (7.1.8):

uk+1
h + uk−1

h − 2ukh
(4t)2

+A0h

(
βuk−1

h + (1− 2β)ukh + βuk+1
h

)
= 0, k ∈ N∗,

(u0
h + u1

h

2
,
u1
h − u0

h

4t

)
= (u0h, u1h) ∈ V 2

h ,

(7.5.1)
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where ukh corresponds to an approximation of the solution uh of (7.1.8) at time tk = k4t.

The energy of solutions uh of (7.5.1), defined by

E
k+1/2
h =

1
2

∥∥∥∥∥A1/2
0h

(ukh + uk+1
h

2

)∥∥∥∥∥
2

h

+
1
2

∥∥∥∥∥uk+1
h − ukh
4t

∥∥∥∥∥
2

h

+
(4t)2

8
(4β − 1)

∥∥∥∥∥A1/2
0h

(uk+1
h − ukh
4t

)∥∥∥∥∥
2

h

, k ∈ N, (7.5.2)

is constant.

Then we get the following observability result (see [11]):

Theorem 7.5.1. Let A0 be a self-adjoint positive definite unbounded operator with compact resolvent
and B ∈ L(D(Aκ0), Y ), with κ < 1/2.

Assume that the maps (πh)h>0 satisfy property (7.1.10). Let β ≥ 1/4, and consider the fully
discrete approximation scheme (7.5.1). Set σ as in (7.1.12), and δ > 0.

Admissibility: Assume that system (7.1.1)-(7.1.3) is admissible.

Then, for any η > 0 and T > 0, there exists a positive constant KT,η > 0 such that, for any h > 0
and 4t > 0, any solution of (7.5.1) with initial data

(u0h, u1h) ∈
(
Ch(η/hσ) ∩ Ch(δ2/(4t)2)

)2
(7.5.3)

satisfies

4t
∑

k4t∈[0,T ]

∥∥∥∥∥Bh(uk+1
h − ukh
4t

)∥∥∥∥∥
2

Y

≤ KT,ηE
1/2
h . (7.5.4)

Observability: Assume that system (7.1.1)-(7.1.3) is admissible and exactly observable.

Then there exist ε > 0, a time T ∗ and a positive constant k∗ > 0 such that, for any h > 0 and
4t > 0, any solution of (7.5.1) with initial data

(u0h, u1h) ∈
(
Ch(ε/hσ) ∩ Ch(δ2/(4t)2)

)2
(7.5.5)

satisfies

k∗E
1/2
h ≤ 4t

∑
k4t∈[0,T ∗]

∥∥∥∥∥Bh(uk+1
h − ukh
4t

)∥∥∥∥∥
2

Y

. (7.5.6)

Obviously, inequalities (7.5.4)-(7.5.6) are time discrete counterparts of (7.1.14)-(7.1.16). Remark
that, as in Theorem 7.1.3, a filtering condition is needed, but which now depends on both time and
space discretization parameters.

Also remark that if (4t)2h−σ is small enough, then Ch(ε/hσ)∩Ch(δ2/(4t)2) = Ch(ε/hσ). Roughly
speaking, this indicates that under the CFL type condition (4t)2h−σ ≤ ε/δ2, system (7.5.1) behaves,
with respect to the admissibility and observability properties, similarly as the space semi-discrete
equations (7.1.8).
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Remark 7.5.2. We restrict our presentation to the Newmark method, but similar results hold for a
large range of time discrete approximation schemes of (7.1.8). We refer to [11], and in particular to
Section 3, for the precise assumptions on the time-discrete approximation schemes under which we
can guarantee uniform observability properties to hold.

7.6 Controllability properties

This section aims at discussing applications of Theorem 7.1.3 to controllability properties for space
semi-discretizations of wave type equations such as (7.1.1). The approach presented below is strongly
inspired by previous works [16, 19, 40, 41, 10], and closely follows [10].

In the whole section, we assume that the hypotheses of Theorem 7.1.3 are satisfied.

7.6.1 The continuous setting

Consider the following control problem: Given T > 0, for any (w0, w1) ∈ D(A1/2
0 )×X, find a control

v ∈ L2(0, T ;Y ) such that the solution w of

ẅ +A0w = B∗v(t), t ∈ [0, T ], w(0) = w0, ẇ(0) = w1, (7.6.1)

satisfies
w(T ) = 0, ẇ(T ) = 0. (7.6.2)

The controllability issue in time T for (7.6.1) is equivalent to the observability property in time T
for (7.1.1)-(7.1.3) (see for instance [23]). Indeed, these two properties are dual, and this duality can
be made precise using the Hilbert Uniqueness Method (HUM in short), see [23].

More precisely, the control of minimal L2(0, T ;Y ) norm for (7.6.1), that we will denote by vHUM ,
is characterized through the minimizer of the functional J defined on D(A1/2

0 )×X by:

J (u0T , u1T ) =
1
2

∫ T

0
‖Bu̇(t)‖2Y dt+ < A

1/2
0 u(0), A1/2

0 w0 >X + < u̇(0), w1 >X , (7.6.3)

where u is the solution of

ü+A0u = 0, t ∈ [0, T ], u(T ) = u0T , u̇(T ) = u1T . (7.6.4)

Indeed, if (u∗0T , u
∗
1T ) is the minimizer of J , then vHUM(t) = Bu̇∗(t), where u∗ is the solution of (7.6.4)

with initial data (u∗0T , u
∗
1T ).

Besides, the only admissible control for (7.6.1) which can be written as Bu̇(t) for a solution u of
(7.6.4) is the HUM control vHUM . This characterization will be used in the sequel.

Note that the observability property (7.1.5) for (7.1.1)-(7.1.3) implies the strict convexity and the
coercivity of J and therefore guarantees the existence of a unique minimizer for J .

7.6.2 The semi-discrete setting

The natural idea which consists in computing the discrete HUM controls for discrete versions of (7.6.1)
may fail in providing good approximations of the HUM control for (7.6.1). We refer for instance to
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7.6. Controllability properties

the survey article [41] for a detailed presentation of this fact in the context of the 1d wave equation.
We thus use filtering techniques developed for instance in [16, 19, 40, 41, 10] to overcome the problems
created by the high-frequency components.

Our presentation closely follows the one in [10]. The proofs of the result below will be only sketched,
and can be done similarly as in [10].

Since we assumed that the hypotheses of Theorem 7.1.3 hold, there exists a time T ∗ such that
(7.1.16) holds for any solution of (7.1.8) with initial data in the filtered space Ch(ε/hσ)2.

We now fix T ≥ T ∗.

Following the strategy of HUM, we introduce the adjoint problem

üh +A0huh = 0, t ∈ [0, T ], (uh, u̇h)(T ) = (u0Th, u1Th). (7.6.5)

Method I

For any h > 0, we consider the following control problem: For any (w0h, w1h) ∈ V 2
h , find vh ∈

L2(0, T ;Y ) of minimal L2(0, T ;Y ) such that the solution wh of

ẅh +A0hwh = B∗hvh(t), t ∈ [0, T ], wh(0) = w0h, ẇh(0) = w1h, (7.6.6)

satisfies
Phwh(T ) = 0, Phẇh(T ) = 0, (7.6.7)

where Ph is the orthogonal projection in Vh on Ch(ε/hσ).

To deal with this problem, we introduce the functional Jh defined for (u0Th, u1Th) in Ch(ε/hσ)2 by

Jh(u0Th, u1Th) =
1
2

∫ T

0
‖Bhu̇h(t)‖2Y dt+ < A

1/2
0h w0h, A

1/2
0h uh(0) >h + < w1h, u̇h(0) >h, (7.6.8)

where uh is the solution of (7.6.5).

For each h > 0, the functional Jh is strictly convex and coercive (see (7.1.16)), and thus has a
unique minimizer (u∗0Th, u

∗
1Th) ∈ Ch(ε/hσ)2.

Besides, we have:

Lemma 7.6.1. For all h > 0, let (u∗0Th, u
∗
1Th) ∈ Ch(ε/hσ)2 be the unique minimizer of Jh (on

Ch(ε/hσ)2), and denote by u∗h the corresponding solution of (7.6.5). Then the solution of (7.6.6) with
vh = Bhu̇

∗
h satisfies (7.6.7).

Sketch of the proof. We present briefly the proof, which is standard (see for instance [23]).

On one hand, multiplying (7.6.6) by u̇h solution of (7.6.5) with initial data (u0Th, u1Th), we get,
for all (u0Th, u1Th) ∈ V 2

h ,∫ T

0
< vh(t), Bhu̇h(t) >Y dt+ < A

1/2
0h w0h, A

1/2
0h uh(0) >h + < w1h, u̇h(0) >h

− < A
1/2
0h wh(T ), A1/2

0h u0Th >h − < ẇh(T ), u1Th >h= 0. (7.6.9)
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On the other hand, the Fréchet derivative of the functional Jh at (u∗0Th, u
∗
1Th) yields:∫ T

0
< Bhu̇

∗
h(t), Bhu̇h(t) >Y dt+ < A

1/2
0h w0h, A

1/2
0h uh(0) >h + < w1h, u̇h(0) >h= 0,

∀(u0Th, u1Th) ∈ Ch(ε/hσ)2. (7.6.10)

Therefore, setting vh = Bhu̇
∗
h, subtracting (7.6.9) to (7.6.10), we obtain

< A
1/2
0h wh(T ), A1/2

0h u0Th >h + < ẇh(T ), u1Th >h= 0, ∀(u0Th, u1Th) ∈ Ch(ε/hσ)2,

or, equivalently, (7.6.7).

As in [10], we then investigate the convergence of the discrete controls vh obtained in Lemma 7.6.1.

Theorem 7.6.2. Assume that the hypotheses of Theorem 7.1.3 are satisfied. Also assume that

YX =
{
y ∈ Y, such that B∗y ∈ X

}
(7.6.11)

is dense in Y .

Let (w0, w1) ∈ D(A1/2
0 ) × X, and consider a sequence (w0h, w1h)h>0 such that (w0h, w1h) belongs

to V 2
h for any h > 0 and

(πhw0h, πhw1h)→ (w0, w1) in D(A1/2
0 )×X. (7.6.12)

Then the sequence (vh)h>0 of discrete controls given by Lemma 7.6.1 converges in L2(0, T ;Y ) to the
HUM control vHUM of (7.6.1) associated to the initial data (w0, w1).

Remark that, for w ∈ D(A0), in view of (7.1.10), the sequence (wh)h = (π∗hw) converges to w in
D(A1/2

0 ) in the sense that the sequence (πhwh) converges to w in D(A1/2
0 ). For (w0, w1) ∈ D(A1/2

0 )×X,
one can then find a sequence (w0h, w1h)h>0 satisfying (7.6.12) and (w0h, w1h) ∈ V 2

h for any h > 0 by
using the density of D(A0)2 into D(A1/2

0 )×X.

The technical assumption (7.6.11) on B is usually satisfied, and thus does not limit the range of
applications of Theorem 7.6.2. Also note that when B is bounded from X to Y , the space YX coincides
with Y and (7.6.11) is then automatically satisfied.

The proof of Theorem 7.6.2 uses precisely the same ingredients as the one in [10], and is briefly
sketched for the convenience of the reader.

Sketch of the proof. Step 1. The discrete controls vh are bounded in L2(0, T ;Y ). This follows from
the inequality

Jh(u∗0Th, u
∗
1Th) ≤ Jh(0, 0) = 0,

and the observability inequality (7.1.16). Hence the controls are bounded, and, up to an extraction, the
sequence (vh) weakly converges to some function v in L2(0, T ;Y ). Besides, the sequence (u∗0Th, u

∗
1Th)

is also bounded in D(A1/2
0 ) ×X, and therefore weakly converges in D(A1/2

0 ) ×X to some couples of
functions (ũ0T , ũ1T ).

Step 2. The weak limit v is an admissible control for (7.6.1) associated to the data (w0, w1). This
can be deduced, as in [10], from the convergence properties of the approximation schemes (7.1.8) (or
equivalently (7.6.5)), which can be found for instance in [33, Section 8].
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Step 3. The weak limit v is the HUM control for (7.6.1) associated to the data (w0, w1). This is
also based on a convergence result which can be found in [33, Section 8], and which guarantees that
v = B ˙̃u, where ũ is the solution of (7.6.4) with initial data (ũ0T , ũ1T ). This also proves that (ũ0T , ũ1T )
coincides with the minimizer (u∗0T , u

∗
1T ) of the continuous functional J in (7.6.3). Assumption (7.6.11)

is needed in this step to identify the limit of (Bu̇∗h) with B ˙̃u.

Step 4. Finally, the strong convergence of the controls is proved using the convergence of the
L2(0, T ;Y ) norms. Compute first the Fréchet derivative of J at (u∗0T , u

∗
1T ): for (u0T , u1T ) ∈ D(A1/2

0 )×
X, we obtain∫ T

0
< Bu̇∗(t), Bu̇(t) >Y dt+ < A

1/2
0 u(0), A1/2

0 w0 >X + < u̇(0), w1 >X= 0. (7.6.13)

Now, applying (7.6.10) to (u∗0Th, u
∗
1Th) and (7.6.13) to (u∗0T , u

∗
1T ), the assumptions on the convergence

of (w0h, w1h) imply the convergence of the L2(0, T ;Y ) norms of vh to the L2(0, T ;Y ) norm of v.

Method II

As in [10], one can prefer a method which does not involve a filtering process in the discrete setting.
We thus recall the works [16, 41, 10], which propose an alternate process based on a Tychonoff
regularization of Jh.

Theorem 7.6.3. Assume that the hypotheses of Theorem 7.1.3 are satisfied. Also assume that B ∈
L(X,Y ), which, in particular, implies that σ = 2θ/3.
Let (w0, w1) ∈ D(A1/2

0 ) × X, and consider a sequence (w0h, w1h)h>0 such that (w0h, w1h) belongs to
V 2
h for any h > 0 and (7.6.12) holds.

For any h > 0, consider the functionals J ∗h , defined for (u0Th, u1Th) ∈ V 2
h by

J ∗h (u0Th, u1Th) =
1
2

∫ T

0
‖Bhu̇h(t)‖2Y dt+

hσ

2

(∥∥∥Ã1/2
0h A

1/2
0h u0Th

∥∥∥2

h
+
∥∥∥Ã1/2

0h u1Th

∥∥∥2

h

)
+ < A

1/2
0h w0h, A

1/2
0h uh(0) >h + < w1h, u̇h(0) >h, (7.6.14)

where
Ã0h = A0h(IdVh + hσA0h)−1, (7.6.15)

and uh is the solution of (7.6.5) with initial data (u0Th, u1Th).

Then, for any h > 0, the functional J ∗h admits a unique minimizer (U0Th, U1Th) in V 2
h . Besides,

setting vh(t) = BhU̇h(t), where Uh is the solution of (7.6.5) with initial data (U0Th, U1Th), one gets
the following convergence results:

vh −→ vHUM in L2(0, T ;Y ), (7.6.16)

where vHUM denotes the HUM control for (7.6.1).

Theorem 7.6.3 proposes a numerical process based on the minimization of the functional J ∗h defined
for any element of V 2

h . Though, the functional J ∗h involves the regularizing term

hσ
∥∥∥Ã1/2

0h u1Th

∥∥∥2

h
+ hσ

∥∥∥Ã1/2
0h A

1/2
0h u0Th

∥∥∥2

h
.
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This term is small for data in Ch(ε/hσ) and of unit order for frequencies higher than 1/hσ. Also note
that this term can be computed easily since

hσ
∥∥∥Ã1/2

0h φh

∥∥∥2

h
= hσ < Ã0hφh, φh >h= hσ < A0hφ̃h, φh >h,

where φ̃h is the solution of (
IdVh + hσA0h

)
φ̃h = φh. (7.6.17)

In other words, the operator Ã0h simply introduces an elliptic regularization of the data, and the
regularizing terms can be computed explicitly by solving the elliptic equation (7.6.17).

Besides, from (7.6.15), Ã0h and A0h commute, and Ã0h satisfies:∥∥∥hσ/2Ã1/2
0h ψh

∥∥∥2

h
≤ ‖ψh‖2h , ∀ψh ∈ Vh,∥∥∥hσ/2Ã1/2

0h ψh

∥∥∥2

h
≥ δ

1 + δ
‖ψh‖2h , ∀ψh ∈ Ch(δ/hσ)⊥, ∀δ ≥ 0.

(7.6.18)

Let us check that the functionals J ∗h are uniformly coercive. For (u0Th, u1Th) ∈ V 2
h , using (7.1.16),

we obtain∫ T

0
‖Bhu̇h(t)‖2Y ≥

1
2

∫ T

0
‖BhPhu̇h(t)‖2Y −

∫ T

0

∥∥∥Bh(Ph − IdVh)u̇h(t)
∥∥∥2

Y

≥ kT
2

(∥∥∥A1/2
0h Phu0Th

∥∥∥2

h
+ ‖Phu1Th‖2h

)
−
∫ T

0
‖B‖2L(X,Y )

∥∥∥(Ph − IdVh)u̇h(t)
∥∥∥2

h

≥ kT
2

(∥∥∥A1/2
0h Phu0Th

∥∥∥2

h
+ ‖Phu1Th‖2h

)
−T ‖B‖2L(X,Y )

(∥∥∥A1/2
0h (Ph − IdVh)u0Th

∥∥∥2

h
+ ‖(Ph − IdVh)u1Th‖2h

)
≥ kT

2

(∥∥∥A1/2
0h Phu0Th

∥∥∥2

h
+ ‖Phu1Th‖2h

)
−hσT ‖B‖2L(X,Y )

(1 + ε

ε

)(∥∥∥A1/2
0h Ã

1/2
0h u0Th

∥∥∥2

h
+
∥∥∥Ã1/2

0h u1Th

∥∥∥2

h

)
.

Besides, for (u0Th, u1Th) ∈ V 2
h , using (7.6.18), we also have∥∥∥A1/2

0h

(
IdVh − Ph

)
u0Th

∥∥∥2

h
+
∥∥∥(IdVh − Ph)u1Th

∥∥∥2

h

≤ hσ
(1 + ε

ε

)(∥∥∥A1/2
0h Ã

1/2
0h u0Th

∥∥∥2

h
+
∥∥∥Ã1/2

0h u1Th

∥∥∥2

h

)
.

Combining these two inequalities, we prove that the functionals J ∗h are uniformly coercive.

The proof of Theorem 7.6.3 can now be done similarly as the one of Theorem 7.6.2, and thus is
left to the reader.

Remark 7.6.4. Similar results can be obtained for fully discrete approximation schemes derived from
Newmark time discretizations of (7.1.8) (or more general time discrete approximation scheme, see
Remark 7.5.2). The proof can then be done similarly as in the time continuous setting, using the ob-
servability inequality (7.5.6) and convergence properties for the fully discrete approximation schemes,
which can be found for instance in [33].
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7.7 Stabilization properties

This section is mainly based on the articles [14, 13], in which stabilization properties are derived for
abstract linear damped systems.

Below, we assume that A0 is self-adjoint, definite positive and with compact resolvent, and that
B ∈ L(X,Y ).

7.7.1 The continuous setting

Consider the following damped wave type equations:

ü+A0u+B∗Bu̇ = 0, t ≥ 0, (u(0), u̇(0)) = (u0, u1) ∈ D(A1/2
0 )×X. (7.7.1)

The energy of solutions of (7.7.1), defined by (7.1.2), satisfies the dissipation law

dE

dt
(t) = −‖Bu̇(t)‖2Y , t ≥ 0. (7.7.2)

System (7.7.1) is said to be exponentially stable if there exists positive constants µ and ν such
that any solution of (7.7.1) with initial data (u0, u1) ∈ D(A1/2

0 )×X satisfies

E(t) ≤ µE(0) exp(−νt). (7.7.3)

It is by now well-known (see [17]) that this property holds if and only if the observability inequality
(7.1.5) holds for solutions of (7.1.1).

7.7.2 The space semi-discrete setting

We now assume that system (7.1.1)-(7.1.3) is observable in the sense of (7.1.5), or, equivalently (see
[17]), that system (7.7.1) is exponentially stable.

Then, combining Theorem 7.1.3 and the results in [14], we get:

Theorem 7.7.1. Let B be a bounded operator in L(X,Y ), and assume that system (7.7.1) is exponen-
tially stable in the sense of (7.7.3). Also assume that the hypotheses of Theorem 7.1.3 are satisfied.

Then the space semi-discrete systems{
üh +A0huh +B∗hBhu̇h + h2θ/3A0hu̇h = 0, t ≥ 0,

(uh(0), u̇h(0)) = (u0h, u1h) ∈ V 2
h ,

(7.7.4)

are exponentially stable, uniformly with respect to the space discretization parameter h > 0: there exist
two positive constants µ0 and ν0 independent of h > 0 such that for any h > 0, any solution uh of
(7.7.4) satisfies, for t ≥ 0,∥∥∥A1/2

0h uh(t)
∥∥∥2

h
+ ‖u̇h(t)‖2h ≤ µ0

(∥∥∥A1/2
0h uh(0)

∥∥∥2

h
+ ‖u̇h(0)‖2h

)
exp(−ν0t). (7.7.5)
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Here, several other viscosity operators could have been chosen: We refer to [14] for the precise
assumptions required on the viscosity operator introduced in (7.7.4) for which we can guarantee
uniform stabilization results.

Note that systems (7.7.4) are similar to the numerical approximation schemes of the 1d and 2d wave
equations studied in [35, 34, 27], which were dealt with using multiplier techniques. In [35, 34, 27], the
viscosity term h2A0h, instead of h2θ/3A0h in our setting, has been proved to be sufficient to guarantee
the uniform exponential decay of the energy. However, the range of applications of [35, 34, 27] is
limited to the case of uniform meshes and of wave equations with constant velocity.

Systems (7.7.4) are also similar to the ones in [32], where uniform stabilization results are derived
for general damped wave equations (7.7.1) using a non-trivial spectral conditions. Especially, it is
proved in [32] that systems (7.7.4) are uniformly exponentially stable with a weaker viscosity term:
Namely, the viscosity term needed in [32] is hθA0h instead of h2θ/3A0h. However, in [32], a non-
trivial spectral gap condition on the eigenvalues of A0 is needed, which restricts the range of direct
applications to the 1d case only.

Thus, in many situations, our results are not sharp. However, they apply for a wide range of
applications: Especially, no condition is required on the dimension or on the uniformity of the meshes.

Remark 7.7.2. One can use the results in [14] to derive fully discrete approximation schemes of (7.7.1)
for which one can guarantee uniform (in both time and space discretization parameters) stabilization
properties.

7.8 Other models

In this section, we mention two other models of interest, for which our methods apply and yield new
results.

7.8.1 A wave equation observed through y(t) = Bu(t)

Here, rather than studying an observation operator which involves the time derivative of solutions of
(7.1.1) as in (7.1.3), we focus on the case of an observation of the form

y(t) = Bu(t). (7.8.1)

The operator B is now assumed to belong to L(D(A0), Y ), where Y is an Hilbert space.

Now, the admissibility property for (7.1.1)-(7.8.1) consists in the existence, for every T > 0, of a
constant KT such that any solution of (7.1.1) with initial data (u0, u1) ∈ D(A0)×D(A1/2

0 ) satisfies

∫ T

0
‖Bu(t)‖2Y dt ≤ KT

(∥∥∥A1/2
0 u0

∥∥∥2

X
+ ‖u1‖2X

)
. (7.8.2)

In particular, when B belongs to L(D(A1/2
0 ), Y ), system (7.1.1)-(7.8.1) is obviously admissible because

of the conservation of the energy (7.1.2).
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The observability property for (7.1.1)-(7.8.1) now reads as follows: There exist a time T and a
positive constant kT > 0 such that

kT

(∥∥∥A1/2
0 u0

∥∥∥2

X
+ ‖u1‖2X

)
≤
∫ T

0
‖Bu(t)‖2Y dt. (7.8.3)

Similarly as before, assuming that system (7.1.1)-(7.8.1) is admissible and exactly observable, one
can ask if the discrete systems (7.1.8) observed through

yh(t) = Bπhuh(t), (7.8.4)

are uniformly admissible and exactly observable in a convenient filtered class.

Below, we provide a partial answer to that question. As before, we can only consider operators B
which belong to L(D(Aκ0), Y ) for κ < 1/2. This makes the admissibility properties obvious since the
observation operators Bh = Bπh are then uniformly bounded as operators from Vh endowed with the
norm

∥∥∥A1/2
0h ·
∥∥∥
h

=
∥∥∥A1/2

0 πh·
∥∥∥
X

(see (7.3.6)) to Y .

We therefore focus on the observability properties of (7.1.8)-(7.8.4), for which we obtain the fol-
lowing:

Theorem 7.8.1. Let A0 be a self-adjoint positive definite operator with compact resolvent and B ∈
L(D(Aκ0), Y ) with κ < 1/2. Assume that the maps (πh) satisfy property (7.1.10). Set ς = 2θ/3.

Assume that system (7.1.1)-(7.8.1) is exactly observable. Then there exist ε > 0, a time T ∗ and a
positive constant k∗ > 0 such that, for any h > 0, any solution of (7.1.8) with initial data (u0h, u1h) ∈
Ch(ε/hς)2 satisfies

k∗

(∥∥∥A1/2
0h u0h

∥∥∥2

h
+ ‖u1h‖2h

)
≤
∫ T ∗

0
‖Bπhuh(t)‖2Y dt. (7.8.5)

The proof of Theorem 7.8.1 is based on the following spectral characterization, which can be
deduced from Theorems 7.2.4-7.2.5:

Theorem 7.8.2. Let A0 be a self-adjoint positive definite operator on X with compact resolvent and
B ∈ L(D(A0), Y ). Assume that system (7.1.1)-(7.8.1) is admissible in the sense of (7.8.2).

Then the following statements are equivalent:

1. System (7.1.1)-(7.8.1) is exactly observable.

2. There exist positive constants m and M such that

M2
∥∥(A0 − ω2I)u

∥∥2

X
+m2 ‖Bu‖2Y ≥

∥∥∥A1/2
0 u

∥∥∥2

X
, ∀u ∈ D(A0), ∀ω ∈ R. (7.8.6)

3. There exist positive constants α and β such that∥∥∥A1/2
0 u

∥∥∥4

X
≤ ‖u‖2X

(
‖A0u‖2X + α2 ‖Bu‖2Y − β

2
∥∥∥A1/2

0 u
∥∥∥2

X

)
, ∀u ∈ D(A0). (7.8.7)

Besides, assuming that the first eigenvalue of A0 is bounded from below by a positive constant γ > 0,
if one of the statements 2 or 3 holds, then the time T and the constants kT in (7.8.3) can be chosen
explicitly as functions of γ, the admissibility constants and either (m,M) or (α, β).
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The proof of Theorem 7.8.2 is left to the reader. We only briefly indicate the method one can use
to show Theorem 7.8.2.

To prove that statement 2 in Theorem 7.8.2 is equivalent to the exact observability of (7.1.1)-
(7.8.1), one can follow the proof of Theorem 7.2.3 in [31] and use the refined version of Theorem 7.2.4
given in Theorem 7.2.5.

The equivalence of statements 2 and 3 follows from the same arguments as in Theorem 7.2.11.

Once Theorem 7.8.2 is proved, one only needs to prove that for h > 0 small enough, there exist
positive constants α∗ and β∗ such that∥∥∥A1/2

0h uh

∥∥∥4

h
≤ ‖uh‖2h

(
‖A0hu‖2h + α2

∗ ‖Bhuh‖
2
Y − β

2
∗

∥∥∥A1/2
0h uh

∥∥∥2

h

)
, (7.8.8)

for any uh ∈ Ch(ε/hς). The proof of (7.8.8) can be done similarly as in Subsection 7.3.2 and is also
left to the reader.
Remark 7.8.3. When observing the solutions of the wave equation with Dirichlet boundary conditions
via their normal derivative on a part of the boundary which satisfies the Geometric Control Condition,
the observation operator is not continuous on D(A1/2

0 ), and thus our results do not apply. This issue
deserves further work.

7.8.2 Applications to Schrödinger type equations

In this section, we focus on the consequences of Theorem 7.1.3 to the study of Schrödinger type
equations

iż(t) = A0z(t), t ∈ R, z(0) = z0 ∈ X, (7.8.9)

observed through
y(t) = Bz(t). (7.8.10)

The admissibility property for (7.8.9)-(7.8.10) reads as∫ T

0
‖Bz(t)‖2Y dt ≤ KT ‖z0‖2X , ∀ z0 ∈ D(A0), (7.8.11)

and the exact observability property as

kT ‖z0‖2X ≤
∫ T

0
‖Bz(t)‖2Y dt, ∀ z0 ∈ D(A0). (7.8.12)

The results in [26] imply that if the system (7.1.1)-(7.1.3) is admissible and exactly observable in some
time T ∗ > 0, then system (7.8.9)-(7.8.10) is admissible and exactly observable in any time T > 0.

Below, we adapt this strategy to deduce admissibility and exact observability results for the space
semi-discrete approximation schemes of (7.8.9)-(7.8.10).

When discretizing (7.8.9) using finite element methods described by (Vh, πh) as in the introduction,
we obtain (see [10])

iżh = A0hzh, t ∈ R, zh(0) = z0h ∈ Vh. (7.8.13)

The natural observation operator is then

yh(t) = Bhzh(t) = Bπhzh(t). (7.8.14)

We then prove the following result:
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Theorem 7.8.4. Let A0 be a positive definite unbounded operator with compact resolvent and B ∈
L(D(Aκ0), Y ), with κ < 1/2. Assume that the approximations (πh)h>0 satisfy property (7.1.10). Set σ
as in (7.1.12).

Admissibility: Assume that system (7.1.1)-(7.1.3) is admissible.

Then, for any η > 0 and T > 0, there exists a positive constant KT,η > 0 such that, for any h > 0,
any solution of (7.8.13) with initial data

z0h ∈ Ch(η/hσ) (7.8.15)

satisfies ∫ T

0
‖Bhzh(t)‖2Y dt ≤ KT,η ‖z0h‖2h . (7.8.16)

Observability: Assume that system (7.1.1)-(7.1.3) is admissible and exactly observable.

Then there exist ε > 0, a time T ∗ and a positive constant k∗ > 0 such that, for any h > 0, any
solution of (7.8.13) with initial data

z0h ∈ Ch(ε/hσ) (7.8.17)

satisfies

k∗ ‖z0h‖2h ≤
∫ T ∗

0
‖Bhzh(t)‖2Y dt. (7.8.18)

This result has to be compared with the ones in [10]. Indeed, in [10], under the assumption
that system (7.8.9)-(7.8.10) is admissible and exactly observable, it is proved that finite element
approximation schemes (7.8.13)-(7.8.14) are admissible and exactly observable for initial data filtered
at the scale

σ̃ = θmin
{

2(1− 2κ),
2
5

}
.

Theorem 7.8.4 then states a stronger result than [10], but under the stronger assumption that
(7.1.1)-(7.1.3) is admissible and exactly observable.

Proof. Consider the wave system (7.1.1)-(7.1.3). Note that we are in the setting of Theorem 7.1.3. Be-
low, we only prove the exact observability property for (7.8.13)-(7.8.14). The proof of the admissibility
properties (7.8.16) is similar and is left to the reader.

Assume then that system (7.1.1)-(7.1.3) is admissible and exactly observable. Then, from Theorem
7.1.3, the admissibility and exact observability properties hold in a filtered class Ch(ε/hσ), uniformly
with respect to h > 0, for systems (7.1.8).

By Theorem 7.2.4, there exist positive constants α̃ and β̃ such that for all h > 0, for all ω̃ ∈ R, for
any wave packet

uh =
1√
2

∑
|µhj−ω̃|≤α̃,
λhj≤ε/hσ

aj

 i

µhj
Φh
j

Φh
j

 =
(
u0h

u1h

)
,
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where µhj =
√
λhj for j > 0, and −

√
λhj for j < 0, the following inequality holds

‖Bhu1h‖2Y ≥ β̃
2
(
‖u1h‖2h +

∥∥∥A1/2
0h u0h

∥∥∥2

h

)
= 2β̃2 ‖u1h‖2h . (7.8.19)

Now, take a positive number ω, and consider zh a wave packet

zh =
∑

|λhj−ω|≤α,
λhj≤ε/hσ

ajΦh
j , (7.8.20)

where α will be chosen later on. Remark that, if

|λhj − ω| ≤ α,

then
|µhj −

√
ω | =

∣∣∣√λhj −√ω∣∣∣ ≤ α

µhj +
√
ω
≤ α√

λh1

≤ α√
λ1
,

where the last estimates come from the positivity of ω and (7.3.24).

Therefore, if α ≤ α̃
√
λ1, applying (7.8.19) in ω̃ =

√
ω to

uh =


∑

|λhj−ω|≤α,
λhj≤ε/hσ

aj
1√
λhj

Φh
j

zh

 ,

we get that for all ω ∈ (0,∞), for any wave packet zh as in (7.8.20), with α ≤ α̃
√
λ1,

‖Bhzh‖Y ≥
√

2β̃ ‖zh‖h .

Criterion (7.2.20) for (7.8.13)-(7.8.14) follows, uniformly with respect to h > 0, by taking

α = min{α̃
√
λ1,
√
λ1}, and β =

√
2β̃.

Indeed, this choice guarantees that, for ω ≤ 0, Jα(ω) is empty.

Therefore Theorem 7.2.5 applies and yields (7.8.18).

Under the assumptions of Theorem 7.8.4, it is very likely that systems (7.8.13)-(7.8.14) are uni-
formly exactly observable in any time T > 0, but our methods do not yield this result. Indeed, the
proof of [26] in the continuous setting does not apply in our case. It uses a compactness argument to
deal with the low-frequency components of the solutions, and this cannot be done in our setting.

7.9 Further comments

1. One of the interesting features of the approach presented here is that it works in any dimension
and in a very general setting. To our knowledge, this is the first work (namely with the companion
paper [10]) which proves in a systematic way observability properties for space semi-discrete systems
from the ones of the continuous setting.
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7.9. Further comments

2. A widely open question consists in finding the sharp filtering scale. We think that the works [6,
7], which present a study of the observability properties of the 1d wave equation in highly heterogeneous
media, might give some insights to address this issue. In [6, Paragraph 3.3.1], it is interesting to notice
that, as in Theorem 7.1.3, the exponent 2/3 appears naturally as a critical value when comparing the
spectrum of the wave operators corresponding to the oscillating media and the one of the homogenized
wave operator. Though, in [6], it is proved that observability properties still hold when filtering the
data at a higher scale.

3. In this article, we assumed that the continuous systems are exactly observable. However, there
are several important models of vibrations where the energy is only weakly observable. That is the
case for instance for networks of vibrating strings [8] or when the Geometric Control Condition is
not fulfilled (see [2, 22]). It would be interesting to address the observability issues for the space
semi-discretizations of such systems. To our knowledge, this issue is widely open.

Acknowledgements. The author acknowledges Jean-Pierre Puel, Enrique Zuazua and Marius
Tucsnak for their fruitful comments.
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Chapter 8

Control and stabilization property for
a singular heat equation with an
inverse square potential

———————————————————————————————————————————–
Abstract: The goal of this article is to analyze control properties of parabolic equations with a
singular potential −µ/|x|2, where µ is a real number. When µ ≤ (N −2)2/4, it was proved in [19] that
the equation can be controlled to zero with a distributed control which surrounds the singularity. In
the present work, using Carleman estimates, we will prove that this assumption is not necessary, and
that we can control the equation from any open subset as for the heat equation. Then we will study
the case µ > (N − 2)2/4, and prove that the situation changes completely: Indeed, we will consider a
sequence of regularized potentials µ/(|x|2 + ε2), and prove that we cannot stabilize the corresponding
systems uniformly with respect to ε > 0, due to the presence of explosive modes which concentrate
around the singularity.
———————————————————————————————————————————–

8.1 Introduction

Let N ≥ 3 and consider a smooth bounded domain Ω ⊆ RN such that 0 ∈ Ω, and let ω ⊂ Ω be
a non-empty open set.
We are interested in the control and stabilization properties of the following equation

∂tu−∆xu−
µ

|x|2
u = f, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω,

(8.1.1)

where u0 ∈ L2(Ω). Here, f ∈ L2((0, T );H−1(Ω)) is the control that we assume to be null in Ω\ω̄, that
is

∀θ ∈ D(Ω\ω̄), θf = 0 in L2((0, T );H−1(Ω)). (8.1.2)

First of all, let us briefly mention that the Cauchy problem with such singular potential is not
straightforward. Indeed, it has been proved that there is a critical value µ∗(N) = (N − 2)2/4 of µ
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which determines the well-posedness of (8.1.1). Actually, this problem is strongly related to the Hardy
inequality:

∀u ∈ H1
0 (Ω), µ∗(N)

∫
Ω

u2

|x|2
dx ≤

∫
Ω
|Ou|2 dx, (8.1.3)

where µ∗(N) is the optimal constant. Note that equality in (8.1.3) is not attained.

The first work [1] on the Cauchy problem was considering positive initial data. In [1], it was proved
that if µ ≤ µ∗(N) and if the initial data u0 is positive, then equation (8.1.1) has a global weak solution
whereas if µ > µ∗(N), then equation (8.1.1) has no solution if u0 > 0 and f ≥ 0, even locally in time
(see also [4]).

Actually, the Cauchy problem properties for equation (8.1.1) can be deduced from generalizations
of the Hardy inequality (8.1.3). Studying more precisely (8.1.3), it is proved in [20] that the Cauchy
problem is well-posed in L2(Ω) for any µ ≤ µ∗(N). A precise functional setting is given even in the
special case µ = µ∗(N) (see [20]).

The objective of the present paper is twofold. First, when µ ≤ µ∗(N), we will prove the null-
controllability of (8.1.1) with a control f ∈ L2((0, T );L2(ω)). Second, we will show that when µ >
µ∗(N), there is no way to stabilize system (8.1.1) with a control supported in ω in a reasonable sense
when 0 /∈ ω̄.

The null-controllability problem reads as follows: Given any u0 ∈ L2(Ω), find a function f ∈
L2(ω × (0, T )) such that the solution of (8.1.1) satisfies

u(x, T ) = 0, x ∈ Ω. (8.1.4)

The controllability issue was already discussed under the assumption µ ≤ µ∗(N) in the recent
work [19], in the special case where ω contains an annulus centered in the singularity. The authors
of [19] need this assumption since their proof strongly uses a decomposition in spherical harmonics
which allows to reduce the problem to the study of 1-d singular equations. J. Le Rousseau mentioned
an argument in [19] to relax this strong geometric assumption into these two conditions: ω circles the
singularity, and the exterior part of ω contains an annular set centered in the singularity. Even with
this improvement, a non-trivial geometric assumption on ω is needed. Our purpose is to prove that
we can actually remove this assumption and consider any non-empty open subset ω of Ω.

Theorem 8.1.1. Let µ be a real number such that µ ≤ µ∗(N).

Given any non-empty open set ω ⊂ Ω, for any T > 0 and u0 ∈ L2(Ω), there exists a control
f ∈ L2((0, T ) × ω) such that the solution of (8.1.1) satisfies (8.1.4). Besides, there exists a constant
CT such that

‖f‖L2((0,T )×ω) ≤ CT ‖u0‖L2(Ω) . (8.1.5)

Following the by now classical HUM method ([16]), the controllability property is equivalent to an
observability inequality for the adjoint system

∂tw + ∆xw +
µ

|x|2
w = 0, (x, t) ∈ Ω× (0, T ),

w(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
w(x, T ) = wT (x), x ∈ Ω.

(8.1.6)

236



8.1. Introduction

More precisely, when µ ≤ µ∗(N), we need to prove that there exists a constant C such that for all
wT ∈ L2(Ω), the solution of (8.1.6) satisfies∫

Ω

|w(x, 0)|2 dx ≤ C
∫∫

ω×(0,T )

|w(x, t)|2 dx dt. (8.1.7)

In order to prove (8.1.7), we will use a particular Carleman estimate, which is by now a classical
technique in control theory, see for instance [2, 9, 10, 11, 12, 13, 14]. . . Indeed, the Carleman estimate
we will derive later implies that for any solution w of (8.1.6),∫∫

Ω×(T
4
, 3T

4
)

|w(x, t)|2 dx dt ≤ C
∫∫

ω×(0,T )

|w(x, t)|2 dx dt, (8.1.8)

which directly implies inequality (8.1.7) since t 7→ ‖w(t, .)‖2L2(Ω) is increasing by the Hardy inequality
(8.1.3).

The Carleman estimate derived here is inspired by the works [5, 17] on 1-d degenerate heat equa-
tions, the recent paper [19] which is inspired from the methods and results in [5, 17] to obtain radial
estimates, and the article [13] on the controllability of the heat equation in any dimension. As in
[5, 17, 19, 13], the major difficulty is to choose a special weight function appearing in the Carleman
estimate. In [19], this has been done in the 1d case only, using spherical harmonics to recover results in
the multi-d case, but with an extra geometric condition on the support of the control region. We thus
adapt the results in [19] to derive directly Carleman estimates without using a spherical harmonics
decomposition, in order to avoid the use of the geometric condition needed in [19].

Let us briefly present the existing results concerning the observability properties of a parabolic
equation with a potential V :

∂tz + ∆xz + V z = 0, (x, t) ∈ Ω× (0, T ),
z(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
z(T ) = zT ∈ L2(Ω).

(8.1.9)

It has been proved in [13] using Carleman estimates that, for potentials V ∈ L∞(Ω×(0, T )), such sys-
tems are observable in the sense of (8.1.7) for any open set ω ⊂ Ω. Later, in [14], this result has been ex-
tended to the case V ∈ L∞((0, T );L2N/3(Ω)). To our knowledge, the case V ∈ L∞((0, T );LN/2+ε(Ω))
with ε > 0 is still open. Note that our work presents a case in which the potential V = µ/|x|2 is not in
LN/2(Ω), and therefore none of these results applies. In this context, it is worth mentioning the work
[15] which proves the strong unique continuation property for system (8.1.9) for a general potential
V ∈ L(N+1)/2(Ω× (0, T )).

The second part of this work is devoted to the case µ > µ∗(N). In this case, the Cauchy problem
is severely ill-posed as proved in [1] and [4]. Indeed, if u0 is positive and f = 0 in (8.1.1), there is
complete instantaneous blow-up, which makes impossible to define a reasonable solution. However, it
does not answer to the following stabilization problem:

Given u0 ∈ L2(Ω), can we find a control f ∈ L2((0, T );H−1(Ω)) localized in ω such that there
exists a solution u ∈ L2((0, T );H1

0 (Ω)) of (8.1.1) ?

In other words, we ask whether it is possible or not to prevent from blow-up phenomena by
acting only on a subset. Before going further, note that if u ∈ L2((0, T );H1

0 (Ω)) satisfies (8.1.1) with
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Chapter 8. Control and stabilization property for a singular heat equation

f ∈ L2((0, T );H−1(Ω)), then ∂tu ∈ L2((0, T );H−1(Ω)), and therefore u ∈ C([0, T ];L2(Ω)), and the
equality u(0) = u0 in (8.1.1) makes sense.

Following the ideas of optimal control, for any u0 ∈ L2(Ω), we consider the functional

Ju0(u, f) =
1
2

∫∫
Ω×(0,T )

|u(t, x)|2 dx dt +
1
2

T∫
0

‖f(t)‖2H−1(Ω) dt, (8.1.10)

defined on the set

C(u0) =
{

(u, f) ∈ L2((0, T );H1
0 (Ω))× L2((0, T );H−1(Ω)) such that u

satisfies (8.1.1) with f as in (8.1.2)
}
. (8.1.11)

We say that we can stabilize system (8.1.1) if we can find a constant C such that

∀u0 ∈ L2(Ω), inf
(u,f)∈C(u0)

Ju0(u, f) ≤ C ‖u0‖2L2(Ω) . (8.1.12)

Of course, this property strongly depends on the set ω where the stabilization is effective. Especially,
when 0 ∈ ω, (8.1.12) holds (see Section 8.4 B1).

When 0 /∈ ω̄, the situation is more intricate. Therefore we focus our study on this particular case,
and give a severe obstruction, in this case, to the stabilization property (8.1.12).

More precisely, for ε > 0, we approximate (8.1.1) by the systems
∂tu−∆xu−

µ

|x|2 + ε2
u = f, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω.

(8.1.13)

For these approximate problems, the Cauchy problem is well-posed. Therefore we can consider the
functionals

Jεu0
(f) =

1
2

∫∫
Ω×(0,T )

|u(x, t)|2 dx dt +
1
2

T∫
0

‖f(t)‖2H−1(Ω) dt, (8.1.14)

where f ∈ L2((0, T );H−1(Ω)) is localized in ω in the sense of (8.1.2) and u is the corresponding
solution of (8.1.13). We prove the following:

Theorem 8.1.2. Assume that µ > µ∗(N), and that 0 /∈ ω̄.

There is no constant C such that for all ε > 0, and for all u0 ∈ L2(Ω),

inf
f ∈ L2((0, T );H−1(Ω))

f as in (8.1.2)

Jεu0
(f) ≤ C ‖u0‖2L2(Ω) . (8.1.15)

In particular, this result implies that the stabilization of (8.1.1) is impossible to attain through
regularization processes when µ > µ∗(N) and 0 /∈ ω̄, and that we cannot prevent the system from
blowing up.

Let us briefly mention the related work [12], which presents a study of the control properties of
weakly blowing-up semi-linear heat equations, which deals with a similar question as the one asked
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8.2. Null controllability in the case µ ≤ µ∗(N)

here. In particular, in [12], examples of systems are given for which blow up may occur in finite time,
but this blow-up can be controlled in any time for any initial data.

The structure of the paper is the following. In Section 8.2, we give the proof of Theorem 8.1.1
for µ ≤ µ∗(N), or, to be more precise, of inequality (8.1.7) for the solutions of the adjoint equation
(8.1.6). In Section 8.3, we prove that when µ > µ∗(N) we cannot uniformly stabilize system (8.1.1),
in the sense of Theorem 8.1.2. In Section 8.4, we add some comments.

Acknowledgments.
The author acknowledges the hospitality and support of IMDEA Matemáticas, where this work was
completed. The author would like to thank E. Zuazua for having invited him in the IMDEA several
months and for having suggested this work. The author also thanks J.-P. Puel for fruitful discussions
and remarks.

8.2 Null controllability in the case µ ≤ µ∗(N)

First of all, to simplify the presentation, we assume that 0 /∈ ω̄, that can always be done, taking if
necessary a smaller set. We also assume that the unit ball B̄(0, 1) is included in Ω and B̄(0, 1) ∩ ω̄ is
empty. This can always be done by a scaling argument.

8.2.1 Carleman estimate

As said in the introduction, the main tool we use to address the observability inequality (8.1.8) is a
Carleman estimate. However, since it is based on tedious computations, we postpone the proofs of
several technical lemmas in Subsection 8.2.3.

The major problem when designing a Carleman estimate is the choice of a smooth weight function
σ, which is in general assumed to be positive, and to blow up as t goes to zero and as t goes to T .
Hence we are looking for a weight function σ that satisfies: σ(t, x) > 0, (x, t) ∈ Ω× (0, T ),

lim
t→0+

σ(t, x) = lim
t→T−

σ(t, x) = +∞, x ∈ Ω. (8.2.1)

More precisely, we propose the weight

σ(t, x) = sθ(t)
(
e2λ supψ − 1

2
|x|2 − eλψ(x)

)
(8.2.2)

where s and λ are positive parameters aimed at being large,

θ(t) =
( 1
t(T − t)

)3
, (8.2.3)

and ψ is a function satisfying 
ψ(x) = ln(|x|), x ∈ B(0, 1),
ψ(x) = 0, x ∈ ∂Ω,
ψ(x) > 0, x ∈ Ω\B̄(0, 1),

(8.2.4)
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Chapter 8. Control and stabilization property for a singular heat equation

and there exists an open set ω0 such that ω̄0 ⊂ ω and δ > 0 such that

|Oψ(x)| ≥ δ, x ∈ Ω̄\ω0. (8.2.5)

The existence of such function ψ is not straightforward but can be easily deduced from the construction
given in [13].

Indeed, there exists a smooth function which extends ln(|x|) outside the ball, which vanishes on
the boundary, and with finitely many critical points, since this property is generically true. Then it
is sufficient to consider such a function, and to move its critical points into ω0 without modifying the
function in B(0, 1). This can be done following the construction given in [13].

Note that the weight function σ defined by (8.2.2) indeed satisfies (8.2.1) and is smooth (at least
in C4((0, T )× Ω̄)) when λ is large enough.

To explain this choice for the weight function σ, we point out that in the ball B(0, 1), since ψ is
negative, the weight function σ behaves like

sθ(t)(C − 1
2
|x|2)

when λ is large. This corresponds precisely to the weight given in [17] for dealing with singular 1-d
heat-type equation and in [19] when dealing with the observability around the singularity. On the
contrary, outside the unit ball, since ψ is positive, when λ is large enough, the weight is very close to
the one used for the observability of the heat equation in [13].

To simplify notations, let us denote by φ the function

φ(x) = eλψ(x), (8.2.6)

by O the open set Ω\(B̄(0, 1) ∪ ω̄0) and by Õ the open set Ω\B̄(0, 1).

We are now in position to state the Carleman estimate.

Theorem 8.2.1. There exist positive constants K and λ0 such that for λ ≥ λ0, there exists s0(λ)
such that for all s ≥ s0, any w solution of (8.1.6) satisfies

sλ2

∫∫
Õ×(0,T )

θφe−2σ|Ow|2 dx dt + s

∫∫
Ω×(0,T )

θe−2σ |w|2

|x|
dx dt

+ s3

∫∫
Ω×(0,T )

θ3e−2σ|x|2|w|2 dx dt + s3λ4

∫∫
Õ×(0,T )

θ3φ3e−2σ|w|2 dx dt

≤ K

(
sλ2

∫∫
ω0×(0,T )

θφe−2σ|Ow|2 dx dt + s3λ4

∫∫
ω0×(0,T )

θ3φ3e−2σ|w|2 dx dt

)
. (8.2.7)

Remark 8.2.2. Following the proof carefully, one can check that there exists a constant s1(ψ) > 0 such
that the choice

s0(λ) = s1e
3λ supψ

is convenient in Theorem 8.2.1.
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Remark 8.2.3. We stated the Carleman estimate (8.2.7) in the restrictive setting that we need, but
we can handle a source term. To be more precise, for any w ∈ D([0, T ] × Ω), taking s and λ large
enough, the following holds:

sλ2

∫∫
Õ×(0,T )

θφe−2σ|Ow|2 dx dt + s

∫∫
Ω×(0,T )

θe−2σ |w|2

|x|
dx dt + s(µ∗(N)− µ)

∫∫
Ω×(0,T )

θe−2σ |w|2

|x|2
dx dt

+ s3

∫∫
Ω×(0,T )

θ3e−2σ|x|2|w|2 dx dt + s3λ4

∫∫
Õ×(0,T )

θ3φ3e−2σ|w|2 dx dt

≤ K

( ∫∫
Ω×(0,T )

e−2σ
∣∣∣∂tw + ∆xw +

µ

|x|2
w
∣∣∣2 dx dt + sλ2

∫∫
ω0×(0,T )

θφe−2σ|Ow|2 dx dt

+ s3λ4

∫∫
ω0×(0,T )

θ3φ3e−2σ|w|2 dx dt

)
.

Proof. We present the main ideas and steps of the proof of Theorem 8.2.1, using several technical
Lemmas, that are proved later in Subsection 8.2.3.

Let us first remark that using the density the density of H1
0 (Ω) in L2(Ω), if estimate (8.2.7) holds

for any solution w of (8.1.6) with initial data wT ∈ H1
0 (Ω), then (8.2.7) also holds for any solution w

of (8.1.6) with initial data wT ∈ L2(Ω). We thus prove (8.2.7) only for solutions of (8.1.6) with initial
data in H1

0 (Ω).

Now, let us assume that w is a solution of (8.1.6) for some initial data wT ∈ H1
0 (Ω), and define

z(t, x) = exp(−σ(t, x))w(t, x), (8.2.8)

which obviously satisfies
z(T ) = z(0) = 0 in H1

0 (Ω) (8.2.9)

due to the assumptions (8.2.1) on σ.

Then, plugging w = z exp(σ(t, x)) in the equation (8.1.6), we obtain that z satisfies

∂tz + ∆xz +
µ

|x|2
z + 2Oz · Oσ + z∆xσ + z

(
∂tσ + |Oσ|2

)
= 0, (x, t) ∈ Ω× (0, T ), (8.2.10)

with the boundary condition
z = 0, (x, t) ∈ ∂Ω× (0, T ). (8.2.11)

Let us define a smooth positive radial function α(x) = α(|x|) such that

α(x) = 0, |x| ≤ 1
2
, α(x) =

1
N
, |x| ≥ 3

4
,

0 ≤ α(x) ≤ 1
N
,

1
2
≤ |x| ≤ 3

4
.

(8.2.12)

Setting

Sz = ∆xz +
µ

|x|2
z + z

(
∂tσ + |Oσ|2

)
, Az = ∂tz + 2Oz · Oσ + z∆xσ

(
1 + α

)
, (8.2.13)
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one easily deduces from (8.2.10) that

Sz +Az = −αz∆xσ, ‖Sz‖2 + ‖Az‖2 + 2 < Sz,Az >= ‖αz∆xσ‖2 ,

where ‖·‖ denotes the L2(Ω× (0, T )) norm and < ·, · > the corresponding scalar product. Especially,
the quantity

I =< Sz,Az > −1
2
‖αz∆xσ‖2 (8.2.14)

is non positive.

Lemma 8.2.4. The following equality holds:

I = −2
∫∫

Ω×(0,T )

D2σ(Oz,Oz) dx dt +
∫∫

∂Ω×(0,T )

|∂nz|2 ∂nσds dt

−
∫∫

Ω×(0,T )

|Oz|2∆xσ α dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆2
xσ
(

1 + α
)

dx dt

+
∫∫

Ω×(0,T )

|z|2Oα · O∆xσ dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆xσ ∆xα dx dt

−1
2

∫∫
Ω×(0,T )

|z|2
(
∂2
ttσ + 2∂t

(
|Oσ|2

))
dx dt− 2

∫∫
Ω×(0,T )

|z|2D2σ
(
Oσ,Oσ

)
dx dt

+
∫∫

Ω×(0,T )

α|z|2∆xσ
(
∂tσ + |Oσ|2

)
dx dt− 1

2

∫∫
Ω×(0,T )

α2|z|2|∆xσ|2 dx dt

+µ
∫∫

Ω×(0,T )

|z|2

|x|2
∆xσ α dx dt + 2µ

∫∫
Ω×(0,T )

|z|2

|x|3
∂rσ,

(8.2.15)

where ∂n = ~n ·O, ~n being the normal outward vector on the boundary, ∂r = x
|x| ·O and ds denotes the

trace of the Lebesgue measure on ∂Ω.

For the proof, see Subsection 8.2.3.

Now, we will decompose the term I in (8.2.15) into several terms that we handle separately.

Let us define Il as the sum of the integrals linear in σ which do not have any time derivative:

Il = −2
∫∫

Ω×(0,T )

D2σ(Oz,Oz) dx dt +
∫∫

∂Ω×(0,T )

|∂nz|2 ∂nσds dt

−
∫∫

Ω×(0,T )

|Oz|2∆xσ α dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆2
xσ
(

1 + α
)

dx dt

+
∫∫

Ω×(0,T )

|z|2Oα · O∆xσ dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆xσ ∆xα dx dt

+ µ

∫∫
Ω×(0,T )

|z|2

|x|2
∆xσ α dx dt + 2µ

∫∫
Ω×(0,T )

|z|2

|x|3
∂rσ dx dt. (8.2.16)

Then we have the following estimate:
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Lemma 8.2.5. There exist positive constants such that for λ large enough, we have:

Il ≥ 2s
∫∫

Ω×(0,T )

θ
|z|2

|x|
dx dt + sN

∫∫
Ω×(0,T )

θα|Oz|2 dx dt

+ C1sλ
2

∫∫
Õ×(0,T )

θφ|Oz|2 dx dt− C2sλ
2

∫∫
ω0×(0,T )

θφ|Oz|2 dx dt

− C3sλ
4

∫∫
Ω×(0,T )

θ|z|2 dx dt− C4sλ
4

∫∫
Õ×(0,T )

θφ|z|2 dx dt. (8.2.17)

Again, the proof is given in Subsection 8.2.3. Note that the proof of Lemma 8.2.5 uses an improved
form of the Hardy inequality (8.1.3), which can be found for instance in [18], namely:

Lemma 8.2.6. There exists a positive constant C5 > 0, such that

µ∗(N)
∫

Ω

|z|2

|x|2
dx +

∫
Ω

|z|2

|x|
dx ≤

∫
Ω
|Oz|2 dx + C5

∫
Ω
|z|2 dx, z ∈ H1

0 (Ω). (8.2.18)

Of course, this inequality also holds for µ < µ∗(N).

We then consider the integrals involving non-linear terms in σ and without any time derivative,
that is

Inl = −2
∫∫

Ω×(0,T )

|z|2D2σ
(
Oσ,Oσ

)
dx dt +

∫∫
Ω×(0,T )

α|z|2∆xσ|Oσ|2 dx dt

− 1
2

∫∫
Ω×(0,T )

α2|z|2|∆xσ|2 dx. (8.2.19)

Then, with σ as in (8.2.2), we obtain (see Subsection 8.2.3) that

Lemma 8.2.7. There exist positive constants such that for λ large enough, for s ≥ s0(λ),

Inl ≥ C6s
3

∫∫
Ω×(0,T )

θ3|x|2|z|2 dx dt + C7s
3λ4

∫∫
Õ×(0,T )

θ3φ3|z|2 dx dt

− C8s
3λ4

∫∫
ω0×(0,T )

θ3φ3|z|2 dx dt. (8.2.20)

We finally estimate the terms involving the time derivatives in σ:

It = −1
2

∫∫
Ω×(0,T )

|z|2
(
∂2
ttσ + 2∂t

(
|Oσ|2

))
dx dt +

∫∫
Ω×(0,T )

α|z|2∆xσ∂tσ dx dt. (8.2.21)

We also add to It the integrals appearing in Lemma 8.2.5 that we want to get rid of and define

Ir = It − C3sλ
4

∫∫
Ω×(0,T )

θ|z|2 dx dt− C4sλ
4

∫∫
Õ×(0,T )

θφ|z|2 dx dt. (8.2.22)

Then we have to prove that Ir is negligible with respect to the positive terms in (8.2.17) and (8.2.20).
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Lemma 8.2.8. For any λ large enough, there exists s0(λ) such that for s ≥ s0(λ),

|Ir| ≤ s
∫∫

Ω×(0,T )

θ
|z|2

|x|
dx dt +

C6

2
s3

∫∫
Ω×(0,T )

θ3|x|2|z|2 dx dt +
C7

2
s3λ4

∫∫
Õ×(0,T )

θ3φ3|z|2 dx dt, (8.2.23)

where C6 and C7 are as in (8.2.20).

Using (8.2.14) and Lemmas 8.2.5, 8.2.7 and 8.2.8, whose proofs are postponed to Subsection 8.2.3,
we obtain a Carleman estimate in the z variable. Undoing the change of variable (8.2.8) provides the
Carleman estimate (8.2.7).

8.2.2 From the Carleman estimate to the Observability inequality

In this Subsection, we explain why the Carleman estimate (8.2.7) implies the observability inequality
(8.1.8).

We fix λ > λ0 and s > s0(λ) such that (8.2.7) holds. These parameters now enter in the constant
K: ∫∫

Ω×(0,T )

θe−2σ |w|2

|x|
dx dt ≤ K

∫∫
ω0×(0,T )

θφe−2σ|Ow|2 dx dt +K

∫∫
ω0×(0,T )

θ3φ3e−2σ|w|2 dx dt. (8.2.24)

One easily checks the existence of a constant C such that
θ e−2σ 1

|x|
≥ C, (x, t) ∈ Ω×

[T
4
,
3T
4

]
,

θ φ e−2σ ≤ Ce−σ, (x, t) ∈ ω0 × (0, T ),

θ3φ3e−2σ ≤ C, (x, t) ∈ ω0 × (0, T ).

Thus, (8.2.24) implies∫∫
Ω×(T/4,3T/4)

|w|2 dx dt ≤ K
∫∫

ω0×(0,T )

e−σ|Ow|2 dx dt +K

∫∫
ω0×(0,T )

|w|2 dx dt. (8.2.25)

Therefore to obtain inequality (8.1.8), it is sufficient to prove the following lemma:

Lemma 8.2.9 (Cacciopoli’s inequality). Let σ̄ : (0, T ) × ω̄ → R∗+ be a smooth nonnegative function
such that

σ̄(t, x)→ +∞ as t→ 0+ and as t→ T−.

There exists a constant C independent of µ ≤ µ∗(N) such that any solution w of (8.1.6) satisfies∫∫
ω0×(0,T )

e−σ̄|Ow|2 dx dt ≤ C
∫∫

ω×(0,T )

|w|2 dx dt. (8.2.26)

The proof of this lemma is given for instance in [19, Lemma III.3]. This obviously implies (8.1.8)
by taking σ̄ = σ in Lemma 8.2.9, since σ satisfies (8.2.1). It follows that inequality (8.1.7) holds as
well and, by the classical HUM duality ([16]), this proves Theorem 8.1.1.
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8.2.3 Proofs of technical Lemmas

Here we present the proofs of the technical Lemmas stated in Subsection 8.2.1. This part can be
skipped in a first lecture. In this subsection, all the constants are positive and independent of λ or s.

Proof of Lemma 8.2.4. To make the computations easier, we define

S1z = ∆xz, S2z =
µ

|x|2
z, S3z = z

(
∂tσ + |Oσ|2

)
,

A1z = ∂tz, A2z = 2Oz · Oσ, A3z = z∆xσ
(
1 + α

)
,

(8.2.27)

and denotes by Iij the scalar product < Si, Aj >. We will compute each term using integration by
parts and the boundary conditions (8.2.9) and (8.2.11).

Computation of I11:

I11 =
∫∫

Ω×(0,T )

∆xz ∂tz dx dt = −
∫∫

Ω×(0,T )

∂t

( |Oz|2
2

)
dx dt = 0, (8.2.28)

where the last identity is justified by (8.2.9).

Computation of I12: Note that, since z vanishes on the boundary, its gradient Oz on the boundary
is normal to the boundary, and therefore Oz = ∂nz ~n, where ~n denotes the normal outward vector on
the boundary.

I12 = 2
∫∫

Ω×(0,T )

∆xz Oz · Oσ dx dt

= −2
∫∫

Ω×(0,T )

Oz · O
(
Oz · Oσ

)
dx dt + 2

∫∫
∂Ω×(0,T )

|∂nz|2 ∂nσds dt,

Besides, one can check that

Oz · O
(
Oz · Oσ

)
=

1
2
O
(
|Oz|2

)
· Oσ +D2σ(Oz,Oz).

It follows easily that

I12 =
∫∫

Ω×(0,T )

|Oz|2∆xσ dx dt− 2
∫∫

Ω×(0,T )

D2σ(Oz,Oz) dx dt +
∫∫

∂Ω×(0,T )

|∂nz|2 ∂nσds dt. (8.2.29)

Computation of I13:

I13 =
∫∫

Ω×(0,T )

∆xz z∆xσ
(

1 + α
)

dx dt = −
∫∫

Ω×(0,T )

Oz · O
(
z∆xσ

(
1 + α

))
dx dt.

Thus we obtain

I13 = −
∫∫

Ω×(0,T )

|Oz|2∆xσ
(

1 + α
)

dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆2
xσ
(

1 + α
)

dx dt

+
∫∫

Ω×(0,T )

|z|2Oα · O∆xσ dx dt +
1
2

∫∫
Ω×(0,T )

|z|2∆xσ ∆xα dx dt. (8.2.30)
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Computation of I21: As in (8.2.28), using (8.2.9), one easily checks that

I21 = 0. (8.2.31)

Computation of I22:

I22 = µ

∫∫
Ω×(0,T )

1
|x|2
O
(
|z|2
)
· Oσ dx dt

= −µ
∫∫

Ω×(0,T )

|z|2

|x|2
∆xσ dx dt + 2µ

∫∫
Ω×(0,T )

|z|2

|x|3
∂rσ dx dt. (8.2.32)

Computation of I23:

I23 = µ

∫∫
Ω×(0,T )

|z|2

|x|2
∆xσ

(
1 + α

)
dx dt. (8.2.33)

Computation of I31:

I31 =
1
2

∫∫
Ω×(0,T )

∂t

(
|z|2
)(
∂tσ + |Oσ|2

)
dx dt = −1

2

∫∫
Ω×(0,T )

|z|2∂t
(
∂tσ + |Oσ|2

)
dx dt. (8.2.34)

Computation of I32:

I32 =
∫∫

Ω×(0,T )

O
(
|z|2
)
· Oσ

(
∂tσ + |Oσ|2

)
dx dt.

It follows that

I32 = −
∫∫

Ω×(0,T )

|z|2∆xσ
(
∂tσ + |Oσ|2

)
dx dt

−
∫∫

Ω×(0,T )

|z|2Oσ · O
(
∂tσ
)
− 2

∫∫
Ω×(0,T )

|z|2D2σ
(
Oσ,Oσ

)
dx dt. (8.2.35)

Computation of I33:

I33 =
∫∫

Ω×(0,T )

|z|2∆xσ
(
∂tσ + |Oσ|2

)(
1 + α

)
dx dt. (8.2.36)

Lemma 8.2.4 follows directly from these computations.

Proof of Lemma 8.2.5. Since the integral Il is linear in σ, we decompose σ as

σ = sθ(t)e2λ supψ + σx2(t, x) + σφ(t, x),
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with

σx2(t, x) = −sθ(t) |x|
2

2
, σφ(t, x) = −sθ(t)φ(x).

Note that the term sθ exp(2λ supψ) in σ does not appear in the computations of Il, since it is constant
in the space variable, and each integral in (8.2.16) involves space derivatives.

We then define Il,x2 and Il,φ as the terms in Il corresponding respectively to σx2 and σφ.

First, we compute Il,x2 . In this case, all the computations are explicit:

Il,x2 = 2s
∫∫

Ω×(0,T )

θ|Oz|2 dx dt− s
∫∫

∂Ω×(0,T )

θ|∂nz|2~x · ~nds dt

+ sN

∫∫
Ω×(0,T )

θα|Oz|2 dx dt− sN
2

∫∫
Ω×(0,T )

θ|z|2∆xα dx dt

− sµN
∫∫

Ω×(0,T )

θα
|z|2

|x|2
dx dt− 2sµ

∫∫
Ω×(0,T )

θ
|z|2

|x|2
dx dt.

Thus, from the Hardy improved inequality (8.2.18), since θ only depends on the time variable t and
since α vanishes on B(0, 1/2) by (8.2.12), there exists a constant such that

Il,x2 ≥ 2s
∫∫

Ω×(0,T )

θ
|z|2

|x|
dx dt + sN

∫∫
Ω×(0,T )

θα|Oz|2 dx dt

− s
∫∫

∂Ω×(0,T )

θ|∂nz|2~x · ~nds dt− Cs
∫∫

Ω×(0,T )

θ|z|2 dx dt. (8.2.37)

Second, let us consider Il,φ. To simplify, we decompose this integral into the integrals Il,φ,1 in
B(0, 1) and Il,φ,2 outside B(0, 1).

In the unit ball, φ(x) = |x|λ and then, all the computations are explicit. Especially, φ is convex
(at least for λ > 1, which can be assumed since λ is aimed at being large), and therefore D2φ(ξ, ξ) is
a positive quadratic form in ξ, and ∆xφ > 0. Besides, all the terms

∆2
xφ, O∆xφ, ∆xφ,

∆xφ

|x|2
,
∂rφ

|x|3

are bounded by Cλ4|x|λ−4 for λ large enough (namely λ > 4). Then

Il,φ,1 ≥ −Csλ4

∫∫
B(0,1)×(0,T )

θ(t)|x|λ−4|z|2 dx dt. (8.2.38)

Outside the unit ball, the computations are more intricate. First, let us compute the first derivative
of φ:

Oφ = λφOψ, ∂2
i,jφ = λφ∂2

i,jψ + λ2φ ∂iψ ∂jψ,

∆xφ = λφ∆xψ + λ2φ|Oψ|2. (8.2.39)
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Besides, due to the particular choice of ψ, and especially (8.2.5), one can get the following estimates :

2D2φ(ξ, ξ) + α∆xφ|ξ|2 ≥ Cλ2φ|ξ|2, ξ ∈ RN , x ∈ O,∣∣∣2D2φ(ξ, ξ) + α∆xφ|ξ|2
∣∣∣ ≤ Cλ2φ|ξ|2, ξ ∈ RN , x ∈ ω0,

|∆2
xφ|+ |∆xφ|+ |Oφ|+ |∂rφ|+ |O∆xφ| ≤ Cφλ4, x ∈ Õ,

for λ large enough. Hence we deduce that

Il,φ,2 ≥ Csλ2

∫∫
O×(0,T )

θφ|Oz|2 dx dt− sλ
∫∫

∂Ω×(0,T )

θφ|∂nz|2Oψ · ~nds dt

− Csλ4

∫∫
Õ×(0,T )

θφ|z|2 dx dt− sλ2

∫∫
ω0×(0,T )

θφ|Oz|2 dx dt. (8.2.40)

Taking λ large enough, due to the properties (8.2.4) and (8.2.5), the sum of boundary terms in
(8.2.37) and in (8.2.40) is positive. Indeed, from (8.2.4) and (8.2.5), Oψ · ~n = −|Oψ| ≤ −δ, and thus
the choice λ ≥ diam(Ω)/δ, where diam(Ω) is the diameter of Ω, is convenient.

Hence, combining (8.2.37), (8.2.38) and (8.2.40) gives Lemma 8.2.5.

Proof of Lemma 8.2.7. Again, we handle separately the integrals Inl1 in the unit ball and Inl2 outside
the unit ball. This is needed since the terms |x|2 and φ of σ (see (8.2.2)) do not have the same order
inside and outside the unit ball.

Notice that, in the unit ball, Oσ = −sθx
(

1 + λ|x|λ−2
)
,

∆xσ = −sθ
(
N + λ(N + λ− 2)|x|λ−2

)
.

(8.2.41)

Hence we compute explicitly the terms appearing in the integrals for a radial vector ξ of RN , which
is the case of Oσ in the unit ball:

α∆xσ|ξ|2 − 2D2σ(ξ, ξ) = sθ
(

(2− αN)|ξ|2 + 2λ|x|λ−2|ξ|2 + λ|x|λ−4|ξ|2
(
(2− α)λ− 4− α(N + 2)

))
.

Thus we can take λ large enough such that

− 2
∫∫

B(0,1)×(0,T )

|z|2D2σ
(
Oσ,Oσ

)
dx dt +

∫∫
B(0,1)×(0,T )

α|z|2∆xσ|Oσ|2 dx dt

≥ Cs
∫∫

B(0,1)×(0,T )

θ|z|2|Oσ|2 dx dt ≥ s3

∫∫
B(0,1)×(0,T )

θ3|x|2|z|2 dx dt. (8.2.42)

The last term in (8.2.19) can be absorbed, since from (8.2.41), we have∣∣∆xσ
∣∣2 ≤ Cs2θ2λ4.
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Indeed, combined with the assumption (8.2.12) on the support of α, the last integral in (8.2.19) satisfies∫∫
B(0,1)×(0,T )

α2|z|2|∆xσ|2 dx dt ≤ Cs2λ4

∫∫
B(0,1)×(0,T )

θ2|x|2|z|2 dx dt.

Then taking s large, for instance s > Cλ4, we can absorb the third term in (8.2.19), and we obtain
that

Inl1 ≥ Cs3

∫∫
B(0,1)×(0,T )

θ3|x|2|z|2 dx dt. (8.2.43)

Outside the unit ball, due to the particular choice of ψ, and especially (8.2.5), and since ‖α‖L∞(Ω) <
2, as in [13] we remark that, for s and λ large enough,

α∆xσ|Oσ|2 − 2D2σ(Oσ,Oσ) ≥ Cs3λ4θ3φ3, x ∈ O,∣∣∣α∆xσ|Oσ|2 − 2D2σ(Oσ,Oσ)
∣∣∣ ≤ Cs3λ4θ3φ3, x ∈ ω0,

and
|∆xσ|2 ≤ Cs2λ4θ2φ2, x ∈ Õ.

Then, taking s large yields

Inl2 ≥ Cs3λ4

∫∫
Õ×(0,T )

θ3φ3|z|2 dx dt− Cs3λ4

∫∫
ω0×(0,T )

θ3φ3|z|2 dx dt. (8.2.44)

Hence the proof of Lemma 8.2.7 is completed.

Proof of Lemma 8.2.8. First notice that∣∣∣θθ′∣∣∣ ≤ Cθ3,
∣∣∣θ′∣∣∣ ≤ Cθ3,

∣∣∣θ′′∣∣∣ ≤ Cθ5/3.

Then, since α vanishes in B(0, 1/2), bounding the integral in B(0, 1) and Õ using respectively (8.2.39)
and (8.2.41),∣∣∣ ∫∫

Ω×(0,T )

α|z|2∆xσ∂tσ dx dt
∣∣∣ ≤ Cs2λ2e2λ supψ

∫∫
B(0,1)×(0,T )

θ3|x|2|z|2 dx dt

+ Cs2λ2e2λ supψ

∫∫
Õ×(0,T )

θ3φ|z|2 dx dt.

Similarly,∣∣∣ ∫∫
Ω×(0,T )

|z|2∂t
(
|Oσ|2

)
dx dt

∣∣∣ ≤ Cs2λ2

∫∫
B(0,1)×(0,T )

θ3|x|2|z|2 dx dt

+ Cs2λ2

∫∫
Õ×(0,T )

θ3φ2|z|2 dx dt. (8.2.45)
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The remaining term

R = −1
2

∫∫
Ω×(0,T )

|z|2∂2
ttσ dx dt− C3sλ

4

∫∫
Ω×(0,T )

θ|z|2 dx dt− C4sλ
4

∫∫
Õ×(0,T )

θφ|z|2 dx dt

satisfies for λ large enough ∣∣∣R∣∣∣ ≤ Cse2λ supψ

∫∫
Ω×(0,T )

θ5/3|z|2 dx dt. (8.2.46)

Let us then estimate this last integral. Take β a positive number that we will choose later on. Then∫∫
Ω×(0,T )

θ5/3|z|2 dx dt =
∫∫

Ω×(0,T )

(
βθ|x|2/3|z|2/3

)( 1
β
θ2/3|x|−2/3|z|4/3

)
dx dt

≤ β3

3

∫∫
Ω×(0,T )

θ3|x|2|z|2 dx dt +
2

3β3/2

∫∫
Ω×(0,T )

θ
|z|2

|x|
dx dt,

where we used the classical convexity inequality

ab ≤ 1
3
a3 +

2
3
b3/2.

Then we get three constants such that

|Ir| ≤ c1

(
s2λ2 + s2λ2e2λ supψ + se2λ supψβ3

) ∫∫
Ω×(0,T )

θ3|x|2|z|2 dx dt

+ c2

(
s2λ2e2λ supψ + s2λ2

) ∫∫
Õ×(0,T )

θ3φ3|z|2 dx dt + c3se
2λ supψ 1

β3/2

∫∫
Ω×(0,T )

θ
|z|2

|x|
dx dt. (8.2.47)

Thus, for a given λ > 0, choosing β such that

c3e
2λ supψ = β3/2,

there exists s0(λ) such that for any s ≥ s0(λ), inequality (8.2.23) holds.

8.3 Non uniform stabilization in the case µ > µ∗(N)

The goal of this section is to prove Theorem 8.1.2. The proof is divided into two main steps.

First, we prove some basic estimates on the spectrum of the operator

Lε = −∆x −
µ

|x|2 + ε2
(8.3.1)

on Ω with Dirichlet boundary conditions, especially on the first eigenvalue λε0 and the corresponding
eigenfunction φε0. This will be done in Subsection 8.3.1.

Second, we deduce Theorem 8.1.2 in Subsection 8.3.2 by giving a lower bound on the quantity Jεφε0
that goes to infinity when ε→ 0.
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8.3.1 Spectral estimates

Since for ε > 0, the function 1/(|x|2 + ε2) is smooth and bounded in Ω, the spectrum of Lε is formed
by a sequence of real eigenvalues λε0 ≤ λε1 ≤ · · · ≤ λεn ≤ · · · , with λεn → +∞. The corresponding
eigenvectors φεn are a basis of L2(Ω), orthonormal with respect to the L2 scalar product. We choose
φεn of unit L2-norm.

In the sequel, we focus on the bottom of the spectrum -the most explosive mode.

Proposition 8.3.1. Assume that µ > µ∗(N). Then we have that

lim
ε→0

λε0 = −∞. (8.3.2)

and for all α > 0,
lim
ε→0
‖φε0‖H1(Ω\B̄(0,α)) = 0. (8.3.3)

Proof. We argue by contradiction, and assume that λε0 is bounded from below for a subsequence by a
real number C. Then, from the Rayleigh formula we get

∀ε > 0,∀u ∈ H1
0 (Ω), µ

∫
Ω

|u|2

|x|2 + ε2
dx ≤

∫
Ω
|Ou|2 dx− C

∫
Ω
|u|2 dx.

Taking u ∈ D(Ω), we pass to the limit ε→ 0 and get

µ

∫
Ω

|u|2

|x|2
dx ≤

∫
Ω
|Ou|2 dx− C

∫
Ω
|u|2 dx, (8.3.4)

that must therefore hold for any u ∈ H1
0 (Ω) by a density argument.

Now, there exists α0 > 0 such that B(0, α0) ⊂ Ω. We then choose u ∈ H1
0 (B(0, α0)) that we

extend by 0 on RN , and define for a ≥ 1

ua(r) = aN u(ar).

These functions are in H1
0 (B(0, α0)), and therefore in H1

0 (Ω), and we can apply (8.3.4) to them:

a2
(
µ

∫
Ω

|u|2

|x|2
dx−

∫
Ω
|Ou|2 dx

)
≤ −C

∫
Ω
|u|2 dx.

Passing to the limit a→∞, we obtain that

∀u ∈ H1
0 (B(0, α0)), µ

∫
Ω

|u|2

|x|2
dx ≤

∫
Ω
|Ou|2 dx.

Therefore we should have that µ ≤ µ∗(N), since this is the Hardy inequality (8.1.3) in the set B(0, α0),
and then we have a contradiction.

Now, consider the first eigenvector φε0 ∈ H1
0 (Ω) of Lε:

−∆xφ
ε
0 −

µ

|x|2 + ε2
φε0 = λε0φ

ε
0, in Ω. (8.3.5)

Remark that since the potential is smooth in Ω, the function φε0 is smooth by classical elliptic estimates.
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Set α > 0. Let ηα be a nonnegative smooth function that vanishes in B(0, α/2) and equals 1 in
RN\B(0, α) with ‖ηα‖∞ ≤ 1. Multiplying (8.3.5) by ηαφε0, we get:∫

Ω
ηα|Oφε0|2 dx + |λε0|

∫
Ω
ηα|φε0|2 = µ

∫
Ω
ηα
|φε0|2

|x|2 + ε2
dx +

1
2

∫
Ω

∆ηα|φε0|2 dx. (8.3.6)

Therefore, since φε0 is of unit L2-norm, due to the particular choice of ηα, we get

|λε0|
∫

Ω\B(0,α)
|φε0|2 dx ≤ 4µ

α2
+

1
2
‖∆xηα‖L∞(Ω) .

Since |λε0| → ∞ when ε→ 0, we get that for any α > 0,

lim
ε→0

∫
Ω\B(0,α)

|φε0|2 dx = 0. (8.3.7)

Besides, still using (8.3.6) and the particular form of ηα∫
Ω\B(0,α)

|Oφε0|2 dx ≤
(4µ
α2

+
1
2
‖∆xηα‖L∞(Ω)

)∫
Ω\B(0,α/2)

|φε0|2 dx.

Therefore the proof of (8.3.3) is completed by using (8.3.7) for α/2 instead of α.

8.3.2 Proof of Theorem 8.1.2

Fix ε > 0, and choose uε0 = φε0, which is of unit L2-norm. Our goal is to prove that

inf
f ∈ L2((0, T );H−1(Ω))

f as in (8.1.2)

Jεuε0(f) −→
ε→0
∞. (8.3.8)

Let f ∈ L2((0, T );H−1(Ω)) as in (8.1.2), and consider u the corresponding solution of (8.1.13)
with initial data uε0 = φε0.

Set
a(t) =

∫
Ω
u(t, x)φε0(x) dx, b(t) =< f(t), φε0 >H−1(Ω)×H1

0 (Ω) .

Then a(t) satisfies the equation

a′(t) + λε0a(t) = b(t), a(0) = 1.

Duhamel’s formula gives

a(t) = exp(−λε0t) +
∫ t

0
exp(−λε0(t− s)) b(s)ds.

Therefore∫∫
Ω×(0,T )

|u(t, x)|2 dx dt ≥
∫ T

0
a(t)2 dt

≥ 1
2

∫ T

0
exp(−2λε0t) dt−

∫ T

0

(∫ t

0
exp(−λε0(t− s))b(s)ds

)2
dt.(8.3.9)
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Of course,
1
2

∫ T

0
exp(−2λε0t) dt =

1
4|λε0|

(
exp(2|λε0|T )− 1

)
.

The other term satisfies∫ T

0

(∫ t

0
exp(−λε0(t− s))b(s)ds

)2
dt ≤

∫ T

0

(∫ t

0
exp(−2λε0(t− s))ds

)(∫ t

0
|b(s)|2ds

)
dt

≤
∫ T

0

1
2|λε0|

exp(2|λε0|t)
(∫ t

0
|b(s)|2ds

)
dt

≤ 1
4|λε0|2

exp(2|λε0|T )
∫ T

0
|b(s)|2ds.

Besides, from the definition of b and the assumption (8.1.2), we get that

|b(t)|2 ≤ ‖f(t)‖2H−1(Ω) ‖φ
ε
0‖

2
H1(ω) .

Hence we deduce from (8.3.9) that

1
4|λε0|

(
e2|λε0|T − 1

)
≤
∫∫

Ω×(0,T )

|u(t, x)|2 dx dt +
‖φε0‖

2
H1(ω)

4|λε0|2
e2|λε0|T

∫ T

0
‖f(t)‖2H−1(Ω) dt.

Therefore, either
1

8|λε0|

(
e2|λε0|T − 1

)
≤
∫∫

Ω×(0,T )

|u(t, x)|2 dx dt

or
1

8|λε0|

(
e2|λε0|T − 1

)
≤
‖φε0‖

2
H1(ω)

4|λε0|2
e2|λε0|T

∫ T

0
‖f(t)‖2H−1(Ω) dt,

and in any case, for any f as in (8.1.2), we get

Jεuε0(f) ≥ inf

{
e2|λε0|T − 1

16|λε0|
,

|λε0|
4 ‖φε0‖

2
H1(ω)

(
1− e−2|λε0|T

)}
.

This bound blows up when ε→ 0 from the estimates (8.3.2). Indeed, since 0 /∈ ω̄, we can choose α > 0
small enough such that ω ⊂ Ω\B(0, α) and therefore

‖φε0‖H1(ω) ≤ ‖φ
ε
0‖H1(Ω\B(0,α)) −→ε→0

0. �

8.4 Comments

In this article we proposed a study of a parabolic equation with an inverse-square potential −µ/|x|2
from a control point of view, in the two cases µ ≤ µ∗(N), which corresponds to a subcritical case, and
µ > µ∗(N), the surcritical case.

A. When µ ≤ µ∗(N), we have addressed the null-controllability problem for a distributed control
in an arbitrary open subset of Ω. To this end, we have derived a new Carleman inequality (8.2.7)
inspired by the articles [19] and [13].

253



Chapter 8. Control and stabilization property for a singular heat equation

1. Our arguments can be adapted in much more general settings than presented here. For instance,
one can handle several inverse-square singularities: ∂tu−∆xu−

∑
i

µi
|x− xi|2

u = f, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
(8.4.1)

where µi ≤ µ∗(N) for each i and f is localized in some open subset ω ⊂ Ω in the sense of (8.1.2). In
this case, the difficulty will again come from the choice of the weight. Let us assume that the points
xi satisfy the following properties

|xi − xj | ≥ 3, i 6= j, d(xi, ∂Ω) ≥ 3.

Note that by a scaling argument, this can be assumed as soon as the set {xi}i does not have any
accumulation point in Ω̄, which is equivalent to say that they are in finite numbers since Ω is bounded.
In this case, we propose a weight of the form

σ(t, x) = sθ
(
e2λ supψ − 1

2

∑
i

|x− xi|2γ(x− xi)− eλψ(x)
)
,

where λ and s are positive parameters, θ is as in (8.2.3), ψ satisfies
ψ(x) = ln(|x− xi|), x ∈ B(xi, 1),
ψ(x) = 0, x ∈ ∂Ω,
ψ(x) > 0, x ∈ Ω\

(
∪i B̄(xi, 1)

)
,

and (8.2.5), and γ = γ(|x|) is a smooth cut-off function such that

γ(x) = 1, |x| ≤ 1, γ(x) = 0, |x| ≥ 3/2.

Using this weight and following the proof of Theorem 8.2.1, one can prove a Carleman estimate for the
adjoint system of (8.4.1), which still directly implies (8.1.8). However it may occur that the system
(8.4.1) is not dissipative (see [8] where a necessary and sufficient condition is given for a multipolar
potential to be positive on Rn), and therefore we need to explain why inequality (8.1.7) is still implied
by (8.1.8). Following for instance [6, Lemma 2.1], one can prove that

F (t) =
∫

Ω
|w(t, x)|2 dx

satisfies
F ′(t) ≥ −CF (t).

Thus a Gronwall inequality allows us to conclude (8.1.7) from (8.1.8).

2. Note also the dispersive properties (that is Strichartz estimates) of the operators i∂t + P and
∂2
tt + P , with

P = −∆x −
µ

|x|2
,

were studied in the whole space RN , N ≥ 3, in [3]. In [3], it is proved that Strichartz estimates hold
for the Schrödinger and the wave equations provided µ < µ∗(N). This result was generalized to the
critical case µ = µ∗(N) and to the multipolar case in [6]. To complete this picture, we mention [7], in
which a positive potential V of order

log(|x|)2

|x|2
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was constructed in such a way that there exist quasi-modes for P = −∆x + V localized around the
singularity. Note that in this case, the operator P is strongly elliptic since V is positive. To our
knowledge, the controllability properties for the wave or Schrödinger equations with an inverse-square
potential are widely open. Especially, it would be interesting to understand precisely the behavior of
the rays of Geometric Optics around the singularities.

B. When µ > µ∗(N), we have shown that we cannot uniformly stabilize regularized approximations
of (8.1.1) with a control supported in ω when 0 /∈ ω̄.

1. To complete this result, we comment the case 0 ∈ ω, for which the stabilization property (8.1.10)
holds. Given u0 ∈ L2(Ω), we claim that we can find u ∈ L2((0, T );H1

0 (Ω)) and f ∈ L2((0, T );H−1(Ω))
as in (8.1.2) such that u is the solution of (8.1.1) and that Ju0(u, f) ≤ C ‖u0‖2L2(Ω) (see (8.1.10)).

Indeed, denote by χ a smooth function that equals 1 in a neighborhood of 0 and vanishing outside
ω. Then consider the solution u of

∂tu−∆xu− (1− χ)
µ

|x|2
u = 0, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω.

which satisfies u ∈ L2((0, T );H1
0 (Ω)), and ‖u‖L2(0,T ;H1

0 (Ω)) ≤ C ‖u0‖L2 for some constant C. Then
taking f = µχu/|x|2 ∈ L2((0, T );H−1(Ω)) provides an admissible stabilizer with the required property
(8.1.2).

The same argument can also be applied to derive the null-controllability property for (8.1.1) when
0 ∈ ω. Indeed, the results in [13] proves that there exists a control v ∈ L2((0, T ) × ω) such that the
solution of 

∂tu−∆xu− (1− χ)
µ

|x|2
u = v, (x, t) ∈ Ω× (0, T ),

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x), x ∈ Ω.

satisfies u(T ) = 0. Besides, the norms of v in L2((0, T )× ω) and u in L2((0, T );H1
0 (Ω)) are bounded

by the norm of u0 in L2(Ω). Then, taking f = v+ µχu/|x|2 provides a control in L2((0, T );H−1(Ω))
for (8.1.1) that drives the solution to 0 in time T .

2. Since we proved that we cannot uniformly stabilize (8.1.13) when 0 /∈ ω̄, there is no uniform
observability properties such as (8.1.7) for the corresponding adjoint regularized systems.
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