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1 Introduction

1 Introduction

Nonrelativistic quantum mechanics is the study of selfadjoint operators,
which are taking the place of ordinary observables or even describing the
time evolution and, by that, the whole dynamics of an experiment. Interest
is focused onto the time-independent Schrödinger Equation, 1926 described
by Erwin Schrödinger in his famous series of articles in the journal �Annalen
der Physik� (see [Sch26a] and [Sch26b]). For a quantum mechanical state
f(t) at time t he heuristically deduced the time development

i h
df

dt
= Hf.

The operator H is called Hamilton Operator and is itself an observable de-
scribing the total energy of the system. Considering one particle systems,
H takes the form H = H0 +V, where the positive Laplacian H0 = −∆ is the
observable for the kinetic energy and the multiplication operator V for the
potential energy. When in 1906 Hilbert shaped the concept of the spectrum
of an operator he was unaware of the coincidence with the physical spec-
trum that became obvious through the research of Schrödinger. It is still
subject to proli�c scienti�c research, so the spectrum of H describes the
possible bounded and unbounded energy levels of the system and hence
we will take a deep look into the spectrum of H. In scattering theory,
bounded states corresponding to isolated points in the spectrum, because
of lacking scattering capabilities, are of no interest; instead we will centre
on the continuous spectrum. Many potentials are periodic, as encountered
in crystals. The idea is to approximate the system at the lattice points
of atoms of the crystal where the potential V �attracts� the particle. The
eigenfunctions of H are thus assumed to be small at a given distance to
these lattice points. Therefore in the application of the theory we simplify
our life by restricting the phase space to these points � also known as the
tight binding method � and main topics to be answered are the absence
of singularly continuous spectrum and asymptotic completeness.

Fast decaying potentials V have been thoroughly investigated; instead
this work mines anisotropic, non decaying potentials in one dimension.

We now give a short sketch of the main ideas and some well known facts.
In Chapter 2 on the essential spectrum we introduce the needed vocabulary
and general properties of the essential spectrum σess, which is de�ned for
a bounded operator B : H → H, on a complex Hilbert Space H, as the
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1 Introduction

spectrum σ(B) excluding isolated eigenvalues of �nite multiplicity. Assume
that B is also selfadjoint. For f ∈ H we notice that µf(·) := 〈f,EB(·)f〉 on
the Borel sigma algebra B(R) is a measure. With the Lebesgue Measure
Decomposition Theorem we can disassemble µf into a pure point measure,
a measure which is absolutely continuous with respect to the Lebesgue
measure and a singularly continuous measure, singular to the other two.
In return we divide the spectrum σ(B) into the the pure point spectrum
σpp(B), covering the eigenvalues of B and relating to the bounded states
of the quantum mechanical system, and the continuous spectra σac(B) and
σsc(B), relating to scattering states. For details see Section 2.4.

This thesis examines the absence of singularly continuous spectrum for
the discrete Laplace operator ∆ on H = `2(Z) under certain perturbations.
It is introduced in Chapter 3. Let U,U∗ denote the composition with right
and left shift on H, then

∆ := 1 −
1

2
(U+U∗) on `2(Z).

So ∆ is a bounded and selfadjoint convolution operator. Using the unitary
Fourier Transformation F we obtain

F∆F−1 = 1 − cos(Q) on L2(S1).

The operator Q in this expression is de�ned by (Qf)(k) = kf(k), such
that cos(Q) gets its sense from the Spectral Theorem, i.e. cos(Q) means
multiplication with cosine. As in Corollary 3.6, the above equation implies
that σ(∆) = σess(∆) = σac(∆) = [0, 2].

Our aim is to perturb ∆ with di�erent potentials such that no singu-
larly continuous spectrum occurs. Take a potential V0 : Z → R such that
V0(n)→ 0 with |n|→∞. As the di�erence of ∆ and ∆+V0(Q) is a compact
operator, the Weyl Theorem 2.13 ensures

σess(∆+ V0(Q)) = σess(∆) = [0, 2].

This behaviour changes with the limit at in�nity of the potential. Also this
stability is not true for σac, σsc and σpp.

Now add a Barrier potential L : Z 7→ R to ∆ such that L|Z± = l± on
the sets Z+ := N0 and Z− := Z\Z+. In case of l+ = l−, i.e. in case of
constant L, the spectra are shifted by l±, which is easily veri�ed using the
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1 Introduction

de�nitions. In case of l+ 6= l−, using Weyl and Zhislin sequences, we see
that the essential spectrum is shifted in two directions simultaneously, i.e.

σess(∆+ L(Q) + V0(Q)) = σess(∆+ L(Q)) = [0, 2] + {l±}.

To examine the singularly continuous spectrum we return to the more
general selfadjoint and bounded operator B. By way of Proposition 4.1,
taking a dense set G ⊂ H and an interval I, and having for every f ∈ G a
�nite constant c(f) such that supε>0,λ∈I |Im 〈f, (B− λ− iε)−1f〉| 6 c(f), im-
plies that B has purely absolutely continuous spectrum in I. The possible
dependence of c(f) on f makes perturbation theory hard. For the Laplace
operator, we �nd supε>0,λ∈I |〈f, (∆− λ− iε)−1f〉| 6 ‖〈Q〉α f‖2 for an inter-
val I ⊂⊂ (0, 2) and for α > 1/2. Here 〈Q〉 :=

√
1 +Q2. To bring back L,

we split `2(Z) into the direct sum of `2(Z−) and `2(Z+), on which L is con-
stant, so after investigating `2(Z±) separately, we will glue them together.
We obtain for α > 1/2 and for an interval I ⊂⊂ σess(∆+ L)\{l±, l± + 2}

sup
ε>0,λ∈I

∥∥〈Q〉−α (∆+ L(Q) − λ− iε)−1 〈Q〉−α
∥∥ <∞, (1.1)

which we call the Limiting Absorption Principle. This particular result
takes place in Theorem 5.21 and in Proposition 6.4, which rely on com-
mutator methods called the Mourre Theory, see Chapter 4. Again this
estimate covers the claim that the spectrum of ∆ + L(Q) in I is purely
absolutely continuous.

Why is this estimate better suited for perturbation theory? Fix the
operators HL := ∆ + L(Q) and Hκ := HL + κV(Q) for κ ∈ R, taking
V ∈ O(1/|n|

1+ε
) for a �xed ε > 0. For z ∈ C with Re(z) ∈ I and Im(z) > 0

the equation

〈Q〉−α (Hκ − z)−1 〈Q〉−α
(
1 + 〈Q〉α κV 〈Q〉α 〈Q〉−α (HL − z)−1 〈Q〉−α

)
= 〈Q〉−α (HL − z)−1 〈Q〉−α .

holds. Taking α ∈ (1/2, (1 + ε)/2) makes 〈Q〉α V 〈Q〉α bounded. Due to
equation (1.1), the resolvent ofHL in the corresponding weights is uniformly
bounded in z. So for small κ the (1+ ...) expression has a bounded inverse,
which is uniformly bounded in z. This provides

sup
ε>0,λ∈I

∥∥〈Q〉−α (∆+ L(Q) + κV(Q) − λ− iε)−1 〈Q〉−α
∥∥ <∞,
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1 Introduction

implying Hκ has purely absolutely continuous spectrum in I. Theorem 6.5
states this result. For large κ we also have Proposition 6.7.

At last we open Chapter 7 on Scattering Theory, where we introduce
the generalized wave operators

Ω±(A,B) := s- lim
t→∓∞ eiAte−iBtPac(B),

where Pac is the projection onto the absolutely continuous subspace of B.
We discuss the existence and completeness. Calling H± := Ω±(A,B)H

the incoming respectively outgoing states, completeness means that every
outgoing state has exactly one corresponding incoming state and vice versa.
In the Application of the Scattering Theory we explore the existence and
completeness of Ω±(Hκ,HV).

Note that introducing the Barrier potential L has not been explained
before. The central pivot and result of this thesis is the following theorem.

Theorem 1.1 Take H = `2(Z). Let ε > 0 and potentials V,Vs : Z → R
with V ∈ O(1/|n|

1+ε
) and Vs ∈ O(1/n2); let l± ∈ R and L : Z → R such

that L|Z± = l±. Then for Hs := ∆ + L(Q) + Vs(Q) and Hκ := Hs + κV(Q)

where κ ∈ R and for the set D, consisting of the eigenvalues of Hs and of
the points {l±, l± + 2}, we have

i) σess(Hκ) = σess(Hs) = σess(∆) + {l±} = [0, 2] + {l±},

ii) the eigenvalues of Hs excluding {l±, l± + 2} have �nite multiplicity,

iii) the eigenvalues of Hs can accumulate only at {l±, l± + 2},

iv) σess(Hs)\D is purely absolutely continuous,

v) for any given interval I ⊂⊂ ([0, 2] + {l±})\D we �nd a bound for κ
such that Hκ has purely absolutely continuous spectrum in I,

vi) the generalized wave operators Ω±(Hκ,Hs) exist and are complete.

In fact, iv) and v) follow from the stronger Limiting Absorption Principle
for Hs and Hκ, see Theorems 5.21 and 6.5. Moreover ii) holds true for
Vs ∈ O(1/|n|), due to the Virial Theorem 4.11.
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2 Essential Spectrum

2 Essential Spectrum

The essential spectrum is the elementary hinge in the theory to prove Theo-
rem 1.1, i.e. being a close friend with it is necessary. Of course we commence
with its introduction; then Proposition 2.11 and Corollary 2.13 scrutinize
basic properties of its detection and of perturbation. The perfect exami-
nation tool are Weyl sequences and their relatives, the Zhislin sequences
(see De�nitions 2.10 and 2.19). Because selfadjoint operators are unitarily
equivalent to multiplication operators, we will put deep emphasis on ex-
ploring their spectrum. For the spectrum does not look all the same on
the whole range, we clean up this chapter by separating it into the pure
point, absolutely continuous and singularly continuous spectrum. Except
for Proposition 2.20, proofs are standard and can be found in every work
about functional analysis, e.g. [RS] and [Wer].

2.1 Generalities on the Essential Spectrum

For use in spectral theory, we begin with the discussion of basic properties
of sequences in a complex Hilbert Space (H, 〈·, ·〉).

De�nition 2.1 A sequence (fn)n∈N in H is said to
• converge weakly to f, if

〈fn,w〉 → 〈f,w〉 for all w ∈ H

and we write fn ⇀ f or w-limn→∞ fn = f.
• converge strongly to f, if

‖fn − f‖ → 0

and we write fn → f or s-limn→∞ fn = f.

Fix a strongly convergent sequence (fn)n∈N with limit f and say there is
another strong limit f ′. Then, with the help of the triangle inequality, we
have ‖f− f ′‖ 6 ‖f− fn‖+‖fn − f ′‖. Both addends on the right converge to
0, so f and f ′ are equal. Replacing the sequence (fn)n∈N with a weakly con-
vergent one and expressing ‖f− f ′‖2 through 〈f, f− f ′〉− 〈f ′, f− f ′〉 which
is the limit of 〈fn − fn, f− f ′〉 = 0, shows that weak limits are unique.

The name �strong convergence� suggests implication of weak conver-
gence and, on the other hand, weak convergence is not su�cient for strong
convergence:
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2 Essential Spectrum

Example 2.2 Set H = `2(Z) and de�ne fn := e1 + en+1, where (ei)i∈N is
an orthonormal system for H. Parseval's inequality

∑
n∈N |〈g, en〉|2 6 ‖g‖2

implies for all g ∈ H that the product 〈g, en〉 converges to 0 providing that
fn ⇀ e1. Then ‖fn‖2 = 2 6= 1 = ‖e1‖2, so the limit of the norms of the
sequence and the norm of the weak limit disagree. Since ‖fn+1 − fn‖2 = 2

the sequence is no Cauchy Sequence and has therefore no strong limit.

But if the norm-limit of a weakly convergent sequence exists, and agrees
with the norm of the weak limit, the sequence is strongly convergent. We
put these �ndings in the next couple of propositions.

Proposition 2.3 Strong implies weak convergence to the same limit.

Proof: Take a strongly convergent sequence (fn)n∈N with limit f; then
from Cauchy-Schwarz we get

|〈fn − f,w〉| 6 ‖fn − f‖ · ‖w‖.

Hence 〈fn − f,w〉 tends to 0 for all w and the sesquilinearity of the inner
product supplies 〈fn,w〉 → 〈f,w〉. �

Proposition 2.4 Weak convergence and ‖fn‖ → ‖f‖ implies strong con-
vergence.

Proof: Fixing w := f in the weak property gains 〈fn, f〉 → 〈f, f〉, i.e.

〈fn, f〉− 〈f, f〉 → 0. (2.1)

Additionally from ‖fn‖ → ‖f‖ we have

〈fn, fn〉− 〈f, f〉 → 0.

The �rst argument allows us to replace 〈f, f〉 with 〈f, fn〉, so

〈fn, fn〉− 〈f, fn〉 → 0.

We subtract expression (2.1)

0← 〈fn, fn〉− 〈f, fn〉− 〈fn, f〉+ 〈f, f〉
= 〈fn, fn − f〉− 〈f, fn − f〉 = ‖fn − f‖2,

which proves the proposition. �
There are also some weakly convergent sequences that we can not repair

in the sense that there is a strongly convergent subsequence; the sequence
of Example 2.2 is one of such:

6



2 Essential Spectrum

Lemma 2.5 A sequence (fn)n∈N in H with fn ⇀ f ′, but ‖fn‖ → r 6= ‖f ′‖
has no strongly convergent subsequence.

Proof: Without loss of generality we assume fn ⇀ 0 and ‖fn‖ → 1. A
subsequence (fnk)k∈N with limit f would converge weakly to 0, in particular
〈fnk, f〉 → 0. Since 1 = ‖f‖ = 〈f, f〉 = limk→∞ 〈fnk, f〉 there is no such
subsequence. �

We aim to uncover general properties of the essential spectrum; �x a
bounded operator H on H and remember that the spectrum σ(H) is the
set C\{λ ∈ C | (H− λ)−1 is bounded}, consisting of the disjoint discrete and
essential spectrum:

De�nition 2.6 Let H be a bounded operator. We de�ne the
• discrete spectrum σdisc(H) as the set of those λ ∈ σ(H) that are isolated
eigenvalues of �nite multiplicity,
• essential spectrum σess(H) := σ(H)\σdisc(H).

Note that the essential spectrum may still contain isolated points. For
example the essential spectrum of the identity on any in�nite dimensional
Hilbert Space consists solely of the point 1. Instead on �nite dimensional
spaces, the essential spectrum is always empty.

To discern between both kinds of spectrum, we need to look into com-
pact operators.

De�nition 2.7 We call a bounded operator C : H → H compact if the
closure of C ′s image of the closed unit ball is compact, i.e. by de�ning the
closed unit ball S := {x ∈ H | ‖x‖ 6 1}, we require C(S) to be compact.

These operators form a closed subspace within the space of bounded op-
erators on H. Finite rank operators form a dense subspace. This and
more information can be taken from [RS] and [Wer]. You may also �nd
Lemma 2.8, showing a relationship between compact operators and weak
and strong convergence, useful.

Lemma 2.8 Let K : H→ H be compact. K maps

i) weakly convergent sequences (fn)n∈N with fn ∈ H to strongly con-
vergent sequences,

ii) weakly convergent sequences (Wn)n∈N of continuous operators that
are multiplied to K on the right to strongly convergent sequences,

7



2 Essential Spectrum

iii) strongly convergent sequences (Sn)n∈N of continuous operators to uni-
formly convergent sequences.

Proof: i) Take f ∈ H the weak limit of (fn)n∈N. Weakly convergent
sequences are bounded, which we can easily derive from the Principle of
Uniform Boundedness (see [Wer] Korollar IV.2.3). Then for all g ∈ H

〈g,Kfn〉− 〈g,Kf〉 = 〈g,K(fn − f)〉 = 〈K∗g, fn − f〉 →n→∞ 0.

In other words (Kfn)n∈N converges weakly to Kf. Suppose that (Kfn)n∈N

does not converge strongly, i.e. there is some constant ε > 0 and a sub-
sequence (Kfnk)k∈N with ‖Kfnk − Kf‖ > ε. For (fnk)k∈N is bounded and
K compact, (Kfnk)k∈N has got itself a subsequence converging to g 6= Kf

and, as strong convergence implies weak convergence and weak limits are
unique, the supposition is false.

ii) We �xW the weak limit of (Wn)n∈N. Then with i) we have for every
f ∈ H that KWnf converges strongly to KWf.

iii) We �x S the strong limit and, as, by the Principle of Uniform Bound-
edness, strongly convergent sequences are bounded, �x c > 0 a bound of
(Sn)n∈N and then, from the de�nition of the operator norm, clearly ‖S‖ 6 c.
We suppose that SnK does not converge to SK in norm or, to state it more
tangible, there is ε > 0 and a sequence (fn)n∈N in H with ‖fn‖ = 1 such
that

‖SnKfn − SKfn‖ > ε for all n.

Since K is compact and (fn)n∈N bounded there is a strongly converging
subsequence (Kfnj)j∈N of (Kfn)n∈N with limit g ∈ H. For all j

ε 6
∥∥Snj − SKfnj∥∥ =

∥∥(Snj − S)(Kfnj − g+ g)
∥∥

6
∥∥(Snj − S)(Kfnj − g)∥∥+

∥∥(Snj − S)g∥∥.
As Kfnj tends strongly to g we have J1 such that for all j > J1 the estimate∥∥Kfnj − g∥∥ 6 ε/(8c) holds and similarly, as Snj converges strongly, there
is J2 with

∥∥(Snj − S)g∥∥ 6 ε/4 for j > J2. This means for j > max{J1, J2}

ε 6
∥∥(Snj − S)(Kfnj − g)∥∥+

∥∥(Snj − S)g∥∥
6
∥∥Snj(Kfnj − g)∥∥+

∥∥S(Kfnj − g)∥∥+
∥∥(Snj − S)g∥∥

6
εc

8c
+
εc

8c
+
ε

4
=
ε

2
.
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2 Essential Spectrum

This contradiction shows that the initial assumption is wrong and hence
‖SnK− SK‖ → 0. By considering the adjoint of K, we can switch K and Sn
and thence see ‖KSn − KS‖ → 0. �

Compactly supported functions ϕ : R → R characterize both the dis-
crete and the essential spectrum. Taking a small neighbourhood around
a given point λ of the spectrum for support, will produce ϕ(H) that are
either compact or not.

Lemma 2.9 Let H be a bounded, selfadjoint operator. λ ∈ R lies in
σdisc(H) if and only if there is a ζ > 0 such that all ϕ ∈ C∞0 (B(λ, ζ))

with ϕ(λ) 6= 0 applied on H produce compact operators ϕ(H) 6= 0.

Proof: For multiples of the identity the proof is clear, so we can exclude
them from consideration. If λ ∈ σ(H) lies in the discrete spectrum, it is
isolated, so picking ζ := d(σ(H)\ {λ} , λ) gives ζ > 0. So ϕ(H) is a multiple
of an orthogonal projection on the �nite dimensional subspace ker(H − λ)

and hence compact.
On the other hand we have a ϕ such that ϕ ′(λ) 6= 0. Then, by the

spectral theorem applied to compact operators, we write

ϕ(H) = ϕ(λ)E{ϕ(λ)}(ϕ(H)) +
∑
k∈N

ϕ(λk)E{ϕ(λk)}(ϕ(H)) for some N ⊂ N.

As the ϕ(λk) tend to 0, when k → ∞, ϕ(λ) is an isolated eigenvalue of
ϕ(H). As E{ϕ(λk)}(ϕ(H)) = Eϕ−1({λk})(H) this property passes on to H. �

A related way to separate these spectra are Weyl sequences for (H, λ),
λ ∈ R. If such a sequence exists, λ belongs to the essential spectrum.

De�nition 2.10 Let H be a bounded and selfadjoint operator and λ ∈ R.
A sequence (fn)n∈N in H is called a Weyl sequence for (H, λ), if ‖fn‖ = 1,
fn ⇀ 0 and (H− λ)fn → 0.

For the sake of completeness we mention Zhislin sequences being some
special sort of Weyl sequences on H = L2(X), where X is some topological
measure space, and are introduced in De�nition 2.19. Yet we have not
prepared the required tools; instead we support the above claim for Weyl
sequences, which is also in [RS] Volume I, Theorems VII.9 to VII.12.

9



2 Essential Spectrum

Proposition 2.11 Let H be a bounded, selfadjoint operator on H. The
following statements are equivalent.

i) λ ∈ σess(H),

ii) For all ε > 0 the projection E(−ε+λ,λ+ε)(H) is not compact,

iii) For all ϕ ∈ C∞c (R) with ϕ(λ) = 1 the operator ϕ(H) is not compact,

iv) There is a Weyl sequence (fn)n∈N for (H, λ).

Furthermore, the essential spectrum is closed.

Proof: i ⇔ iii) For λ /∈ σ(H) and small support of ϕ, the operators
ϕ(H) are always 0. If λ is part of σ(H) we use the negation of Lemma 2.9.
iii⇒ ii) We prove the contrapositive: Assume there is ε > 0 such that

for Iλ := (−ε + λ, λ + ε) the operator EIλ := EIλ(H) is compact. Then by
the spectral theorem applied to compact operators, the image of EIλ is of
�nite dimension. If the support of ϕ is contained in Iλ then the image of
ϕ(H) is of �nite dimension, so ϕ(H) is compact.
ii⇒ iv) We de�ne a sequence εn := 2−n with a corresponding sequence

of intervals In := (−εn + λ, λ + εn) and note that dim(Im(EIn(H))) = ∞.
Through orthogonalization choose fn ∈ Im(EIn(H)) such that ‖fn‖ = 1 and
〈fn, fm〉 = δm,n, leading to (fn)n∈N ⇀ 0. Now, write H − λ in its integral
form and apply it to fn

(H− λ)fn =

∫
R

(x− λ)dE(x)fn =

∫
In

(x− λ)dE(x)fn.

The absolute value of x− λ is bounded by εn, so (H− λ)fn → 0.
iv⇒ iii) For every f ∈ H we know there is a measure µf with

〈ϕ(H)f,ϕ(H)f〉 =

∫
σ(H)

ϕ(x)2dµf(x).

From continuity of ϕ we get for all ε > 0 a δ = δ(ε) > 0 such that
supx∈Iδ |ϕ(x) − 1| < ε, where Iδ := [−δ+ λ, λ+ δ], Icδ = R\Iδ. Note that

‖(ϕ(H) − 1)fn‖2 =

∫
Iδ

(ϕ(x) − 1)2dµfn(x)︸ ︷︷ ︸
6ε2

+

∫
Icδ

(ϕ(x) − 1)2dµfn(x)

10



2 Essential Spectrum

Using
∫
Icδ

(x− λ)2dµfn(x) 6 ‖(H− λ)fn‖2 → 0, whereas the integrand is

positive and larger than ε2 on Icδ, and the boundedness of ϕ we get

s- lim
n→∞(ϕ(H) − 1)fn = 0.

Therefore for every w ∈ H the product 〈ϕ(H)fn − fn,w〉 → 0 and
hence ϕ(H)fn converges weakly to zero, as

0 = lim
n→∞ 〈ϕ(H)fn − fn,w〉

= lim
n→∞ 〈ϕ(H)fn,w〉− 〈fn,w〉 = lim

n→∞ 〈ϕ(H)fn,w〉 .

The triangle-inequality gives ‖ϕ(H)fn‖ → 1, which we use in combination
with Lemma 2.5 to conclude that (ϕ(H)fn)n∈N has no strongly convergent
subsequence, implying ϕ(H) is not compact.

With these equivalences it is evident that essential spectra are closed;
take a sequence (λn)n∈N in σess(H) converging to λ. Any open interval
I 3 λ contains an interval I ′ embracing some λn, i.e. with EI ′(H) is EI(H)

not compact and therefore λ ∈ σess(H). �
Proposition 2.11 is a major tool to detect and examine the essential

spectrum. Perturbations that do or do not a�ect the essential spectrum of
an operator H0 are also of interest. For example consider c ∈ R, H1 := c1l

and H := H0+H1, then for Weyl sequences we have to shift λ in (H−λ)f→ 0

by c and hence the whole essential spectrum is moved. In Proposition 3.12
we will, by a similar argument, shift the spectrum of the Laplace operator
simultaneously in two directions. Notice that this works for {c} is the
essential spectrum of c. Instead for a �nite rank operator H1, having only
discrete spectrum, we will see σess(H) = σess(H0). This stays true for the
uniform limits of �nite rank operators, i.e. for compact operators. We place
this result into Corollary 2.13 ii), but to open the door to compact operators
we have to step into compactly supported functions ϕ ∈ C∞c (I) on a closed
interval I, which are the uniform limit of polynomials, and with functional
calculus, back to compact operators. To polynomials:

Lemma 2.12 Let R be a ring and A,B ∈ R. Then for n ∈ N holds

An − Bn =

n−1∑
i=0

Ai(A− B)Bn−i−1 (2.2)

11



2 Essential Spectrum

Proof: Clearly (2.2) is true for n = 1. Assume the equation holds for n.

n∑
i=0

Ak(A− B)Bn−i =

n−1∑
i=0

Ai(A− B)Bn−i−1B+An(A− B)

= (An − Bn)B+An(A− B) = An+1 − Bn+1.

This little induction shows the validity of the lemma. �

Corollary 2.13 (Weyl Theorem) Suppose H1, H2 are bounded, selfad-
joint operators and H1 −H2 is compact. Then

i) ϕ(H1) −ϕ(H2) is compact for all ϕ ∈ C∞c (R).

ii) H1, H2 have identical essential spectra.

Proof: i) We can assume ϕ ∈ C∞(I) with some compact interval I con-
taining σ(H1)∪σ(H2). From the Stone-Weierstrass Theorem we know that
restricted polynomials are, with respect to the maximum norm, dense in
C∞(I) and we can choose a sequence (pn)n∈N uniformly converging to ϕ
and hence ‖(pn(H1) − pn(H2)) − (ϕ(H1) −ϕ(H2))‖ → 0. From Lemma
2.12 and since the sum and products of �nitely many compact operators
are compact and as the constant parts cancel, we get that pn(H1)−pn(H2)

is compact, implying ϕ(H1) −ϕ(H2) is compact.
ii) Assuming σess(H1) 6= σess(H2), there exists a λ ∈ σess(Hi) not con-

tained in the other essential spectrum. Without loss of generality set i = 1.
As essential spectra are closed, we chose ε > 0 smaller than the distance of
λ to σess(H2) and we �x ϕ ∈ C∞c (R) such that ϕ(λ) = 1 and (−ε+ λ, λ+ ε)

contains supp(ϕ). Then ϕ(H2) is compact. By Proposition 2.11, ϕ(H1) is
not, so, through handing this property down to ϕ(H1) −ϕ(H2), we would
contradict i). �

2.2 Essential Range

The spectrum of multiplication operators is easier to compute than of gen-
eral operators, which can be helpful, since selfadjoint operators are unitarily
equivalent to multiplication operators. On H = L2(R) the prototype of a
multiplication operator is the operator Q that, applied on f ∈ H, returns
the pointwise product of f with the identity on R.

12



2 Essential Spectrum

De�nition 2.14 Let H = L2(X,µ). We de�ne the Multiplication Opera-

tor ϕ(Q) for measurable functions ϕ : X→ C by

(ϕ(Q)f)(x) := ϕ(x)f(x) for x ∈ X.

For the spaces H = L2(X), where X ∈ {Z,R}, we de�ne the operator Q

(Qf)(x) := xf(x) for x ∈ X.

The Multiplication operator corresponding to ϕ : X → C is then ϕ(Q),
given through the Spectral Theorem. We will often skip the Q, i.e. we
write ϕ instead of ϕ(Q).

Of course, both de�nitions of ϕ(Q) coincide on the given set of Hilbert
spaces H ∈ {L2(R), `2(Z)}. Taken an arbitrary X, then equivalence classes
ϕ ∈ L∞(X) are, as functions on X, with respect to the measure µ only
de�ned nearly everywhere. Talking about the image of ϕ is not appropriate
for we might change the �values� of any representative ϕ on measure zero
sets to any value we like to, not even excluding dense sets, e.g. Q in X = R
with the Lebesgue measure. This problem can be circumvented by the
introduction of the essential range (see below), since it does not depend on
the choice of representative of an equivalence class ϕ ∈ L2(X,µ).

Remark 2.15 The coincidence that we can decorate both the spectrum
and the range with the adjective �essential� is not intuitive, as the sets may
be di�erent. Instead the spectrum of ϕ(Q) and the essential range of ϕ
are concurrent.

De�nition 2.16 Let H be the space L2(X,µ), where X is a set and µ a
measure. Let ϕ : X→ C be a µ-measurable function. The essential range
is the set

rangeess(ϕ) := {λ ∈ C | ∀ζ > 0 : µ({x ∈ X | |ϕ(x) − λ| < ζ}) > 0}.

Proposition 2.17 Take a σ-�nite, complete measure µ and ϕ ∈ L∞(X,µ).
The spectrum of the multiplication operator ϕ(Q) equals rangeess(ϕ).

Proof: Let λ /∈ rangeess(ϕ), then there is a ζ > 0 such that the set
{x | |ϕ(x) − λ| < ζ}) is a set of measure 0. Fix the operators A := (ϕ(Q)−λ)

and B, de�ned by

(Bg)(x) :=

{
0 if |(ϕ(x) − λ)| < ζ,
g(x)
ϕ(x)−λ

otherwise,
for g ∈ H.

13



2 Essential Spectrum

For a given g ∈ H, the sets {x | (BAg)(x) 6= g(x)} and {x | (ABg(x) 6= g(x)}

are of measure 0, as µ is complete and {x | |ϕ(x) − λ| < ζ}) contains both.
This means ABg, BAg and g lie in the same L2 equivalence class, i.e. B is
a bounded inverse of A and hence λ /∈ σ(ϕ(Q)).

For λ ∈ rangeess(ϕ) we suppose that (ϕ(Q)−λ)−1 exists. We �x the sets
Gn :=

{
x | |ϕ(x) − λ| < 1

n

}
for n ∈ N. In case of µ(Gn) =∞ we can replace

Gn with an arbitrary subset of Gn that has �nite but positive measure,
since µ is σ-�nite. We also �x the corresponding functions gn := χGn and
vectors yn := (ϕ(Q) − λ)gn. Clearly,

‖yn‖ = ‖(ϕ(Q) − λ)gn‖ 6
1

n
‖gn‖

This means for the norm of the inverse of (ϕ(Q) − λ) that∥∥(ϕ(Q) − λ)−1
∥∥ > ‖(ϕ(Q) − λ)−1yn‖

‖yn‖
=

‖gn‖
‖(ϕ− λ)gn‖

>
‖gn‖
1
n
‖gn‖

= n,

i.e. the inverse would be unbounded and therefore λ ∈ σ(ϕ(Q)). �

Example 2.18 We take ϕ ∈ C∞c (R,R) and immediately notice that the
image of ϕ and thus the essential range of ϕ form the same closed interval.
From Proposition 2.17 we know that λ ∈ σ(ϕ(Q)) resides in the essential
range of ϕ. Intervals clearly have no isolated points, so λ can't be element of
the discrete spectrum and is accordingly element of the essential spectrum
of ϕ(Q).

We are now going to build up a suitable Weyl sequence. We assume λ
to be an element of the image of ϕ and therefore of the essential spectrum
of ϕ(Q) � a construction of the sequence for λ not in the image is similar.
First we �x a p ∈ ϕ−1(λ) and choose a strictly monotonous, real sequence
(εn)n∈N that tends to zero and from the ε-δ-de�nition of continuity we gain
corresponding δn, which we can also take to converge strictly monotonously
to zero. We de�ne the Weyl sequence fn : R→ R through

fn(x) :=

{
cn if x ∈ Bn,
0 otherwise,

cn :=

√
1

2(δn − δn+1)
,

Bn := Bδn(p)\Bδn+1
(p).

14



2 Essential Spectrum

Accordingly the (fn)n∈N form an orthonormal system and we are left to
check that

‖(ϕ(Q) − λ)fn‖2 =

∫
Bn

(ϕ(x)cn − λcn)2dx 6
∫
Bn

c2nε
2
ndx

tends to zero, but that is old news.

2.3 Zhislin Sequences

The Weyl sequences of De�nition 2.10 are sometimes too general. For a
Borel space X and H := L2(X) there is more structure that we can take
advantage of to identify the essential spectrum in more detail.

De�nition 2.19 Let H = L2(X) and (fn)n∈N be a Weyl sequence for (H, λ).
We call that sequence a Zhislin sequence for (H, λ), if for all compact K ⊂ X
and for large n we have K ∩ suppfn = ∅.

Zhislin sequences are some specialized sort of Weyl sequences on L2(X)

and are, for being Weyl sequences, a tool to detect the essential spec-
trum. The assumption K ∩ suppfn = ∅ is in some way an orthogonality
feature. More importantly, there is a nifty proposition that, without di-
rectly addressing the spectrum of the operator nor functions applied on it,
shows the existence of a Zhislin sequence through a sequence of compactly
supported, with respect to the in�nity norm uniformly bounded functions
(θn)n∈N. These properties make the θn easy to �nd. A proposition for
X = Rd, similar to the following, can be found in [HS]. X = Zd suits our
needs.

Proposition 2.20 Let (θn)n∈N be a sequence in L∞(Zd) such that

i) there is c > 0 complying to ‖θn‖∞ < c for all n,
ii) θn is compactly supported,

iii) for all bounded K ⊂ Zd there is N ∈ N with θn|K = 1 for n > N,

iv) ‖[H, θn(Q)]‖ → 0.

Then for λ ∈ σess(H) there exists a Zhislin sequence for (H, λ).

15
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Proof: Let (ϕn)n∈N be a Weyl sequence for λ ∈ σess(H) and choose a
sequence (mn)n∈N of natural numbers growing monotonously to in�nity
such that ‖(1 − θn)ϕmn

‖ > 1
2
, being possible as θn is compactly supported

and ϕn ⇀ 0. Then we have

(H− λ)(1 − θn(Q))ϕmn = (H− λ)ϕmn

− [H, θn(Q)]ϕmn + θn(Q)(H− λ)ϕmn .

Using our presuppositions i), iv) on θn, we note that the above equation
converges termwise to 0. Considering the construction of (mn)n∈N lets
us normalize the sequence ((1 − θn(Q))ϕmn

)n∈N without losing its Weyl
property. Features ii) and iii) of (θn)n∈N provide the missing requirements
for a Zhislin sequence. �

2.4 Spectral decomposition

De�nition 2.6 divides the spectrum into an essential and a discrete part,
and we have some tools at hand to discern between both. De�nition 2.25
disassembles the spectrum somewhat further, using measure theoretic in-
struments. In case you need additional information on these topics, you
may consult [RS] Section VII.2 and for generalities on measures [Bau].

De�nition 2.21 Let f ∈ H and H be a selfadjoint operator on H. We
de�ne the measure µf on the Borel sigma algebra B(R)

µf(·) = 〈f,EH(·)f〉 ,

where EH is the spectral measure of H.

It is obvious to perceive that De�nition 2.21 actually de�nes measures;
the scalar product on the right side is greater equal to 0, since EH is an
orthogonal projection which we can square without changing anything and
then (self-)adjoining it. Moreover EH(∅) = 0 and hence µf(∅) = 0. Write
EH(∪nAn) =

∑
n EH(An) on a pairwise disjoint sequence of Borel sets

(An)n∈N, to gain σ−additivity.
We apply the Lebesgue Measure Decomposition Theorem to compare

these µf with the Lebesgue measure, pure point measures and measures
singular to both. Restriction to pure measures of these kinds opens a
interesting door to divide H.

16
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De�nition 2.22 Every µf of De�nition 2.21, can be uniquely disassembled
into the sum of the pure point measure µfpp, i.e. the support of the mea-
sure is a countable union of single points, and the corresponding continu-
ous measure µfcont, de�ned through the Lebesgue Measure Decomposition
Theorem. Thus

µf =: µfpp + µfcont.

In the same sense we disassemble µfcont into a measure µfac which is ab-
solutely continuous with respect to the Lebesgue measure and its singular
measure µfsc

µf =: µfpp + µfac + µfsc.

Additionally we de�ne the spaces

Hpp(H) := {f ∈ H | µf is a pure point measure}

Hcont(H) := {f ∈ H | µf is a continuous measure}

Hac(H) := {f ∈ Hcont(H) | µf is an absolutely continuous measure}

Hsc(H) := {f ∈ H | 〈f,Hac(H)〉 = 0 and 〈f,Hpp(H)〉 = 0}.

In case of clarity, we may omit writing H.

Taking the identity for H leads to H = Hpp. In Lemma 2.23 we �nd
a whole bunch of operators H with H = Hac; after these examples, as can
be expected, we see in Proposition 2.24 that Hpp,Hac and Hsc �t nicely
together to form a direct sum decomposing H. The major part of this work
will later be to ensure Hsc = {0} for certain H.

Lemma 2.23 Let g ∈ C1((a,b)) with a < b such that |{g ′ = 0}| ∈ N. Then
the space Hac(g(Q)) equals H := L2((a,b)).

Proof: We want to show that all measures µf are absolutely continuous
with respect to the Lebesgue measure λ. So we take A ⊂ (a,b) with
λ(A) = 0. We want to use the Measure Transformation Theorem so we
sort the set

{x | g ′(x) = 0} ∪ {a,b} ⊂ [a,b]

by value to get distinct t1, .., tn with ti < tj for i < j 6 n. Then g is
injective on the intervals from ti to ti+1, covering the whole interval (a,b).

17
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Moreover we have

µf(A) =

∫b
a

fχg−1(A)
�fdλ =

∑
i

∫ ti+1

ti

|f|
2
χg−1(A)dλ

=
∑
i

∫g(ti+1)

g(ti)

|f ◦ g|2χA|g ′|dλ = 0,

i.e. µf is absolutely continuous with respect to λ. �

Proposition 2.24 The subspaces Hpp, Hac and Hsc are closed and

H = Hpp ⊕Hac ⊕Hsc.

Proof: At �rst we show that Hac is closed, so let (fn)n∈N be a sequence
in Hac with limit f ∈ H. For every A ∈ B(R) with λ(A) = 0, we have

µf(A) = 〈f,EH(A)f〉 = 〈lim fn,EH(A) lim fn〉
= lim 〈fn,EH(A)fn〉 = limµfn(A) = 0,

i.e. µf is absolutely continuous.
Furthermore we have to prove that Hpp and Hcont are perpendicular. So

take fp ∈ Hpp and fc ∈ Hcont. For µfp and µfc are singular by de�nition,
there is A ∈ B(R) such that 0 = µfc(A) = µfp(R\A) and together with the
de�nition of µf and the projections EH we conclude that EH(A)fc = 0 and
EH(R\A)fp = 0. Thus

〈fc, fp〉 = 〈fc,EH(R)fp〉 = 〈fc, (EH(A) + EH(R\A))fp〉
= 〈fc,EH(A)fp〉+ 〈fc,EH(R\A)fp〉 = 〈fc,EH(A)fp〉
= 〈EH(A)fc, fp〉 = 0.

This implies that Hac and Hpp are perpendicular. At last, Hsc is de�ned as
the orthogonal complement of Hac ⊕Hpp in H. �
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2 Essential Spectrum

All that we pull back to the spectrum by restricting H:

De�nition 2.25 Let H be selfadjoint and bounded. We de�ne the

pure point spectrum σpp(H) := σ(H|Hpp
),

continuous spectrum σcont(H) := σ(H|Hcont
),

absolutely continuous spectrum σac(H) := σ(H|Hac
) and the

singularly continuous spectrum σsc(H) := σ(H|Hsc
).

In a quantum mechanical context, these spectra get a physical sense;
bounded states correspond to the pure point spectrum, scattering states to
the continuous spectrum. To explain the di�erence between singularly and
absolutely continuous spectrum, we look at the following lemma.

Lemma 2.26 Take a compact K, then for f ∈ Hac(H) we have∥∥KeitHf∥∥→t→±∞ 0.

Proof: In general, by the Riemann-Lebesgue Lemma (see e.g. [Rud]),
we know for g ∈ L1(Ω) on an open interval Ω, and for its Fourier Trans-
formation that

ĝ(t) =

∫
Ω

e−itxg(x)dλ(x)→t→±∞ 0.

Because of the Radon-Nikodym Theorem, we �nd for absolutely continuous
measures µ a function f ∈ L1(R) such that for every A ∈ B(R) we have

µ(A) =

∫
A

f(x)dx,

so the above implies

µ̂(A)(t) :=

∫
A

f(x)e−itxdx→t→±∞ 0.

This entails for f ∈ Hac(H), and hence for µf from De�nition 2.21

µ̂f(A)(t)→t→±∞ 0,

i.e. eitHf turns weakly to 0. Lemma 2.8 states that the compact K maps
weakly convergent sequences to strongly convergent sequences, thus the
norm of KeitHf turns with large |t| to 0. �
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3 Laplace Operator

Conferring the RAGE-Theorem (see [CFKS] Theorem 5.8) we �nd for
the continuous spectrum, covering the absolutely and singularly continuous
spectrum, that for f ∈ Hcont and compact K the time-mean

1

T

∫T
0

∥∥Ke−itAf
∥∥2dt→T→±∞ 0.

Consider the space H = `2(Zd). Fixing K := χA(Q) for compact sets A,
we see in time-mean, that the state f leaves every compact neighbourhood
A. More precisely, f could visit every compact neighbourhood, with time
evolving, less and less frequently; taking Lemma 2.26, we see for states
f ∈ Hac that we even do not need the time-mean, so at some time the state
wants to leave every compact neighbourhood � but beware, the converse
is not true, so there may exist states in Hsc with the same property.

3 Laplace Operator

Schrödinger operators are de�ned as perturbations of the Laplacian. Usu-
ally the continuous Laplacian on L2(Rn) is used as the kinetic energy in
quantum mechanics, but, as we mentioned in the introduction, considering
the discrete case and thus the tight binding method, is often su�cient.

There are di�erent approaches to de�ne the Laplacian on Zd. All carry
along di�erent properties, where the target is to mimic as many as possible
of the continuous Laplacian's good properties. The standard-one intro-
duced in De�nition 3.1 is good in many respects and resembles the expe-
rience with the continuous one neatly, though it is impossible to cover all
desirable properties.

This Laplacian ∆ in one dimension is, by Proposition 3.5 bounded and
selfadjoint with a neat multiplication representation in momentum space,
has, due to Corollary 3.6, purely absolutely continuous spectrum and owns
more or less easily constructable Weyl and Zhislin sequences (see Examples
3.7, 3.8 and 3.13).

The new result of this chapter, Proposition 3.12, explores the essential
spectrum of H = ∆ + V for anisotropic potentials V. This chapter ends
with a prospect to the multidimensional setting.
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3.1 Basic properties

Our goal is to investigate the properties of the discrete Laplacian in one
dimension, but �rst we have to �nd out how do de�ne it on Z. Recollecting
properties of the continuous Laplace operator will give the idea; in one
dimension the Laplace operator is just the second derivative operator

∆c :=
1

2

d2

dt2

on L2(R). We �rst de�ne it on the dense subspace C∞c (R) and later de�ne
it on the domain of selfadjointness. So let us have a closer look: Consider
the vector space of functions C∞c (R). Taking two function f,g ∈ C2

0([0, 1])

we notice, through integration by parts, that ∆c can be split in two

2 〈f,∆cg〉 =

∫
R
f(x)∆cg(x)dx

=

∫b
a

∇cf(x)∇cg(x)dx+
[
f∇cg

]a
b

= 〈∇cf,∇cg〉 ,
(3.1)

where [a,b] is a compact interval containing both the supports of f and g.
This double Nabla formulation is a good starting point, as we can imitate
the �rst derivative. On C∞c (R), the derivative of f at any point x is

(∇cf)(t) := lim
x→0

f(t+ x) − f(x)

x
,

i.e. ∇c is the limit of the slope y/x as x goes to 0. By �xing x at some
given distance, say x = 1, we get a forward di�erence operator ~∇c, i.e.

~∇cf(t) =
f(t+ x) − f(t)

x
. (3.2)

By the Mean Value Theorem, we will �nd 0 < δ < x such that ∇cf(t+δ) =
~∇cf(t). The error introduced by the switch from ∇c to ~∇c is of order big
O of the distance x. Moreover it is an exercise in elementary arithmetic
that ~∇c obeys the �product rule�

~∇c(fg) = f( ~∇cg) + ( ~∇cf)g+ ( ~∇cf)( ~∇cg). (3.3)

On Z every point y has the neighbours y± 1. Due to (3.2) we are tempted
to �x for f ∈ H := `2(Z)

∇f(y) :=
f(y+ 1) − f(y)

1
for all y ∈ Z,
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i.e. ∇ returns the slope to the right. Back to the Laplacian. Inspired by
(3.1), let one ∇ change side in 〈∇,∇〉 to see what the Laplace operator in
this setting looks like

〈∇f,∇g〉 =
∑
x

(f(x+ 1) − f(x))
(
g(x+ 1) − g(x)

)
=
∑
x

2f(x)g(x) −

(∑
x

f(x)g(x− 1) +
∑
x

f(x)g(x+ 1)

)
=
∑
x

f(x)(2g(x) − (g(x− 1) + g(x+ 1))) =: 2 〈f,∆g〉 .

It is a remarkable feature of equation (3.3) that it translates to ∇ on
`2(Z) for pointwise products, that means ∇ is no derivation in terms of
abstract algebra, i.e. Leibniz's law ∇(fg) = (∇f)g + f(∇g) does not hold.
Then again, the discrete Laplacian inherits many desirable properties of
the continuous Laplacian, as can be easily seen that only direct neighbours
of a point contribute to the value of that point under the Laplacian leading
to the fact that locally a�ne functions are mapped locally to 0; moreover it
is translation invariant and, as we will see in Proposition 3.5, it is positive
and selfadjoint.

De�nition 3.1 Let H be the space `2(Z). We de�ne the Laplace operator
∆ on H through

(∆f)(n) := f(n) −
1

2
(f(n+ 1) − f(n− 1)) for f ∈ H.

For convenience we denote the right shift U and the left shift U∗, where
Uf(n) := f(n− 1) so that U∗f(n) = f(n+ 1). Then

∆ = 1 −
1

2
(U+U∗) (3.4)

can be written with the help of the shift operators.

What are consequences of this de�nition? Is the operator bounded,
selfadjoint? What is its spectrum? We answer these questions step by
step. Boundedness can easily be taken from (3.4) and the following lemma.

Lemma 3.2 The right and left shift operators U∗ and U are mutually
adjoint and both are unitary.
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Proof: Index shift. �
For convolution operators the Fourier Transformation o�ers a simple

method to extract the spectrum. For example the Hilbert space `2(Z)

is mapped to L2([0, 2π]), where Proposition 2.17 obtains the spectrum.
Besides it is often convenient to have another representation of the operator
and in case of ∆, the Fourier Transform is the tool of choice, as the Laplacian
is a convolution operator.

De�nition 3.3 The 1-sphere S1 and the d-dimensional torus Td are

S1 :=
R

2πZ
Td := ×dk=1S

1.

On these we de�ne the Fourier Transform F : `2(Zd)→ L2(Td) through

Ff(k) :=
1
√
2π
d

∑
x

f(x)e−i〈k,x〉

for1 f ∈ `2(Zd). The inverse Fourier Transform F−1 : L2(Td)→ `2(Zd) is
then given by

(F−1f)(k) =
1
√
2π
d

∫
Td
f(x)ei〈k,x〉dm(x),

where the measure dm is the Haar-measure on Td such thatm(Td) = (2π)d

and L2(Td) := L2(Td,m).

Theorem 3.4 The Fourier Transform is unitary.

For a proof and further properties, see e.g. [Rud] or [Lig]; we apply F:

Proposition 3.5 The Laplacian is a positive, selfadjoint operator with
spectrum [0, 2]. In momentum space the Laplacian becomes a multipli-
cation operator

F∆F−1 = 1 − cos(Q).

Proof: We show the boundedness with the help of the triangle inequality

‖∆‖ =

∥∥∥∥1 −
1

2
(U+U∗)

∥∥∥∥ 6 ‖1‖+
1

2
(‖U‖+ ‖U∗‖).

1First by f ∈ `1(Zd) and then by bounded extension to `2(Zd).
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This means that the norm of the Laplacian is less or equal to 2.
We take a look at the scalar product of ∆f and g

〈∆f,g〉 = 〈f,g〉− 1

2
(〈Uf,g〉+ 〈U∗f,g〉)

= 〈f,g〉− 1

2
(〈f,U∗g〉+ 〈f,Ug〉) = 〈f,∆g〉

and get the symmetry of ∆. Together with the boundedness this implies
that ∆ is selfadjoint.

At last we use the Fourier Transform to calculate the spectrum and to
prove the form 1− cos(Q), applying F; take the notation f−(n) := f(n− 1)

and f+(n) := f(n+ 1), then

2
√
2π(F∆f)(k) =

∑
x

(2f(x) − f+(x) − f−(x))e−ikx

=
∑
x

2f(x)e−ikx −
∑
x

f+(x)e−ikx −
∑
x

f−(x)e−ikx

=
∑
x

2f(x)e−ikx −
∑
x

f(x)e−ikxeik −
∑
x

f(x)e−ikxe−ik

= 2
√
2π(Ff)(k) −

√
2π(Ff)(k)eik −

√
2π(Ff)(k)e−ik

= 2
√
2π(Ff)(k)(1 − cos(k)).

Replace f with F−1g to obtain

F∆F−1g = F(∆F−1g)

= (FF−1g)(1 − cos(Q)) = (1 − cos(Q))g.
(3.5)

Conjugation with the unitary Fourier Transform does not a�ect the spec-
trum, so use Proposition 2.17 to see σ(∆) = [0, 2]. �

Equation (3.5) is worth some note as it allows to bring all the theoretic
machinery in position. By Proposition 2.17 we already gained the spectrum
σ(∆). Looking at Example 2.18 we see that 1− cos applies to it and hence
σess(∆) = σ(∆) and by Lemma 2.23, we even gain that the spectrum is
purely absolutely continuous, since the Fourier Transformation is unitary.

Corollary 3.6 σ(∆) = σess(∆) = σac(∆) and H = Hac(∆).

Another way to extract the essential spectrum is the use of Weyl sequences.
We will later need these sequences to detect the essential spectrum of the
operator H = ∆+ V(Q), where V is an anisotropic potential.
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Example 3.7 We build a Weyl sequence for all λ ∈ σ(∆) = σess(∆). First,
we construct a sequence of (βk)k∈N in H which we will later shift and scale
to make orthogonal. We want them to have the form

βk(n) :=

{
cn 0 6 n 6 k,

0 otherwise,
(3.6)

where (cn)n∈Z is a sequence to be de�ned later. We �x τ := λ − 1 and set
another goal for βk, namely we want ((∆−λ)βk)(n) to be 0 on all possible
locations, so

(−2(∆− λ)βk)(n) = βk(n+ 1) + βk(n− 1) + 2τβk(n)

=



c0 n = −1,

2τc0 + c1 n = 0,

2τck + ck−1 n = k,

ck n = k+ 1,

0 otherwise.

(3.7)

The equations (3.6) and (3.7) lead to a recursive de�nition of (cn)n∈N0

cn = −cn−2 − 2τcn−1.

In accordance with our aims for βk, �x c0 = 1 and c1 = p1, where we �x
p1,2 = −τ±

√
τ2 − 1. The sequence's generating function C

C(z) =
∑
n∈N0

cnz
n =

1 + (τ+
√
τ2 − 1)z

1 + 2τz+ z2

returns, with the help of the Expansion Theorem for Rational Generating
Functions (see e.g. [GKP]) the closed form

cn = 1pn1 + 0pn2 = pn1 .

Clearly, the pi are the roots of the quotient of C(z) and its re�ected poly-
nomial and, with p1, cn is of absolute value 1. Therefore we can easily
bound the norm of (∆− λ)βk through equation (3.7) by a global constant
and the norm of βk

‖βk‖2 =

k∑
i=0

|ci|
2

= 1 + k. (3.8)
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The βk have bounded supports, so we can shift them in a way their sup-
ports do not overlap, or, stating it di�erently, to get them orthogonal.
Normalizing them, together with (3.8) and (3.7) creates orthonormal

fk =
βk

‖βk‖

such that ‖(∆− λ)fk‖ → 0. Therefore (fk)k∈N is a Weyl sequence and even
a Zhislin sequence.

Example 3.8 Another way to gain a Weyl sequence is to search for solu-
tions c± of ∆c = λc. By reason of equation (3.5), we make the ansatz

c±(n) := e±ikn for k ∈ (0,π).

Then we have
λc± = ∆c± = c±(1 − cos(k))

and therefore cos(±k) = 1 − λ.
This eigenvector lies in `∞(bZ) and not in H. Evade this drawback

through de�ning

βm :=
χ[0,m]c+∥∥χ[0,m]c+

∥∥ .
As
∥∥χ[0,m]c+

∥∥ =
√
1 +m, the sequence (βm)m∈N lies in H and it is easy to

check that we have found a Weyl sequence, being similar to the sequence
we constructed in the example above.

3.2 Isotropic and Anisotropic Potentials

In this section we examine the spectrum of H := ∆ + V for an anisotropic
potential V. Proposition 3.12 provides that the essential spectrum of H is
the spectrum of ∆ shifted by the limits of V. For the lack of a suitable
tool-kit, we have to postpone questions regarding Hac(H) and Hsc(H) to
a later chapter. However, we have not treated potentials yet, so we do
much good in beginning with a review of isotropic potentials and advance
to anisotropic ones thereafter.

De�nition 3.9 We de�ne the set C∞(Z) as the set of V ∈ `∞(Z,R) such
that the limits limn→±∞ V(n) = l± exist and are �nite.
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These functions will form our anisotropic potentials. But let us start with
isotropic potentials:

Corollary 3.10 Let V ∈ C∞(Z), with limn→±∞ V(n) = 0 . Then

i) V(Q) is compact,

ii) σ(V(Q)) = σpp(V(Q)) = V(Z) ,

iii) σess(∆+ V(Q)) = σess(∆).

Proof: i)V(Q) is compact, for the sequence Vn(Q) := V(Q)χ[−n,n](Q) is
a sequence of �nite dimensional range operators such that

‖Vn(Q) − V(Q)‖ = lim sup
n→∞,|m|>n

|V(m)|

converges, with n going to ∞, to 0. Use [Wer] Korollar II.3.3.
ii) For 0 6= λ ∈ V(Z), the set of points {x | V(x) = λ} is �nite, implying

that the dimension of ker(V−λ) is �nite. But as V(n) converges to 0 when
|n|→∞, λ is isolated and thus λ ∈ σdisc(V(Q)).

iii) We use Corollary 2.13 with H1 := ∆ + V(Q) and H2 := ∆. Then
H1 −H2 = V(Q) is compact and σess(∆+ V(Q)) = σess(∆). �

Example 3.11 We assume the settings of the preceding corollary. To con-
struct a Weyl sequence for ∆ + V(Q), we can reuse the sequence from
Example 3.7, since we got orthogonality of the fn by shifting the βn with
n farther away from 0, where the in�uence of V vanishes to 0.

From here it is not hard to get to the point: The essential spectrum of
∆+ V for anisotropic V is that of ∆ shifted by the limits of V.

Proposition 3.12 Let V ∈ C∞(Z) and denote l± := limn→±∞ V(n). Then

σess(∆+ V(Q)) = σess(∆) + {l±}.

We divide the proof in two. We begin with the inclusion

σess(∆+ V(Q)) ⊃ σess(∆) + {l±},

by constructing suitable Weyl sequences. For the other inclusion we want to
use Proposition 2.20 and thus need a short intermezzo with multiplication
operators θ(Q) in Example 3.13.
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Proof: Let λ ∈ [0, 2]+l+ and de�ne λ ′ := λ−l+. Then for λ ′ we construct
a Weyl sequence (fn)n∈N for ∆ as in Example 3.7, where we make sure,
that the applied shifts are always right shifts. For the sequence (V(n))n∈N

converges to l+, we have for ε > 0 an n = n(ε) such that |V(m) − l+| < ε

for all m > n. Then we have for k > n

‖(V(Q) − l+)fk‖2 =
∑
x>n

|(V(x) − l+)|
2
|fk(x)|

2 6 ε2‖fk‖ = ε2.

Therefore

‖(∆+ V(Q) − λ)fk‖ = ‖(∆− λ ′ + V(Q) − l+)fk‖
6 ‖(∆− λ ′)fk‖+ ‖(V(Q) − l+)fk‖
6 ‖(∆− λ ′)fk‖+ ε2,

so we found a Weyl sequence for ∆ + V(Q) with λ ∈ [0, 2] + l+. Similarly
we construct Weyl sequences for λ ∈ [0, 2] + l−. �

The other inclusion is left over. To show it, let us prepare a sequence
(θn)n∈N to be used in Proposition 2.20.

Example 3.13 For any bounded multiplication operator θ(Q) we have

2 [∆, θ(Q)] = θ(Q)(U+U∗) − (U+U∗)θ(Q)

= (θ(Q) − θ(Q+ 1))U+ (θ(Q) − θ(Q− 1))U∗

Let a,b ∈ Z and a < b. With the above, we explore

2
[
∆,χ[a,b](Q)

]
f(x) = χ[a,b](x)f(x− 1) + χ[a,b](x)f(x+ 1)

− χ[a,b](x− 1)f(x− 1) − χ[a,b](x+ 1)f(x+ 1).

We perform a shift and one element separations on the χ[·] to get

2
[
∆,χ[a,b](Q)

]
= (χ{a}(Q) − χ{b+1}(Q))U+ (χ{a−1}(Q) − χ{b}(Q))U∗,

(3.9)

2
[
∆,χ{a}(Q)

]
= (χ{a}(Q) − χ{a+1}(Q))U+ (χ{a−1}(Q) − χ{a}(Q))U∗.

(3.10)

We are ready to de�ne the sequence (θn)n∈N

θn := χ[−n,n] +

−n−1∑
k=−2n

(
1

n
k+ 2)χ{k} +

2n∑
k=n+1

(−
1

n
k+ 2)χ{k}.
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Equations (3.9), (3.10), collecting expressions and index shifts, displays

2[∆, θn(Q)] =
1

n

(
(χ[−2n+1,n] + χ[n+1,2n])U+ (χ[−2n,−n−1] + χ[n,2n−1])U

∗) .
Therefore ‖[∆, θn(Q)]‖ converges with n→∞ to 0.

Proof of Proposition 3.12: We are going to show that σess(∆ + V(Q))

is subset of [0, 2] + {l±}. As [∆+ V(Q), θ(Q)] = [∆, θ(Q)], Proposition 2.20
in conjunction with Example 3.13 hold, we have for λ ∈ σess(∆ + V(Q)) a
corresponding Zhislin sequence (fn)n∈N.

Fix H := ∆+ V(Q) and de�ne orthogonal projections π± onto

H± := {x ∈ H | x(∓k) = 0 for all k ∈ N0},

to project the Zhislin sequence on �one side�. Clearly there is a subsequence
(fnk)k∈N such that ‖π−fnk‖ > 1

2
or ‖π+fnk‖ > 1

2
for all k. Without loss of

generality we assume the latter and de�ne sequences

gk :=
π+gnk
‖π+gnk‖

and dk :=
1

‖π+gnk‖
,

where (gk)k∈N is still a Zhislin sequence, since

(H− λ)gk = (H− λ)π+dkfnk = χ{−1}g(0) + π+dk(H+ V(Q) − λ)fnk

is clearly converging strongly to 0. To get the result, we clip l+ from λ

through λ∆ := λ− l+ and hence get

(H− λ)gk = (∆− λ∆)gk + (V(Q) − l+)gk.

The rightmost summand converges to 0, as (gk)k∈N is a Zhislin sequence
and as V(n) − l+ converges to 0 for large n. As the whole expression
converges to 0, so does (∆− λ∆)gk and, as we know the essential spectrum
of ∆, is [0, 2] we get λ∆ ∈ [0, 2]. �

3.3 Multidimensional Laplace Operator

As a prospect we enlarge the concept of the Laplace operator from Z to
Zd and Proposition 3.15 inspects its spectrum, but, as we will not return
to that subject later, will only serve as an invitation to further investiga-
tion. Similarly to the one dimensional case, we construct in Example 3.16
corresponding Weyl sequences.
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De�nition 3.14 Let d ∈ N and H := `2(Zd). We de�ne the d-dimensional

Laplacian ∆(d)

∆(d) :=

d∑
j=1

∆j,

where we put the operators ∆j

∆jf(k) := f(k) −
1

2
(f(k+ ej) + f(k− ej))

for f ∈ H, j ∈ {1, ..,d} and k ∈ Zd. The ej are the j-th standard unit
direction in Zd.

Similarly to the one dimensional Laplacian, ∆(d) on Zd is bounded, but
its spectrum is somewhat extended:

Proposition 3.15 The spectrum and the essential spectrum of ∆(d) coin-
cide and form the interval [0, 2d].

Proof: As in the proof of Proposition 3.5, we use the Fourier Transform

F∆(d)F−1 = F(

d∑
j=1

∆j)F
−1 =

d∑
j=1

F∆jF
−1 =

d∑
j=1

(1 − cos(Qk))

and thus Proposition 2.17 to get σ(∆(d)) = [0, 2d]. Extending Example 2.18
to Rn concludes σ(∆(d)) = σess(∆

(d)). Moreover we refer to Proposition
2.11 in conjunction with Example 3.16. �

Example 3.16 Again we want to construct Weyl sequences for ∆(d). First
we construct an �eigenvector�. To do so, we fragment λ ∈ (0, 2d) in a sum of
λi, such that λi ∈ (0, 2). Then we de�ne τi := λi−1 and pi := −τi−

√
τ2i − 1

and de�ne

fi(ni) := pnii for ni ∈ Z.

According to Example 3.7 we get ∆fi = λifi. This enables us to construct
a f ∈ l∞(Zd) with ∆(d)f = λf, through putting

f(n) :=

d∏
i=1

fi(ni) for n ∈ Zd
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4 Mourre Theory

Now we apply ∆(d) to f and strengthen our arithmetic skills

(∆(d)f)(n) =
∑
j

∆jf(n) =
∑
j

f(n) −
1

2
(f(n+ ej) + f(n− ej))

=
∑
j

∏
i

fi(ni) −
1

2
(fj(n+ 1) + fj(n− 1))(

∏
i 6=j

fi(ni))

=
∑
j

(fj(nj) −
1

2
(fj(nj + 1) + fj(nj − 1)))

∏
i 6=j

fi(ni)

=
∑
j

λjfj(nj)
∏
i 6=j

fi(ni) =
∑
j

λjf(n) = λf(n).

To get a Weyl sequence, we bound the support of f and through shifting
the normalized result, we get things orthonormal.

Another interesting approach is explored in [GG05], which we only want
to fringe here. Let Γ = (E,V) be an undirected graph and f : E → C. We
denote the relation of neighbourhood of two edges x,y ∈ E by x ∼ y. The
Laplace operator is then de�ned according to

(∆(Γ)f)(x) :=
∑
y∼x

(f(y) − f(x)) for x ∈ E.

Spectral analysis and scattering theory of operators ∆(Γ) + V on `2(Γ) is
discussed in the cited paper. Directed graphs Γ may also be of interest.

4 Mourre Theory

This chapter explores the Mourre Theory of the operator couple (H,A). H
is taken bounded, A unbounded but selfadjoint. De�nitions 4.4 and 4.6
begin with the introduction of the One-Commutator [H,A]◦; Propositions
4.5, 4.7 and Lemma 4.8 deal with the investigation of its existence and
heredity of existence for certain H. We �nd the Virial Theorem 4.11 letting
us, in the next section when we advance to Mourre Estimates, count the
number of eigenvalues of H. The chapter closes with the the Limiting
Absorption Principle, i.e. Theorem 4.15, providing the absence of singularly
continuous spectrum of H, when a suitable Mourre Estimate is present and
H obeys �enough smoothness�.

But �rst of all, we want to motivate the Mourre Theory through its
initial inspiration.
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4.1 Motivation

What is the idea behind Mourre Estimates? Putnam's Theorem, i.e. Lemma
4.2, provides us with the idea that for a given H we seek a suitable A such
that [H, iA] is positive in some sense, then H has purely absolutely con-
tinuous spectrum. Putnam's Theorem forces us to use bounded A, which
are hard to �nd in most settings, so the Mourre Theory is all about loos-
ening that restriction. Proposition 4.1 shows that a suitable estimate on
the resolvent of H implies that its spectrum is purely absolutely continu-
ous. Putnam's Theorem and the main result of this chapter, the Limiting
Absorption Principle (see Theorem 4.15), will henceforth estimate the re-
solvent. Notice that this section is derived and in the proofs partly identical
to the corresponding chapter in [CFKS], incidentally even taking up the
same numbering.

Proposition 4.1 Suppose H selfadjoint and bounded, take an open inter-
val I = (a,b) and suppose for every f ∈ D in a dense set D ⊂ H that there
is a constant c(f) <∞ such that

sup
ε>0,λ∈I

∣∣Im 〈f, (H− λ− iε)−1f
〉∣∣ 6 c(f).

Then H has purely absolutely continuous spectrum in I.

The fact that c(f) usually depends on f, makes perturbation theory
hard, but Putnam's Theorem as well as the Limiting Absorption Principle
will return independent constants. We will exploit that in Chapter 6.
Proof: We use Stone's Formula (see [RS] Volume I, Theorem VII.13),
i.e. for intervals I ′ := (a ′,b ′) ⊂ (a,b) = I we have

1

2

〈
f, (E[a ′,b ′](H) + E(a ′,b ′)(H))f)

〉
= lim
ε↘0

1

π

∫
I ′
Im
〈
f, (H− λ− iε)−1f

〉
dµ.

As E[a ′,b ′](H) > E(a ′,b ′)(H) that equation implies

〈f,EI ′(H)f〉 6 1

π

∫
I ′
c(f)dµ =

c(f)

π
|I ′|

for f ∈ D. We can easily proceed to �nite unions of disjoint open intervals,
so let I ′∞ := ∪∞i=1(a

′
i,b
′
i) be a union consisting of disjoint open intervals in

I and I ′u := ∪ui=1(a
′
i,b
′
i) a �nitely united subset of I ′∞. Then〈

f,EI ′∞f
〉

= lim
u→∞

〈
f,EI ′uf

〉
6
c(f)

π
lim
u→∞ |I ′u| =

c(f)

π
|I ′∞|
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Now take S ⊂ I with |S| = 0. Then by outer regularity of the Lebesgue
measure, we can �nd open sets Sk with S ⊂ Sk and ‖Sk‖ 6 1/k. Then

〈f,ESf〉 6 inf
k
〈f,ESkf〉 6

c(f)

π
inf
k

|Sk| = 0,

i.e. we have continuity with respect to the Lebesgue measure. As D is
dense, H has absolutely continuous spectrum in I. �

Lemma 4.2 (Putnam's Theorem) Suppose H and A are bounded, self-
adjoint operators such that there is an operator C with Ker C = {0} and

[H, iA] = C∗C, (4.1)

then H has purely absolutely continuous spectrum.

Proof: We notate the resolvent of H by R(z) := (H − z)−1. Then for
µ ∈ R and ε > 0 we �nd

‖CR(µ± iε)‖2 = ‖R(µ∓ iε)C∗CR(µ± iε)‖
= ‖R(µ∓ iε)[H, iA]R(µ± iε)‖
= ‖R(µ∓ iε)[H− µ∓ iε, iA]R(µ± iε)‖
6 ‖AR(µ± iε)‖+ ‖R(µ∓ iε)A‖+ 2ε‖R(µ∓ iε)AR(µ+ iε)‖
6 4ε−1‖A‖

and therefore

2‖CImR(µ+ iε)C∗‖ = ‖CR(µ+ iε)(2iε)R(µ− iε)C∗‖ 6 8‖A‖. (4.2)

Since the image of C∗ is dense, the above returns the statement using
Proposition 4.1. �

This proof shows by equation (4.2) for bounded A and H that the
inequality [H, iA] > αI is impossible, since this would make R(z) bounded,
i.e. H had no spectrum. This hints that we have to extend our search
for suitable A to unbounded operators. The arising problems with the
involved commutators are dealt with in the next section. Both [ABG] and
[PSS] even explain that Mourre Theory can be extended to unbounded H.
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4.2 One-Commutator Properties

In the following we will make heavy use of commutators of selfadjoint,
unbounded operators A with bounded operators H. This raises basic ques-
tions about the de�nition of commutators; for illustrative purposes, let us
take up the usual de�nition of the commutator for A and H

[H,A]f := HAf−AHf. (4.3)

As A is unbounded, we have to consider its domain. For the HAf term take
f ∈ D(A), then Af and HAf are well de�ned. Problems arise on the right:
Hf is de�ned, but what about Hf ∈ D(A)? To postpone this question we
place the scalar product around (4.3) and move over to the adjoint of A
and H

〈f, [H,A]f〉 =
(((((((((((
〈f,HAf〉− 〈f,AHf〉

:= 〈H∗f,Af〉− 〈Af,Hf〉 .
(4.4)

Now we can take f ∈ D(A) and things look �ne. Actually, this is the usual
approach to tackle this problem; [ABG] serves as reference.

Example 4.3 The features of this de�nition are easily provided in case of
unbounded A and H. Consider the space H = L2(R) and the operators
H := ∆, de�ned on C2

c(R). For A take A := i∂Q + iQ∂, de�ned on C1
c(R).

Then D(H)∩D(A) = D(H), thus the sesquilinearform of (4.4) is de�ned on
D(H). If we would want to de�ne the commutator through HA −AH, we
would, roughly speaking, need three times di�erentiable functions, which
is quite far away from D(H).

Yet we are not sure if (4.4) actually de�nes an operator [H,A]; to gain that
insight, we need to tighten our knots around A and H.

De�nition 4.4 Let A be selfadjoint and H be bounded. We say H is of

class C1(A) if there is c > 0 such that

|〈H∗f,Af〉− 〈Af,Hf〉| 6 c‖f‖2 for f ∈ D(A). (4.5)

We will examine the structure of this class in Proposition 4.7 and
Lemma 4.8; Lemma 4.9 uncovers why we choose the ambiguous notation
C1, but beforehand we �nd out how the existence of the commutator follows
from it, so how gears (4.5) into (4.4)?
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Proposition 4.5 Let A be selfadjoint and H ∈ C1(A). De�ne the sesquili-
nearform Φ : D(A)2 → C by

Φ(f,g) :=
1

4

4∑
k=1

ik
(〈
H∗(g+ ikf),A(g+ ikf)

〉
−
〈
A(g+ ikf),H(g+ ikf)

〉)
for all f,g ∈ D(A). Then Φ de�nes a bounded operator T◦ such that

Φ(f,g) = 〈f, T◦g〉 .

Proof: Fix fk := g + ikf for k = 1, . . . , 4 and Φ(g) : D(A) → C with
Φ(g)(f) := Φ(f,g). We want to see boundedness of Φ(g) for all g ∈ D(A),
which is clear for g = 0, so for g 6= 0

∥∥Φ(g)
∥∥ = sup

06=f∈D(A)

∥∥Φ(g)f
∥∥

‖f‖
= sup
f∈D(A),‖f‖=‖g‖

∥∥Φ(g)f
∥∥

‖g‖

and as for ‖f‖ = ‖g‖ we have ‖fk‖ 6 2‖g‖, we get from H ∈ C1(A)

∥∥Φ(g)
∥∥ = sup

f∈D(A),‖f‖=‖g‖

∥∥Φ(g)f
∥∥

‖g‖
6

4c4‖g‖
4‖g‖

= 4c.

The Bounded Linear Transformation Theorem therefore guarantees the ex-
istence of an extension Φ(g)

◦ of Φ(g) on H. By the Riesz Lemma we then
receive for every f ∈ D(A) a unique y ∈ H complying Φ(g)

◦ = 〈f,y〉 for all
f ∈ D(A). Call y := Ty. It is easy to see that T is linear and from the
bound of Φ(g)

◦ that ‖T‖ 6 4c. Again, extend T with the Bounded Linear
Transformation Theorem to T◦ on H. �
In the de�nition of Φ we used the polarization identity to tackle the de�-
nition of C1(A); unpacking this sum leads for f,g ∈ D(A)

〈f, T◦g〉 = 〈H∗f,Ag〉− 〈Af,Hg〉 ,

looking much like equation (4.4), so give T◦ its deserved name:

De�nition 4.6 Let A be selfadjoint and H ∈ C1(A). We de�ne the com-

mutator [H,A] on D(A) in the form sense by

〈f, [H,A]f〉 := 〈H∗f,Af〉− 〈Af,Hf〉 for f ∈ D(A). (4.6)

We denote [H,A] on H by [H,A]◦. Moreover we say H is of class C2 of A,
if H ∈ C1(A) and [H,A]◦ ∈ C1(A).
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Up to this point, checking that H is of class C1(A) is �nding the estimate
(4.5), which may be a tedious undertaking. Luckily the scalar product 〈·, ·〉
is sesquilinear and in a way stable with respect to the adjoint, so having
several di�erent operators in C1(A) raises hope that we can easily expand
our repertoire of C1 operators. And indeed

Proposition 4.7 The class C1(A) is an ∗-algebra and the de�nition of the
commutator �ts well, that is for H1,H2 ∈ C1(A) we have that

i) H1 +H2 ∈ C1(A) and [H1 +H2,A]◦ = [H1,A]◦ + [H2,A]◦,

ii) H1H2 ∈ C1(A) and [H1H2,A]◦ = [H1,A]◦H2 +H1[H2,A]◦,

iii) H∗1 ∈ C1(A) and [H∗1,A]◦ = [H1,A]∗◦.

Proof: In this proof we use [H,A] in the form sense. As H1 and H2 are in
C1(A) there are some constants c1, c2 such that for f ∈ D(A) the estimate
|〈f, [Hi,A]f〉| 6 ci‖f‖2 holds.

i) We calculate

〈f, [(H1 +H2),A]f〉 = 〈(H1 +H2)
∗f,Af〉− 〈Af, (H1 +H2)f〉

= 〈H∗1f,Af〉− 〈Af,H1f〉+ 〈H∗2f,Af〉− 〈Af,H2f〉
= 〈f, [H1,A]f〉+ 〈f, [H2,A]f〉 .

(4.7)

In absolute terms this means

|〈f, [(H1 +H2),A]f〉| 6 |〈f, [H1,A]f〉| + |〈f, [H2,A]f〉| 6 (c1 + c2)‖f‖2

providing that H1 + H2 ∈ C1(A). As D(A) is a dense set, we can use
equation (4.7) to see [H1 +H2,A]◦ = [H1,A]◦ + [H2,A]◦.

ii) We repeat the steps of i)

〈f, [H1H2,A]f〉 = 〈(H1H2)
∗f,Af〉− 〈Af,H1H2f〉

= 〈(H1H2)
∗f,Af〉− 〈Af,H1H2f〉+ 〈H∗1f,AH2f〉− 〈AH∗1f,H2f〉

= 〈f, [H1,A]H2f〉+ 〈f,H1[H2,A]f〉
= 〈f, [H1,A]H2f〉+ 〈H∗1f, [H2,A]f〉 .

(4.8)

In absolute terms we get

|〈f, [H1H2,A]f〉| 6 (c1‖H2‖+ c2‖H1‖)‖f‖2,
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read that H1H2 ∈ C1(A) and from (4.8) the equation for [H1H2,A]◦.
iii) Clear from De�nitions 4.4 and 4.6. �
This proposition obviously makes polynomials of C1 operators C1, so an

nearby idea is to use the Stone-Weierstrass Theorem to obtain this property
for the whole reminder of functional calculus with compactly supported,
continuous functions. This does not work out, since the estimation con-
stants in the proof of Proposition 4.7 defend controlling. However, for
smooth function we can regularize A to command the needed bound.

Lemma 4.8 Let H ∈ C1(A) be selfadjoint and ϕ ∈ C∞c (R). Then ϕ(H) is
of class C1(A), i.e. [A,ϕ(H)]◦ is bounded and, moreover, the setsϕ(H)D(A),
(H+ i)−1D(A) are subsets of D(A).

Proof: To circumvent domain questions, we begin with regularizing A
with Rλ := λ(iA + λ)−1 for λ 6= 0. Due to the spectral theorem, Rλ is
bounded on H with an image contained in D(A) and so Aλ := ARλ is
bounded. Recollecting the boundedness of [H,A]◦ and as we can, by De�-
nition 4.6, drop the subscript ◦ in D(A), we can write for f,g ∈ H

〈f,Rλ[H,A]◦Rλg〉 = 〈R∗λf, [H,A]Rλg〉 = 〈HR∗λf,ARλg〉− 〈AR∗λf,HRλg〉
= 〈HR∗λf,ARλg〉−

〈
(i/�λ)HAR∗λf,ARλg

〉
− 〈AR∗λf,HRλg〉− 〈AR∗λf, (i/λ)HARλg〉

=
〈
(H(R∗λ − (i/�λ)AR∗λ)f,Aλg

〉
− 〈A∗λf,H(Rλ + (i/λ)ARλ)g〉

=
〈
(H(1/�λ)(�λ− iA)R∗λf,Aλg

〉
− 〈A∗λf,H(1/λ)(λ− iA)Rλ)g〉

= 〈Hf,Aλg〉− 〈A∗λf,Hg〉 = 〈f, [H,Aλ]g〉 .

In short [H,Aλ] = Rλ[H,A]◦Rλ and with that both are uniformly bounded
for large λ. Having said this, we start the actual proof by writing

eitHAλ −Aλe
itH = (eitHAλe

−itH −Aλ)e
itH

=

(∫ t
0

eixH[H,Aλ]e
−ixHdx

)
eitH.

(4.9)

We note that with Rλ is [H,Aλ] = Rλ[H, iA]◦Rλ uniformly bounded for
large λ. Taking this bound into (4.9) we see that there is a constant C > 0

independent of λ such that ∥∥[Aλ, eitH]
∥∥ 6 Ct. (4.10)
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Take ϕ ∈ C∞c (R) and denote its Fourier Transform by ϕ̂. We gain by the
inverse Fourier Transform

ϕ(H) =
1√
2π

∫
R
ϕ̂(s)eisHds

and from (4.10) thus

‖[Aλ,ϕ(H)]‖ 6 C(ϕ). (4.11)

The constant C(ϕ) now depends on ϕ, still not on λ. We let λ grow to ∞
and read ϕ(H) ∈ C1(A).

By de�nition we have

〈f, [ϕ(H),A]◦g〉 = 〈ϕ∗(H)f,Ag〉− 〈Af,ϕ(H)g〉 for all f,g ∈ D(A).

Since ϕ(H) ∈ C1(A), we �nd c > 0 resulting in

|〈Af,ϕ(H)g〉| 6 c‖f‖ · ‖Ag‖.

So there is B ∈ B(D(A),H) complying with

〈Af,ϕ(H)g〉 = 〈f,Bg〉

and therefore ϕ(H)D(A) ⊂ D(A). �
This lemma is an interesting one, as it contradicts Example 4.3. If H is
bounded and H ∈ C1(A), then HD(A) ⊂ D(A) and therefore HA − AH is
well de�ned on D(A), thus increasing the user friendliness of [H,A]◦, but
soothingly we would not have known that without the theory.

The usual association of C1 with di�erentiability is intended and apt,
since [H,A]◦ can be written as the strong limit of t 7→ t−1(e−itAHeitA−H)

with t tending to 0 for any H ∈ C1(A). We also de�ned C2(A) which is
clearly linked to the second derivative of this mapping, but for lacking need
to do so, we do not iterate this game.

Lemma 4.9 Let A be a selfadjoint operator and H be bounded. H is of
class C1(A) if and only if the limit of t−1(e−itAHeitA −H) exists strongly
for t tending to 0. For those H this strong limit is equal to [H, iA]◦.

38



4 Mourre Theory

Proof: In general take f,g ∈ D(A). By Stone's Theorem we know the
function t 7→

〈
eiAtf,HeiAtg

〉
is C1. Hence by partial integration we have〈

f,
e−iAtHeiAt −H

−it
g

〉
=

1

t

∫ t
0

(〈
AeiAyf,HeiAyg

〉
−
〈
eiAyf,HAeiAyg

〉)
dy

=
1

t

∫ t
0

〈
eiAyf, [A,H]eiAyg

〉
dy.

(4.12)

We assume that the strong limit of t−1(e−iAtHeiAt − H) exists. By
the Banach-Steinhaus principle of uniform boundedness there is c > 0

satisfying for all 0 < |t| 6 1∥∥∥|t|−1
(
e−iAtHeiAt −H

)∥∥∥ 6 c.
Since the integrand in equation (4.12) is continuous for f,g ∈ D(A) for all
y, we acquire through letting t tend to 0 that |〈f, [A,H]g〉| 6 c‖f‖ · ‖g‖ and
by �xing the relation g = f proved half the game.

On the other hand suppose H ∈ C1(A), i.e.

|〈H∗f,Af〉− 〈Af,Hf〉| 6 c‖f‖2 for f ∈ D(A).

Then, there is [H,A]◦ on H satisfying 〈g, [A,H]h〉 = 〈g, [A,H]◦f〉 for all
g,h ∈ D(A). Using the Lebesgue Dominated Convergence Theorem on
equation (4.12), we gain for all f,g ∈ H

〈
f,
e−iAtHeiAt − T

−it
g

〉
=

1

t

∫ t
0

〈
eiAyf, [A,H]◦e

iAyg
〉
dy,

implying that the weak derivative of ieiAtHeiAt exists at t = 0 and equals
[A,H]◦. This also holds strongly, since di�erentiation shows that

i
d

dx
e−itAHeitA = e−itA[A,H]◦e

itA

weakly and weakly di�erentiable functions with strongly continuous deriva-
tives are strongly C1 (see [ABG] Lemma 5.A.2 b). �

Example 4.10 Take f ∈ D(A), assume that Hf = λf and consider

〈f, [H,A]◦f〉 = 〈f, [H− λ,A]◦f〉 = 〈(H− λ)f,Af〉− 〈Af, (H− λ)f〉 = 0.
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This seems to be a very �ne property, but it is well posed on D(A) only.
The following Virial Theorem solves this problem. You may consult [GG99]
for various variants of the Virial Theorem.

Lemma 4.11 (Virial Theorem) Let H be a bounded and selfadjoint op-
erator of class C1(A) of a selfadjoint operator A. For λ ∈ R we have

E{λ}(H)[H,A]◦E{λ}(H) = 0.

Proof: For u ∈ H we know from Lemma 4.9 that

[H, t−1eitA]u→t→0 [H, iA]◦u, (4.13)

as

[H, t−1eitA]u = t−1
(
HeitA − eitAH

)
u = eitAt−1

(
e−itAHeitA −H

)
u.

This demonstrates for eigenvectors v1, v2 with λ ∈ R and Hvi = λvi of H
the equality

〈v1, [H, iA]◦v2〉 = lim
t→0

1

t

〈
v1, [H, e

itA]v2
〉

= lim
t→0

1

t

〈
v1, [H− λ, eitA]v2

〉
= lim
t→0

1

t

(〈
(H− λ)v1, e

itAv2
〉

−
〈
e−itAv1, (H− λ)v2

〉)
= 0,

which proves the lemma. �

4.3 Mourre Estimates

Mourre Estimates act as a central pivot to deduce the absence of singularly
continuous spectrum for a given operator H. To achieve that, the estimate
must be �strict�. By Proposition 4.14 it is possible to render any Mourre
Estimate strict as long as H has no eigenvalue in the concerned part of
the spectrum; incidentally Proposition 4.13 keeps the count of eigenvalues
�nite, so through restriction to the eigenvalue free parts of the spectrum
we obtain a strict Mourre Estimate and we land at the intended place, so
let us introduce where about we are talking. [CFKS] serves as reference.

De�nition 4.12 Let H ∈ C1(A). We say that a Mourre estimate for the
couple (H,A) holds on an interval J if there is a constant c > 0 and a
compact operator K such that

EJ(H)[H, iA]◦EJ(H) > cEJ(H) + K (4.14)
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holds. We say that the Mourre estimate is strict, if K = 0, i.e.

EJ(H)[H, iA]◦EJ(H) > cEJ(H) (4.15)

holds.

Looking at the di�erences between equations (4.14) and (4.15) we notice
they encircle the operator K; to cope with our problems we have to conquer
properties of compact operators, which we already did in Lemma 2.8.

To open the door to strict Mourre Estimates and thus to get rid of
compact perturbations, we have to rid the estimate of eigenvalues λ, as
from the Virial Theorem

E{λ}(H)[H,A]◦E{λ}(H) = 0,

so without a compact K 6= 0 in (4.14) there is no possibility to ever reach a
true statement as long as eigenvalues are part of the considered spectrum.

Proposition 4.13 Let H be selfadjoint and of class C1(A) and assume
that a Mourre Estimate (4.14) holds on an interval J. Then the span of all
eigenvectors of H corresponding to eigenvalues in J is of �nite dimension.

Proof: We suppose that the span had dimension in�nite. For H is self-
adjoint we can take a sequence (en)n∈N of orthonormal eigenvectors with a
corresponding sequence (λn)n∈N of eigenvalues in J, i.e. Hen = λnen. With
the Virial Theorem (Lemma 4.11) and the estimate of (4.14) we gain

0 = E{λn}(H)[H, iA]◦E{λn}(H) > c‖en‖2 + 〈en,Ken〉 = c+ 〈en,Ken〉

As the en are orthonormal, their sequence converges weakly to 0 and as
K is compact, Ken converges, by Lemma 2.8, strongly to 0. In the last
equation we let n tend to in�nity, so we have

−c > 〈en,Ken〉 →n→∞ 0.

In a way false statements tell the truth; we conclude that there can not be
in�nitely many orthonormal eigenvectors for eigenvalues in J. �

Finally, due to the last proposition, we �nd only �nitely many eigen-
values, which we simply remove from consideration � remember that the
ultimate goal is to �nd some estimate of the resolvent of H (see Theorem
4.15), which implies Hsc(H) = {0}; eigenvalues contribute only to the pure
point spectrum, therefore
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Proposition 4.14 Suppose that H is selfadjoint and H ∈ C1(A). Assume
an interval J0 containing no eigenvalues ofH and suppose a Mourre Estimate
(4.14) with constant c holds on J0. For any ε in (0, c) and for any x ∈ J0
there is an interval J ⊂ J0 containing x such that

EJ(H)[H, iA]◦EJ(H) > (c− ε)EJ(H). (4.16)

Proof: Let (Jn)n∈N be a sequence of intervals with x ∈ Jn+1 ⊂ Jn for all
n including 0 and |Jn|→n→∞ 0. Then, by assumption, there is c > 0 such
that for all n

EJn(H)[H, iA]◦EJn(H) > cEJn(H) + EJn(H)KEJn(H). (4.17)

For we can write ‖EJn(H)f‖2 =
∫
Jn

1dEn,f(λ) where, as there is no eigenvalue
of H in Jn ⊂ J0, the measure En,f is purely continuous, EJn(H) converges
strongly to 0. Additionally with Lemma 2.8 iii), EJn(H)KEJn(H) converges
uniformly to 0. So we can increase n until the equation

‖EJn(H)KEJn(H)‖ 6 ε‖EJn(H)‖

holds and de�ne J := Jn. We plug that into (4.17) to deduce (4.16). �

4.4 Limiting Absorption Principle

Finally, we want to deduce the absence of singularly continuous spectrum
wherever a Mourre Estimate holds, being a consequence of Theorem 4.15.

We follow the proof of [PSS] Theorem 7.8, which is similar to the proof
in [CFKS]. However we replace the weights in |A|+1 with a smooth version
〈A〉, where

〈x〉 :=

√
1 + |x|

2
. (4.18)

Theorem 4.15 Assume that H is of class C2(A) and suppose I is an open
interval such that a strict Mourre Estimate holds. Take α > 1

2
, then

sup
δ>0,µ∈I

∥∥〈A〉−α (H− µ− iδ)−1 〈A〉−α
∥∥ 6 C (4.19)

holds for some C, thus H has purely absolutely continuous spectrum in I.
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The proof of this theorem is quite demanding. With Proposition 4.1,
the purely absolutely continuous spectrum of H in I is an outcome of (4.19).

To convince oneself of the validity of a statement, it is often convenient
to try it at its extreme conditions. Sometimes these tests already draw the
map of the proof for the remaining cases. This feat will show up here, so
�x α = 1, then Theorem 4.15 still takes a long proof. We split it into the
forthcoming propositions and lemmas and their corresponding proofs, so
all these take the same assumptions as Theorem 4.15.

The route: Lemma 4.16 introduces a pair of di�erential inequalities
which are su�cient to prove Theorem 4.15 for α = 1; therefore this proof
is called the di�erential inequality method. The remaining lemmas then
concentrate on showing the validity of the estimates for the given hypothe-
ses on H and its Mourre Estimate.

We also need some sets, operators and functions that we do not want
to de�ne every time we use them. Let ϕ ∈ C∞c (I;R) with 0 6 ϕ 6 1 and
ϕ(I ′) = {1} for some open interval I ′ ⊂ I. Fixing ϕ, we de�ne

M2 := ϕ(H)[H, iA]◦ϕ(H) > c(I)ϕ2(H)

and �x for ε > 0 and Im(z) > 0

Gε(z) := (H− iεM2 − z)−1.

Then, by the Spectral Theorem, 〈A〉−1
=
√
1 +A2

−1
is bounded and its

image is contained in D(A). Finally �x

Fε := Fε(z) := 〈A〉−1
Gε(z) 〈A〉−1

.

Lemma 4.16 Assume ε0 > 0 such that for 0 < ε < ε0 both the estimates

‖Fε‖ 6
C

ε
(4.20)∥∥∥∥dFεdε

∥∥∥∥ 6 C
(
‖Fε‖+

√
‖Fε‖√
ε

+ 1

)
(4.21)

hold for some constant C independent of Re(z) = µ ∈ I ′, then they imply
Theorem 4.15 for α = 1.

Proof: We plug (4.20) into (4.21) to see for small ε > 0 that∥∥∥∥dFεdε
∥∥∥∥ 6 Cε (C+

√
C+ ε

)
6
C(1)

ε
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for some C(1) > 0 independent of µ. We integrate and gain that ‖Fε‖ is
bounded by C(2)|ln(ε)|. We plug that another time into (4.21) to �nd for
small ε ∥∥∥∥dFεdε

∥∥∥∥ 6 C(3) |ln(ε)|√
ε

. (4.22)

The function ε 7→ |ln(ε)|/
√
ε with the antiderivative ε 7→ 4

√
ε − 2 ln(ε)

√
ε

on (0, 1], is absolutely Riemann integrable on (0, 1] with existing improper
integral and, hence, lies in L1([0, 1]), so integrate (4.22) once to see that
‖Fε‖ does not blow up for ε tending to 0. Taking this into the de�nition of
Fε returns equation (4.19). �

Lemma 4.16 thus is the key to Theorem 4.15 and we will from here
concentrate on the di�erential estimates (4.20) and (4.21); in preparation
we need to see M2 ∈ C1(A):

Lemma 4.17 Suppose that H ∈ C2(A), then [A,M2]◦ is bounded.

Proof: We �x B := [H, iA]◦ and , with Proposition 4.7 in mind, calculate

[A,M2]◦ = [A,ϕ(H)]◦Bϕ(H) +ϕ(H)[A,B]◦ϕ(H) +ϕ(H)B[A,ϕ(H)]◦.

This is, according to Lemma 4.8, bounded. �
Both (4.20) and (4.21) are estimates on Fε. For Fε is based on Gε, we

start estimating Gε and move on to Fε later.

Lemma 4.18 Take the assumptions from Theorem 4.15. Then

i) for ε > 0 and Im(z) > 0, the inverse Gε(z) of (H − iεM2 − z) exists
and is continuous for ε ∈ [0,∞] and C1 for ε ∈ (0,∞) such that

dGε

dε
= iGεM

2Gε, (4.23)

ii) for all ε > 0 and Im(z) > 0 and Re(z) ∈ I ′ the estimate

‖ϕ(H)Gε(z)f‖ 6 C
√

|〈f,Gε(z)f〉|√
ε

(4.24)

holds for all f ∈ H,
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iii) there is ε0 > 0 such that for all ε ∈ (0, ε0) and Re(z) ∈ I ′ we have

‖(1 −ϕ(H))Gε(z)‖ 6 C, (4.25)

‖Gε(z)‖ 6
C

ε
, (4.26)∥∥∥Gε(z) 〈A〉−1

∥∥∥ 6 C(1 +

√
‖Fε‖√
ε

)
. (4.27)

Proof: For shorter notation we denote T(z, ε) := H− iεM2 − z.
i) Decomposing z into z = µ+ iδ yields for f ∈ H∥∥(H− iεM2 − z)f

∥∥2 =
〈
(H− iεM2 − µ− iδ)f, (H− iεM2 − µ− iδ)f

〉
=
∥∥(H− iεM2 − µ)f

∥∥2 + δ2‖f‖2 + 2δε‖Mf‖2.
(4.28)

Taking δ > 0 and noting that a similar estimate holds for the adjoint
T(z, ε)∗ = T(z∗, ε) shows that Ker T(z, ε) = Ker T(z, ε)∗ = {0} providing
us with Ran T(z, ε) = H. Now assume a Cauchy-Sequence (gn)n∈N in
Ran T(z, ε), carrying unique fn with gn = T(z, ε)fn. We fetch from (4.28)

‖fn − fm‖2 =
1

δ2
‖gn − gm‖2 −

1

δ2

∥∥(H− iεM2 − µ)(fn − fm)
∥∥

− 2
ε

δ
‖M(fn − fm)‖2 6 1

δ2
‖gn − gm‖2,

that is (fn)n∈N is a Cauchy Sequence and thus Ran T(z, ε) is closed.
Fixing z and recollecting thatM andH are bounded, we get the required

strong di�erentiability and continuity for ε 7→ Gε(z), as Gε(z) is the inverse
of a polynomial of bounded operators. Finally, assuming f ∈ H we have
f = Gε(z)T(z, ε)f that we di�erentiate with respect to ε using the product
rule to obtain (4.23).

ii) We note the equality

G∗ε(2ieM
2 + 2iIm(z))Gε

= G∗ε(H−H+ 2ieM2 + Re(z) − Re(z) + 2iIm(z))Gε

= G∗ε(H+ iεM2 + z)Gε −G∗ε(H− iεM2 + z)Gε

= G∗ε −Gε
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and thence use the Mourre Estimate to get

‖ϕ(H)Gεf‖2 =
〈
f,G∗εϕ(H)2Gεf

〉
6 (2c(I)ε)−1

〈
f,G∗ε2εM

2Gεf
〉

6 (2c(I)ε)−1
〈
f,G∗ε2(εM

2 + Im(z))Gεf
〉

= (2c(I)ε)−1 〈f, (G∗ε −Gε)f〉
6 (c(I)ε)−1|〈f,Gεf〉|.

iii) We can express Gε in terms of G0

(1 −ϕ(H))Gε(z) = (1 −ϕ(H))G0(z)(1 + iεM2Gε(z)).

For Re(z) ∈ I ′, (1 −ϕ(H))G0(z) is bounded and hence

‖(1 −ϕ(H))Gε‖ 6 C(1 + ε‖Gε‖), (4.29)

i.e. equation (4.25) follows from (4.26) and (4.29). Well, to see (4.26) we
use (4.24) and estimate

‖Gε‖+ 1 6 ‖ϕ(H)Gε‖+ ‖(1 −ϕ(H))Gε‖+ 1

6 Cε−1/2‖Gε‖1/2 + C1(1 + ε‖Gε‖) + 1.

Taking C1ε 6 1/2 and C1 + 1/2 6 Cε−1/2, we can further estimate

‖Gε‖+ 1 6 Cε−1/2(‖Gε‖1/2 + 1) +
1

2
(‖Gε‖+ 1)

6 2Cε−1/2(‖Gε‖+ 1)1/2 +
1

2
(‖Gε‖+ 1),

and therefore ‖Gε‖ 6 16C2/ε, i.e. (4.26) is true for

ε 6 ε0 := min
{
(2C1)

−1,C2(C1 + 1/2)−2
}
.

For the remaining equation we take (4.24) and plug in f := 〈A〉−1
g and

have ∥∥∥ϕ(H)Gε 〈A〉−1
g
∥∥∥ 6 Cε−1/2|〈g, Fεg〉|1/2,

on which we apply Cauchy-Schwarz to get∥∥∥ϕ(H)Gε 〈A〉−1
∥∥∥ 6 Cε−1/2‖Fε‖1/2.

Moreover, since
∥∥∥〈A〉−1

∥∥∥ 6 1 and by (4.25),∥∥∥(1 −ϕ(H))Gε 〈A〉−1
∥∥∥ 6 ‖(1 −ϕ(H))Gε‖

is bounded. Writing Gε = (1 −ϕ(H))Gε +ϕ(H)Gε returns thus (4.27). �
To complete the proof of Theorem 4.15, exchange Gε with Fε.
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4 Mourre Theory

Lemma 4.19 Under the assumptions of Theorem 4.15, the inequalities
(4.21) and (4.20) hold.

Proof: By the de�nition of Fε, we get (4.20) from (4.26) by left and
right multiplication of the bounded 〈A〉−1. Deriving (4.21) is somewhat
more painful; we commence with (4.23)

−i
dFε

dε
= 〈A〉−1

GεM
2Gε 〈A〉−1

= T1 + T2 + T3,

where we place the operators Ti through

T1 := − 〈A〉−1
Gε(1 −ϕ(H))[H, iA]◦(1 −ϕ(H))Gε 〈A〉−1

,

T2 := − 〈A〉−1
Gε(1 −ϕ(H))[H, iA]◦(1 −ϕ(H))Gε 〈A〉−1

− 〈A〉−1
Gεϕ(H)[H, iA]◦ϕ(H)Gε 〈A〉−1

,

T3 := 〈A〉−1
Gε[H, iA]◦Gε 〈A〉−1

.

We remember that [H, iA]◦ and by (4.25) that (1 − ϕ(H))Gε 〈A〉−1 are
bounded, i.e. there is C1 > 0 such that ‖T1‖ 6 C1. We continue this
argument and, moreover, take (4.27) into account and hence have

‖T2‖ 6 C ′′2
∥∥∥ϕ(H)Gε 〈A〉−1

∥∥∥ 6 C ′2∥∥∥Gε 〈A〉−1
∥∥∥

6 C2(1 + ε−1/2‖Fε‖1/2).

We further guillotine the remaining operator T3

T3 = T4 + T5,

T4 := 〈A〉−1
Gε[H− iεM2 − z, iA]◦Gε 〈A〉−1

,

T5 := 〈A〉−1
Gε[iεM

2, iA]◦Gε 〈A〉−1
.

Taking the commutator in T4 into De�nition 4.6, we see

‖T4‖ 6 2

∥∥∥〈A〉−1
AGε 〈A〉−1

∥∥∥ 6 2

∥∥∥Gε 〈A〉−1
∥∥∥ 6 2C(1 + ε−1/2‖Fε‖1/2),

where we recall
∥∥∥〈A〉−1

A
∥∥∥ 6 1. The remaining T5 is estimated with the

help of (4.27) and Lemma 4.17

‖T5‖ 6 ε
∥∥∥Gε 〈A〉−1

∥∥∥2∥∥[M2, iA]
∥∥ 6 C ′5(ε1/2 + ‖Fε‖1/2)2

6 C5(1 + ‖Fε‖).
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4 Mourre Theory

The combination of all these estimates validate (4.21). �
Since we provided the proof of Theorem 4.15 for α = 1, we want to

loose the reins on α. A very basic technical lemma o�ers the path through
the required estimates:

Lemma 4.20 The recurrence β0 = 1, βn+1 = −(α−(βnα+1)/2) becomes
for α > 1/2 and large n negative and is solved through the expression

βn = 1 −
2n − 1

2n−1
α. (4.30)

Proof: Clearly (4.30) is true for n = 0. Let us assume that the equation
holds for n. Then

βn+1 = −

(
α−

βnα+ 1

2

)
= −

(
α− 1 +

2n − 1

2n
α

)
= 1 −

2n+1 − 1

2n
α

inductively shows (4.30). Look into the α factor of βn

−
2n − 1

2n−1
=

2

2n
− 2

to see the convergence to −2, so for α > 1/2 the βn get negative. �
Proof of Theorem 4.15: Assume ε 6 1 De�ne Dε := 〈A〉−α 〈εA〉α−1.
Due to the Spectral Theorem we have ‖DεA‖ 6 1 and∥∥∥∥dDεdε

∥∥∥∥ = (1 − α)
∥∥∥εA2 〈A〉−α 〈εA〉α−3

∥∥∥ 6 εα−1(1 − α). (4.31)

Moreover replace Fε = 〈A〉−1
Gε 〈A〉−1 with

F ′ε := DεGεDε.

For not taking use of the structure of 〈A〉−1 in the proof of (4.27), we gain

‖GεDε‖ 6 C(1)

(
1 +

√
F ′ε√
ε

)

and therefore conclude with (4.31) that∥∥∥∥dDεdε
GεDε +DεGε

dDε

dε

∥∥∥∥ 6 C(2)εα−1(1 + ε−1/2‖Fε‖1/2 + ‖F ′ε‖).
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5 Application of the Mourre Theory

Similarly to Lemma 4.19 we can estimate DεGεDε and can thus put ev-
erything together to have∥∥∥∥dF ′εdε

∥∥∥∥ 6 C(3)εα−1(1 + ε−1/2‖F ′ε‖
1/2

+ ‖F ′ε‖). (4.32)

Let us now start an iterative process. Assume that ‖F ′ε‖ 6 Cε−βn for
some βn 6 1, which, taken into 4.32, yields to∥∥∥∥dF ′εdε

∥∥∥∥ 6 C(4)
n ε

α−1(1 + ε−1/2−βn/2).

and through integration shows

‖F ′ε‖ 6 C(5)
n (1 + εα−βnα/2−1/2).

By (4.26) we can start with β0 = 1 and by Lemma 4.20 gain uniform
boundedness of F ′ε in a �nite number of steps. Considering ε = 0 leaves
equation (4.19). �

5 Application of the Mourre Theory

This chapter further develops the ideas of the Laplace chapter. Using the
Mourre Theory we conclude, in Theorem 6.5, the absence of singularly
continuous spectrum for Hs = ∆ + L(Q) + Vs(Q), where L|Z± = l± forms
a Barrier potential, introducing anisotropy, and Vs is taken in O(1/n2).
Therefore we seek a suitable A to be used in the commutator [Hs,A]◦,
leading to a strict Mourre Estimate, i.e. Corollary 5.19, which we plug into
the Limiting Absorption Principle. The fact that L describes an anisotropic
potential poses some obstacle, we thus commence with examining H := ∆+

L. De�nition 5.2 deals with this obstacle by splitting the space H = `2(Z)

into the left and right sides `2(Z−) and `2(Z+); subsequently Propositions
5.5, 5.10, 5.11 build up a Mourre Estimates for (H,A) restricted to theses
spaces, concluding in Corollary 5.12. Finally Proposition 5.14 glues the
estimate.

On this way we will perturb the Laplacian, so Section 5.5 recovers the
Laplacian. The last section then deals with adding Vs to H.
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5 Application of the Mourre Theory

5.1 A suitable conjugate operator on `2(Z)

Our initial task is to �nd a selfadjoint A such that a strict Mourre Estimate
holds for [∆, iA]◦ and, then, take a step towards [H, iA]◦. The realization
of this is heavily inspired by ideas and notions gathered from [GG05]. Ac-
tually, some trouble arises when placing anisotropic potentials, forcing us
to split H = `2(Z) and to �nd appropriate A on the splinters. The Fourier
Transformation maps ∆ to a multiplication operator, which makes a good
starting point, so we commence with considering general A for multiplica-
tion operators.

Proposition 5.1 Consider H = L2(I), where I is an interval. Let ϕ(Q) be
a multiplication operator with ϕ ∈ C1(I). Fix A := iϕ ′(Q)∂ + i∂ϕ ′(Q),
which we �rst de�ne on C1(I) and then move on to the closure. Then

[ϕ(Q), iA]◦ = 2ϕ ′(Q)2.

Proof: We expand on C1(I)

[ϕ(Q), iA] = [ϕ(Q),−ϕ ′(Q)∂− ∂ϕ ′(Q)]

= [ϕ(Q),−ϕ ′(Q)∂] + [ϕ(Q),−∂ϕ ′(Q)].
(5.1)

We separately expand both addends of the right side of (5.1), to see their
positivity, beginning with the left

[ϕ(Q),−ϕ ′(Q)∂]◦ = [ϕ(Q),−ϕ ′(Q)]◦∂+ϕ ′(Q)[ϕ(Q),−∂]◦

= ϕ ′(Q)[ϕ(Q),−∂]◦ = ϕ ′(Q)[∂,ϕ(Q)]◦.

We note that [∂,ϕ(Q)]◦ = ϕ ′(Q), since for f in D([∂,ϕ(Q)]◦), we have

[∂,ϕ(Q)]◦f = ∂(ϕf) −ϕ∂f = ϕ ′f+ϕf ′ −ϕf ′ = ϕ ′(Q)f

and therefore

[ϕ(Q),−ϕ ′(Q)∂]◦ = ϕ ′(Q)2.

Similarly we continue with the second summand in (5.1)

[ϕ(Q),−∂ϕ ′(Q)]◦ = [ϕ(Q),−∂]◦ϕ
′(Q) − ∂[ϕ(Q),ϕ ′(Q)]◦

= [ϕ(Q),−∂]◦ϕ
′(Q) = ϕ ′(Q)2,
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5 Application of the Mourre Theory

resembling the stated result. �
In momentum space, Proposition 3.5 gave the form 1 − cos(Q) to the

Laplacian. So with Proposition 5.1 we construct AZ with [∆, iAZ]◦ > 0.
Place ϕ := 1 − cos and get ϕ ′ = sin. So �x

~AZ :=
i sin(Q)∂+ i∂ sin(Q)

2
.

on the 2π-periodic functions in C∞(R). We want to sketch how this plays
together: The Fourier Coe�cients of such functions fall, in absolute terms,
faster than any polynomial. The derivation in the de�nition of ~A will
introduce a multiplication by Q, so the dwindling of the coe�cients does
not change under ~A.

Of course the inverse Fourier Transform F−1 is the tool to bring ~AZ back
to `2(Z). For convenience we de�ne c := (2π)− 1

2 and see for f ∈ C∞(S1)

(F−1 ~AZf)(k) = c

∫ 2π
0

(~AZf)(x)e
ikxdx

=
ic

2

∫ 2π
0

(sin(x)f ′(x) + cos(x)f(x) + sin(x)f ′(x))eikxdx

=
ic

2

∫ 2π
0

(2 sin(x)f ′(x) + cos(x)f(x))eikxdx.

(5.2)

Integration by parts allows drawing f from f ′∫ 2π
0

sin(x)eikxf ′(x)dx = [sin(x)eiktf(x)]2π0

−

∫ 2π
0

f(x)(cos(x) + ik sin(x))eikxdx

= −

∫ 2π
0

f(x)(cos(x) + ik sin(x))eikxdx.

We put this result into (5.2) and get a quite compact form

(F−1 ~AZf)(k) = −
ic

2

∫ 2π
0

f(x) cos(x)eikxdx+ kc

∫ 2π
0

f(x) cos(x)eikxdx.

Using Euler's Formulas for sine and cosine reveals that they act as shifting
operators when used within the inverse Fourier Transformation

(F−1 ~AZf)(k) = −
ic

4

∫ 2π
0

f(x)(ei(k+1)x + ei(k−1)x)dx

−
ick

2

∫ 2π
0

f(x)(ei(k+1)x − ei(k−1)x)dx,
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5 Application of the Mourre Theory

which can be easily expressed in terms of the operators U, U∗ and Q

F−1 ~AZ = −
i

2

[
1

2
(U∗ +U) +Q(U∗ −U)

]
F−1.

Thus on the aborting sequences `2c(Z), which are subset of F−1C∞(S1) we
want to de�ne

AZ := −
i

2

[
1

2
(U∗ +U) +Q(U∗ −U)

]
=
i

2

[
U

(
Q+

1

2

)
−

(
Q+

1

2

)
U∗
] (5.3)

and then close the operator. This closure exists, since AZ is symmetric and
the domain of A∗Z contains the dense subspace `2c(Z). This AZ would suit
our needs, except for anisotropic potentials. For the isotropic case we could
stick to this AZ and most of the following properties and their proofs hold
without major changes.

5.2 A suitable conjugate operator on `2(Z±)

Now we have the general idea to �nd an A with [H, iA]◦ > 0, so the next
step is to split `2(Z) into `2(Z−)⊕ `2(Z+) in a way that enables us to easily
bring the Barrier potential L into play.

De�nition 5.2 We split H = `2(Z) into `2(Z−)⊕ `2(Z+), where we choose
Z+ := N0 and Z− := Z\Z+. In the following a subscribed + and − indi-
cates on which space we operate. We begin with splitting Q, as found in
De�nition 2.14, into Q±. So for f ∈ `2(Z+) and g ∈ `2(Z−)

(Q+f)(k) := kf(k) for k ∈ Z+,

(Q−g)(l) := lf(l) for l ∈ Z−.

In consequence we gain Q = Q− ⊕ Q+ on `2(Z−) ⊕ `2(Z+). Similarly we
split multiples of the identity c1l into c1l = c− ⊕ c+ on `2(Z−)⊕ `2(Z+).

The following operators, de�ned in the same manner, will not �t as
seamlessly into this scheme. So, the shift operators U±,U∗± are de�ned by

(U+f)(k) =

{
f(k− 1) k > 0,

0 k = 0,
and U∗+(k) = f(k+ 1) for k ∈ Z+,

(U∗−g)(l) =

{
g(l+ 1) l < 1,

0 l = 1,
and U−(l) = g(l− 1) for l ∈ Z−.
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5 Application of the Mourre Theory

Then U∗± and U∗± are mutually adjoint. We easily verify

U+U
∗
+ = χN(Q) and U∗+U+ = 1+

and similarly for U− and U∗−. So U± are partial isometries, in particular
‖U±‖ = 1, but beware U 6= U− ⊕U+.

Hence de�ne the perturbed Laplacians ∆± on `2(Z±) through

∆± := 1± −
1

2
(U± +U∗±) (5.4)

There is only a meagre di�erence between ∆ and ∆− ⊕ ∆+:

Corollary 5.3 By the de�nition of ∆± it is clear that

∆ = ∆+ ⊕ ∆− −
1

2
(χ{−1}(Q)U∗ + χ{0}(Q)U),

so we can express ∆ on `2(Z−)⊕ `2(Z+) by writing

∆ =

(
∆− −1

2
χ{−1}(Q)U∗

−1
2
χ{0}(Q)U ∆+

)
.

The operators ∆± and ∆ carry, by Proposition 5.5, similar properties,
which is of course desirable. To examine them, we want to get ∆± into a
multiplication operator � we used the Fourier Transformation on ∆, but,
because it does not work out exactly the same on ∆±, have to switch to
other transformations G±:

Lemma 5.4 We de�ne the operators G± : `2(Z±)→ L2odd([−π,π]) by

(G+f+)(x) =
1√
π

∑
l∈Z+

f(l) sin((l+ 1)x)

(G−f−)(x) =
1√
π

∑
l∈Z−

f(l) sin(lx)

for all f+ ∈ `2(Z+) and f− ∈ `2(Z−). Then G± are unitary transformations.

Proof: We show this proof on the Z+ side. For shorter notation �x
G := G+. We begin by calculating the value of two integrals. Let p,q ∈ N,
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5 Application of the Mourre Theory

and p 6= q, then∫π
−π

sin2(px)dx =

∫pπ
−pπ

sin2(y)
dx

p
=

[
1

2p
(y− sin(y) cos(y))

∣∣∣∣pπ
−pπ

= π,∫π
−π

sin(px) sin(qx) =

∫π
−π

cos((p− q)x) − cos((p+ q)x)
dx

2

=

[
sin(y)

2(p− q)

∣∣∣∣(p−q)π

−(p−q)π

+

[
sin(y)

2(p+ q)

∣∣∣∣(p+q)π

(p+q)π

= 0.

At �rst Take f ∈ `1(Z+), then, with the above,

〈Gf,Gf〉 = π−1

∫π
−π

∑
j∈Z+

sin((j+ 1)x)f(j)

∑
k∈Z+

sin((k+ 1)x)f(k)

dx

= π−1
∑
j∈Z+

∑
k∈Z

∫π
−π

sin((j+ 1)x) sin((k+ 1)x)f(j)f(l)dx

=
∑
i∈Z+

|f(i)|
2

= 〈f, f〉 .

We are left to show that this transformation is surjective. From the Fourier
transformation we know that its sinus terms (eikx = cos(kx) + i sin(kx))
cover the full space L2odd, hence does our transformation. �

Proposition 5.5 The operators ∆± are bounded and selfadjoint and uni-
tarily equivalent to (1− cos(Q)) and therefore σ(∆±) = σess(∆±) = [0, 2] is
purely absolutely continuous.

Proof: Boundedness and selfadjointness are shown as in Proposition 3.5.
Fix G := G+. For x,y ∈ Z+ we say x is neighbour of y if |x− y| = 1 and
denote that by x ∼ y. Then for f ∈ L1(Z+)

−2
√
π(G∆+f)(k) = −2

√
πGf(k) +

∑
j∈Z+

∑
j∼y

f(y) sin((j+ 1)k)

= −2
√
πGf(k) + f(0) sin 2k

+
∑
j>1

(f(j− 1) + f(j+ 1)) sin((j+ 1)k)

= −2
√
πGf(k) +

∑
z∈Z+

f(z) sin((z+ 2)k) +
∑
z∈Z+

f(z) sin(zk)

= −2
√
πGf(k) +

∑
z∈Z+

f(z)(sin((z+ 2)k) + sin(zk)).
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5 Application of the Mourre Theory

Since

sin((z+ 2)k) = sin((z+ 1)k+ k)

= sin((z+ 1)k) cos(k) + cos((z+ 1)k) sin(k), and

sin(zk) = sin((z+ 1)k− k)

= sin((z+ 1)k) cos(k) − cos((z+ 1)k) sin(k),

we gain

−2
√
π(G∆+f)(k) = −2

√
πGf(k) +

∑
z∈Z+

f(z)(sin((z+ 2)k) + sin(zk))

= −2
√
πGf(k) + 2

√
π(Gf)(k) cos(k)

= −2
√
π(Gf)(k)(cos(k) − 1).

We read by Proposition 2.17 and Lemma 2.23 the spectrum of ∆+. A
similar calculation for ∆− proves the claim. �

Next we deal with the conjugate operators A±, so from (5.3) we derive:

De�nition 5.6 On the space of aborting sequences `2c(Z±) we �x

A±|`2c(Z±) := −
i

2

[
1

2
(U∗± +U±) +Q±(U∗± −U±)

]
=
i

2

[
U±

(
Q± +

1

2±

)
−

(
Q± +

1

2±

)]
.

The last equation can be taken from the next lemma. For A± we take the
closure of these operators, which exist, as the operators are symmetric and
the domains of (A±)∗ contain the dense subspace `2c(Z±). Again, beware
that AZ 6= A− ⊕A+.

To retrieve Mourre Estimates for (∆±,A±), we need that A± are selfadjoint.
To show that we need to commute U±,U∗± with Q±. The following lemma
will clear the path.
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5 Application of the Mourre Theory

Lemma 5.7 On the space of aborting sequences `2c(Z±), the following re-
lations hold

Q±U± = U±(Q± + 1±), Q±U
∗
± = U∗±(Q± − 1±),

U∗±Q±U± = U∗±U±(Q± + 1±),

U±Q±U
∗
± = U±U

∗
±(Q− 1±),

U∗±Q±U
∗
± = U∗2± (Q± − 1±),

U±Q±U± = U2
±(Q± + 1±).

Proof: Let f ∈ `2c(Z+). For k ∈ Z+\{0} we have

(Q+U+f)(k) = kf(k− 1) = (k− 1)f(k− 1) + f(k− 1)

= (U+(Q+ + 1)f)(k),

and for k = 0, we have on both sides 0, so we got the �rst relation. The
second one is similar. All subsequent relations are consequences of the prior
and we conclude similarly for Z−. �

From here we can read without e�ort:

Corollary 5.8 The operators U± and U∗± are elements of C2(Q±).

But actually we are interested in properties of the operators A±, which we
will earn easier, now.

Proposition 5.9 The operators A± are essentially selfadjoint on `2c(Z±).

Proof: De�ne B− := −Q− and B+ := Q+ + 1+. At �rst we show that
`2c(Z±) is a core for B±, i.e. `2c(Z±) is dense in D(B±) under the graph norm
‖·‖+‖B±·‖. Take f ∈ D(B±) and for n ∈ N de�ne fn := χI±(Q±)f ∈ `2c(Z±),
where the intervals I+ := [0,n] and I− := [−n,−1]. Clearly ‖f− fn‖ →n→∞
0 and

B±(f− fn) = χZ±\I±(Q±)B±f.

Thus the above converges strongly to 0, implying that ‖B±(f− fn)‖ goes
to 0, so all relevant terms turn to 0.

For the main part, we want to use [RS] Volume II, Theorem X.36' c) to
show that A± are essentially selfadjoint on any core of D(B±). First, by
Lemma 5.7 we see that A± are symmetric and therefore (f,g) 7→ 〈f,A±g〉
are quadratic forms on D(B±) and we are left to support that
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i) |〈f,A±g〉| 6 c1
∥∥∥B1/2
± f

∥∥∥ · ∥∥∥B1/2
± g

∥∥∥ for all f,g ∈ D(B
1/2
± ), and

ii) |〈B±f,A±g〉− 〈f,A±B±g〉| 6 c2
∥∥∥B1/2
± f

∥∥∥·∥∥∥B1/2
± g

∥∥∥ for all f,g ∈ D(B
3/2
± ).

i) By the de�nition of B± we also see for f ∈ `2c(Z±) that∥∥∥Q1/2
± f

∥∥∥ 6 ∥∥∥B1/2
± f

∥∥∥.
Also, since (B

1/2
± U±f)(k) = ±(k + 1)1/2f(k − 1) for k ∈ Z±\{0} and by a

similar equation for U∗±, we obtain c(1) > 0 such that∥∥B1/2U±f
∥∥ 6 c(1)

∥∥B1/2f
∥∥ and∥∥B1/2U∗±f

∥∥ 6 c(1)

∥∥B1/2f
∥∥.

Taking these inequalities we estimate for f,g ∈ `2c(Z±)

2|〈f,A±g〉| =
∣∣∣∣〈f, [12(U± +U∗±) +Q±(U∗± −U±)

]
g

〉∣∣∣∣
6 ‖f‖ · ‖g‖+

∥∥∥Q1/2
± f

∥∥∥ · ∥∥∥Q1/2
± (U∗± −U±)g

∥∥∥
6 c1

∥∥∥B1/2
± f

∥∥∥ · ∥∥∥B1/2
± g

∥∥∥,
where c1 := 1 + 2c(1).

ii) At �rst we point out U±,U∗± ∈ C1(B±) due to Corollary 5.8. Hence
there is a constant c(2) > 0 complying∣∣〈f, [U∗± +U±,B±]◦g

〉∣∣ 6 c(2)‖f‖ · ‖g‖ 6 c(2)

∥∥∥B1/2
± f

∥∥∥ · ∥∥∥B1/2
± g

∥∥∥,
which is already half of the inequality we seek. Furthermore, since Q± and
B± commute, we have c(3) such that

|〈f, [Q±U±,B±]g〉| 6 |〈f,Q±[U±,B±]g〉| =
∣∣∣〈Q1/2

± f,Q
1/2
± [U±,±Q±]g

〉∣∣∣
6
∥∥B1/2f

∥∥ · ∥∥∥Q1/2
± Ug

∥∥∥ 6 c(3)

∥∥∥B1/2
± f

∥∥∥ · ∥∥∥B1/2
± g

∥∥∥.
The same for U∗± instead of U±, and hence provided the full estimate. �
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5 Application of the Mourre Theory

5.3 Mourre estimate for the free operator on `2(Z±)

The construction of A with Proposition 5.1 nurtures our expectation on
an easy form of [∆, iA]◦, which is preferable, as �nding a corresponding
Mourre Estimate in Proposition 5.11 becomes easy. Still we do not want to
leave the (∆±,A±) path, since anisotropy will be linked directly to ∆± not
before Corollary 5.12. A good starting point is to �nd out, what [∆±,A±]◦
e�ectively are:

Proposition 5.10 Remember De�nition 5.2. ∆± is of class C2(A±) and

[∆±, iA±]◦ = ∆±(2 − ∆±).

Proof: By Corollary 5.8 U±, the operators U∗± are of class C2(A±), so
the perturbed Laplacians ∆± = 1±+ 1

2
(U±+U∗±) are, by Proposition 4.7, of

class C2(A±). In this proof we denote 〈B,C〉f := 〈Bf,Cf〉. So for f ∈ `2c(Z+),
where `2c(Z+) is a core for A+ by Proposition 5.9, calculate

〈f, [∆+,A+]f〉 =
1

2

(〈
A+,U+ +U∗+

〉
f
−
〈
U+ +U∗+,A+

〉
f

)
=

1

2

(〈
(U+ +U∗+)A+, 1

〉
f
−
〈
1, (U+ +U∗+)A+

〉
f

)
.

(5.5)

With Lemma 5.7 we dig out

A+ = −
i

2

[
(U∗+ −U+)Q+ −

1

2
(U∗+ +U+)

]
,

which helps us to gain the equations on `2c(Z+)

U+A+ = −
i

2

[
(χN −U2

+)Q+ −
1

2
(χN +U2

+)

]
U∗+A+ = −

i

2

[
(U2∗

+ − 1)Q+ −
1

2
(U2∗

+ + 1)

]
and thence

(U∗+ +U+)A+ = −
i

2

[
(U2∗

+ −U2
+)Q+ − 1 −

1

2
(χ{0} +U2

+ +U2∗
+ )

]
,

[(U∗+ +U+)A+]∗ =
i

2

[
Q+(U2

+ −U2∗
+ ) − 1 −

1

2
(χ{0} +U2

+ +U2∗
+ )

]
=
i

2

[
(U2

+ −U2∗
+ )Q+ +

3

2
(U2

+ +U2∗
+ ) − 1 −

1

2
χ{0}

]
.
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5 Application of the Mourre Theory

We plug that knowledge back into (5.5), so

〈f, [∆+,A+]f〉 =

〈
1,
i

4
(−2 − χ{0} + (U2

+ +U2∗
+ ))

〉
f

= 〈1,−i∆+(2 − ∆+)〉f ,

which is what we wanted to check. [∆−,A−]◦ works similarly.
Since [∆±,A±]◦ are polynomials in ∆± we learn from Lemma 4.8 that

[∆±,A±]◦ ∈ C1(A±), i.e. ∆± ∈ C2(A±). �
It is a very remarkable feature of Proposition 5.10 that [∆±,A±]◦ are

functions in ∆±, which allows, through functional calculus, the extraction
of the sought Mourre Estimate.

Proposition 5.11 Let I = (a,b) ⊂⊂ (0, 2) be an interval. Then

EI(∆±)[∆±, iA±]◦EI(∆±) > c(I)EI(∆±),

where c(I) is strictly positive

c(I) := min
{
2a− a2, 2b− b2

}
. (5.6)

Proof: We de�ne a function f : R → R with f : x 7→ x(2 − x) such that
[∆±, iA±] = f(∆±). Functional calculus then works as the tool

EI(∆±)[∆±, iA]◦EI(∆±) = ∆±(2 − ∆±)EI(∆±) = f(∆±)EI(∆±)

> inf (f(I)) EI(∆±).

As f describes a parabola and as I is an interval we get inf(f(I)) = c(I) and
hence have proved the proposition. �

This makes it easy to introduce anisotropy:

Corollary 5.12 Take l± ∈ R and �x H± := ∆± + l± on `2(Z±). For every
interval J ⊂⊂ (0, 2) + {l±}, we �nd c(J) > 0 such that

EJ(H±)[H±, iA±]◦EJ(H±) > c(J)EJ(H±).

The constant c(J) can be taken from Proposition 5.11, with the interval
shifted by l±.

Proof: Similar to Proposition 5.11. �
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5 Application of the Mourre Theory

5.4 Mourre estimate for the free operator on `2(Z)

Corollary 5.12 introduced the aimed anisotropy, Proposition 5.14 then glues
Mourre Estimates on the separated spaces `2(Z±), followed, in the next
section, by the restoration of the Laplacian from the perturbed Laplacians.

Now we glue spaces:

De�nition 5.13 Let l± ∈ R and �x H± := ∆± + l± on `2(Z±). On the
whole space `2(Z−)⊕ `2(Z−) de�ne

Ljt := l− ⊕ l+ =:

(
l− 0

0 l+

)
,

∆jt := ∆− ⊕ ∆+ =:

(
∆− 0

0 ∆+

)
,

Hjt := ∆jt + Ljt,

H := ∆+ Ljt,

A := Ajt := A− ⊕A+ =:

(
A− 0

0 A+

)
.

The rightmost notation of the �rst two and the last operators aids readabil-
ity in the following proofs, while the meaning is clear through the de�nition
on `2(Z−)⊕ `2(Z+). The operator Ljt forms a Barrier potential, introduc-
ing the sought anisotropy. In the end, we want to retrieve Mourre Estimates
for H, although in this section we keep sticking to Hjt.

The transition form H± to Hjt creates a set D1 of thresholds, i.e. the
points were the constant c(J) in the Mourre Estimate turns to 0. Near
these points the constant of the Limiting Absorption Principle will blow
up, so we must avoid them. The thresholds consist of no more than four
points, thence we do not risk to overlook singularly continuous spectrum.
So �x the sets

D1 := {l−, l− + 2, l+, l+ + 2}

F1 := ([l+, l+ + 2] ∪ [l−, l− + 2])\D1.

By Proposition 5.5 and Corollary 5.12, the set F1 is the union of the essential
spectra of ∆± + l± excluding the thresholds.

We can mine the Mourre Estimates for H± to �nd one for Hjt, i.e. we
glue `2(Z−)⊕ `2(Z+) and thus reclaim our grip on H:
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5 Application of the Mourre Theory

Proposition 5.14 For every interval J ⊂⊂ F1, there is c(J) > 0 such that

EJ(Hjt)[Hjt, iA]◦EJ(Hjt) > c(J)EJ(Hjt).

Writing the bounds a < b of J and �xing a± := a − l± and b± := b − l±
returns c(J) explicitly by

c(J) = min {c−(J), c+(J)}, where

c±(J) :=

{
min
{
2a± − a2±, 2b± − b2±

}
0 < a± < b± < 2,∞ otherwise.

Proof: It is obvious that

EJ(Hjt) =

(
EJ(H−) 0

0 EJ(H+)

)
so

EJ(Hjt)[Hjt, iA]◦EJ(Hjt)

=

(
EJ(H−)[H−,A−]◦EJ(H−) 0

0 EJ(H+)[H+,A+]◦EJ(H+).

)

If J intersects both (0, 2) + l− and (0, 2) + l+, then take c the minimum of
c± taken from Corollary 5.12 and read

EJ(Hjt)[Hjt, iA]◦EJ(Hjt) > c

(
EJ(H+) 0

0 EJ(H−)

)
= cEJ(Hjt).

Otherwise let J intersect (0, 2) + l+, only. Then

EJ(Hjt)[Hjt, iA]◦EJ(Hjt) =

(
0 0

0 EJ(H+)[H+,A+]◦EJ(H+)

)

> c

(
0 0

0 EJ(H+)

)
= cEJ(Hjt),

which similarly holds true for l−. By the choice of J there are no other
types of intersection. �
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5 Application of the Mourre Theory

5.5 Mourre estimate for the Laplacian

In the last section we linked anisotropy to the Barrier potential Ljt and
gained a strict Mourre Estimate for Hjt = ∆jt + Ljt. The next step is to
recover the Laplacian ∆, although from Corollary 5.3, we know that we
only have to deal with some �nite rank perturbation. All the notation in
this section is based on De�nition 5.13.

Corollary 5.15 H ∈ C2(A) and [∆− ∆jt, iA] is compact.

Proof: Proposition 5.10 explored that ∆jt ∈ C2(Ajt). l− and l+ as parts
of Ljt are identities respectively on `2(Z−) and on `2(Z+), thus we gain that
Ajt = A− ⊕A+ and Ljt commute, so Ljt ∈ C2(Ajt) and hence deduce that
Hjt = ∆jt + Ljt ∈ C2(Ajt).

By Corollary 5.3,

K := ∆− ∆jt = −
1

2

(
χ{−1}U

∗ + χ{0}U
)

is of �nite rank. Thus K maps H into `2c(Z), i.e. by Proposition 5.9 into
D(Ajt), so [K, iAjt]◦ exists and is bounded.

Consider A± from De�nition 5.6. Commuting K with (U∗±+U±) easily
returns �nite rank operators. Moreover on `2c(Z) χ{0}UQ± = Uχ{−1}Q±

and χ{0}U
∗Q± = U∗χ{1}Q± are of rank 0 or of rank 1, so the closures of

KA± are of �nite rank. Using Lemma 5.7 and applying the above trick
on A±K reveals that A±K is also of �nite rank, thus [K, iAjt]◦ is a �nite
rank operator, thus [K, iAjt]◦ maps into D(A) and hence [[K, iAjt]◦, iAjt]◦
is bounded, that is K ∈ C2(A). Taking all that together, we gain with
Proposition 4.7 from H = Hjt + K that ∆+ Ljt ∈ C2(A). �

Since we have a strict Mourre Estimate for (Hjt,Ajt), the compact per-
turbation ∆ − ∆jt will, at �rst, remove the adjective strict in the Mourre
Estimate for (H,Ajt):

Proposition 5.16 Remember De�nition 5.13. Then for every interval
J ⊂⊂ I, where I ⊂⊂ F1 is an interval with bounds in F1, there is c > 0

such that the estimate

EJ(H)[H, iA]◦EJ(H) > cEJ(H) + K (5.7)

holds, whereas K is a compact operator.
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5 Application of the Mourre Theory

Proof: Fix K ′ := ∆ − ∆jt . By Corollary 5.15, K ′ is of �nite rank.
Examine with Proposition 4.7

[H, iA]◦ = [Hjt, iA]◦ + [K ′, iA]◦.

We multiply this equation from left and right with EI(Hjt) and use Propo-
sition 5.14

EI(Hjt)[H, iA]◦EI(Hjt) > cEI(Hjt) + K(1) (5.8)

with K(1) = EI(Hjt)[K
′, iA]EI(Hjt) compact, as EI(Hjt) is bounded. We

want to reformulate equation (5.8) equivalently in terms of quadratic forms
and play with its arguments, moving us more the less directly to the desired
result, thence for g ∈ `2(Z)

〈g,EI(Hjt)[H, iA]◦EI(Hjt)g〉 > c 〈g,EI(Hjt)g〉+
〈
g,K(1)g

〉
. (5.9)

In several steps we get from I to J and from EJ(Hjt) to EJ(H). To do so
we pick up ϕ ∈ C∞c (R,R) with ϕ 6 1, supp(ϕ) ⊂ I and ϕ|J = 1 and de�ne
Φjt := ϕ(Hjt), ΦH := ϕ(H) and f := Φjtg. We exchange g with f in (5.9)
and hence have

〈g,Φjt[H, iA]◦Φjtg〉 = 〈f,EI(Hjt)[H, iA]◦EI(Hjt)f〉
> c 〈f,EI(Hjt)f〉+

〈
f,K(1)f

〉
= c 〈Φjtg,Φjtg〉+

〈
g,K(2)g

〉
.

(5.10)

Again K(2) = ΦjtK
(1)Φjt is compact.

Corollary 2.13 tells us that Φjt − ΦH is compact, o�ering a path in
(5.10) from Φjt to ΦH. We consider the leftmost term

〈g,Φjt[H, iA]◦Φjtg〉 = 〈g, (Φjt −ΦH +ΦH)[H, iA]◦Φjtg〉
= 〈g, (Φjt −ΦH)[H, iA]◦Φjtg〉+ 〈g,ΦH[H, iA]◦Φjtg〉 .

We repeat this with the Φjt on the right and obtain

〈g,Φjt[H, iA]◦Φjtg〉 =
〈
g,K(3)g

〉
+ 〈g,ΦH[H, iA]◦ΦHg〉 (5.11)

with some compact K(3). Moreover, subtracting (5.11) from (5.10) is equiv-
alent to

〈g,ΦH[H, iA]◦ΦHg〉 > c 〈Φjtg,Φjtg〉+
〈
g,K(4)g

〉
(5.12)
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5 Application of the Mourre Theory

with a compact K(4). We apply that trick once more on the factor Φjt on
the right side and (5.12) advances to

〈g,ΦH[H, iA]◦ΦHg〉 > c 〈ΦHg,ΦHg〉+
〈
g,K(5)g

〉
. (5.13)

Again, K(5) is compact.
To get the result, we repeat the very �rst step; we �x v := EJ(H)g and

use v instead of g in (5.13) and use that ϕ|J = 1, i.e.

〈g,EJ(H)[H, iA]◦EJ(H)g〉 = 〈v,ΦH[H, iA]◦ΦHv〉
> c 〈ΦHv,ΦHv〉+

〈
v,K(5)v

〉
= c 〈g,EJ(H)g〉+

〈
g,K(6)g

〉
.

This is equation (5.7). �

5.6 Perturbation by potentials

Finally, we want to perturb the Mourre Estimate somewhat further, i.e. to
add to H = ∆+ Ljt a short range potential Vs(Q) with Vs ∈ O(1/n2) and
�nd that the Limiting Absorption Principle applies to Hs := H + Vs, thus
gaining the absence of singularly continuous spectrum.

Lemma 5.17 Take A± from De�nition 5.6 and its domain form Proposi-
tion 5.9. Then for mappings V± : Z± → C

i) V± ∈ O(1/|n|) implies V±(Q±) ∈ C1(A±),

ii) V± ∈ o(1/|n|) makes [V±(Q), iA±]◦ compact,

iii) V± ∈ O(1/|n|
2
) assures V± ∈ C2(A±).

Proof: i,iii) Take f ∈ `2c(Z±), where `2c(Z±) is a core for A± by Proposi-
tion 5.9. Then

〈f, [V±(Q),A±]f〉 =
〈
V∗±(Q)f,A±f

〉
− 〈A±f,V±(Q)f〉

= −
i

2

〈
f,

[
V±(Q)

1

2
(U∗± +U±) + V±(Q)Q±(U∗± −U±)

]
f

〉
+
i

2

〈
f,

[
1

2
(U∗± +U±)V±(Q) +Q±(U∗± −U±)V±(Q)

]
f

〉
.

(5.14)
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5 Application of the Mourre Theory

As V±(x)→ 0 for x→ ±∞, we �nd c∞ such that both∣∣∣∣〈f,V±(Q)
1

2
(U∗± +U±)f

〉∣∣∣∣ 6 c∞‖f‖2 and∣∣∣∣〈f, 12(U∗± +U±)V±(Q)f

〉∣∣∣∣ 6 c∞‖f‖2.
As V± ∈ O(1/|n|) we have that mappings x 7→ t1(x)V±(x), where t1 is a
translation x 7→ x + b, keep bounded for large x and can therefore bound
V±(Q)Q(U∗± − U±) and Q(U∗± − U±)V±(Q), so we just justi�ed i). Con-
sidering V± ∈ O(1/|n|

2
) and expanding

〈[V±(Q),A±]∗f,A±f〉− 〈A±f, [V±(Q),A±]f〉

leads to terms like the ones above. Then again mappings x 7→ t2(x)V(x),
where t2 is of the form (x+b)2 + c, keep bounded with large x and we can
thus bound all terms.

ii) From equation (5.14) consider the last line and the last addend

Q±(U∗± −U±)V±(Q) =
(
[Q,U∗±] +U∗±Q− [Q,U±] −U±Q

)
V.

Using Corollary 5.8, i.e. [Q,U±]◦ and [Q,U∗±]◦ are bounded, we see that the
whole question can be reduced to the question whether V±Q± = Q±V± is
compact. We know that if there is a sequence (Tn)n∈N of continuous, �nite
rank operators, with ‖Tn − V±Q±‖ →n→∞ 0, then V±Q± is compact (see
[Wer] Korollar II.3.3). We de�ne the functions

Tn(x) :=

{
V±(x)x |x| 6 n

0 |x| > n
for x ∈ Z±.

Then

(V±Q± − Tn)(x) =

{
0 |x| 6 n

V±(x)x |x| > n
for x ∈ Z±

and, as V± ∈ o(1/|x|), we know (V±Q± − Tn)(x) →|x|→∞ 0 and therefore
‖V±Q± − Tn‖ turns with growing n to 0. �

For all these Potentials V, we have [V(Q), iA]◦ compact, allowing us
to obtain a Mourre Estimate for (∆ + Ljt + V(Q),A), using the Mourre
Estimate for (∆+ Ljt,A).
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5 Application of the Mourre Theory

Proposition 5.18 Remember De�nition 5.13. Let V± be mappings on Z±
with V± ∈ o(1/|x|). Fix

V :=

(
V−(Q) 0

0 V+(Q)

)
.

Then for every interval J ⊂ I, where I ⊂⊂ F1 is an interval with bounds in
F1, there is c > 0 such that the estimate

EJ(H+ V)[H+ V, iA]◦EJ(H+ V) > cEJ(H+ V) + K (5.15)

holds, whereas K is a compact operator.

Proof: In the proof of Proposition 5.7 replace the de�nition of K ′ with
K ′ := V and apply Lemma 5.17 where needed. �

To apply Theorem 4.15, we also need a strict Mourre estimate; from the
Mourre Theory we know that removing eigenvalues frees a direct path:

Corollary 5.19 Take up the settings of Proposition 5.18 and assume an
open interval J0 ⊂ F1 such that H + V has no eigenvalue in J0 and take
x ∈ J0. Then there is an open interval J ⊂ J0 with x ∈ J and some constant
c > 0 obeying a strict Mourre Estimate

EJ(H+ V)[H+ V, iA]◦EJ(H+ V) > cEJ(H+ V). (5.16)

Proof: Apply Proposition 4.14 on 5.18. �
This corollary introduced some new thresholds that we need to remove.

De�nition 5.20 Take D2 the set of eigenvalues of H+ V. Fix

F2 := F1\D2.

F1 can be found in De�nition 5.13. Beware, V changes roles in the following.

Theorem 5.21 Look up De�nition 5.13. Take Hs := H + Vs, whereas
Vs ∈ O(1/n2). Then for every interval J ⊂⊂ F2, where F2 belongs to Hs,
we �nd a constant C > 0 such that for all α > 1/2 and for all z ∈ C with
Re(z) ∈ J and Im(z) > 0 we have∥∥〈A〉−α (Hs − z)−1 〈A〉−α

∥∥ 6 C,
so the spectrum of Hs in J and thus in F2 is purely absolutely continuous.

66



6 Perturbation of the L.A.P.

Proof: First we assume that J is an interval as found in Corollary 5.19,
i.e. we �nd c > 0 such that

EJ(Hs)[Hs, iA]◦EJ(Hs) > cEJ(Hs).

With Lemma 5.17 �nd Vs ∈ C2(A). As by Corollary 5.15, H ∈ C2(A)

we get, using Proposition 4.7, that Hs ∈ C2(A). This allows us to apply
Theorem 4.15 with the above Mourre Estimate, i.e. there is a constant C ′

such that for Re(z) ∈ J and Im(z) > 0 we have∥∥〈A〉−α (Hs − z)−1 〈A〉−α
∥∥ 6 C ′,

which is the claim.
For intervals J not suited to Corollary 5.19, we �nd by the choice of

J that �J ⊂ F2. Then for every j ∈ �J we �nd an open interval Jj and cj
following

EJj(Hs)[Hs, iA]◦EJj(Hs) > cjEJj(Hs)

and with the above for Re(z) ∈ Jj and Im(z) > 0∥∥〈A〉−α (Hs − z)−1 〈A〉−α
∥∥ 6 CJj.

As �J is compact, we �nd a �nite set N ⊂ �J such that

∪j∈NJj ⊃ �J,

so take C := max
{
CJj | j ∈ N

}
, then∥∥〈A〉−α (Hs − z)−1 〈A〉−α

∥∥ 6 C,
which is what we wanted to show. �

6 Perturbation of the L.A.P.

For Hs := ∆+ Ljt + Vs with the short range Vs ∈ O(1/n2) we managed to
deduce the absence of singularly continuous spectrum. This chapter wants
to dig out more information by adding another potential V, so

H := Hs + V, where V ∈ o(1/|n|
1+ε

).

Notice that this H is di�erent from the H of De�nition 5.13. For that we
will need to compare V to 〈A〉, which we solve by �rst comparing 〈A〉 to
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6 Perturbation of the L.A.P.

〈Q〉, thus allowing us to compare V to 〈Q〉. This is prepared through the
following two lemmas, subsequented by Proposition 6.4, rewriting the esti-
mate of Theorem 5.21 on the resolvent of Hs in the weights 〈Q〉 instead of
〈A〉. This is applied in Theorem 6.5 and, using some continuity arguments,
further mined into Proposition 6.7. Throughout this chapter, remember
the thresholds from De�nition 5.20 and take A from De�nition 5.13.

Lemma 6.1 For all x ∈ R we have (x± 2)2 6 5(1 + x2).

Proof: Examine the graphs of f± : R→ R, x 7→ (x± 2)2 − 5(1 + x2). �
Recall that A is given by De�tion 5.13.

Lemma 6.2 For all α ∈ [0, 1] and all f ∈ D(〈A〉α) we have

‖〈A〉α f‖ 6 C‖〈Q〉α f‖.

Proof: From Proposition 5.9 we know that D(〈A〉α) ⊂ D(〈Q〉α). At
�rst, let α = 1. Since Q = Q− ⊕ Q+ and since A = A− ⊕ A+, following
De�nitions 5.2 and 5.6, we can restrict the proof to the spaces `2(Z±), so we
consider the Z+ side; the Z− side is similar. By Proposition 5.9 we know
`2c(Z) is a core for A+. Take f ∈ `2c(Z), then

‖〈A+〉 f‖2 =
〈
f, 〈A+〉2 f

〉
=
〈
f, (A2

+ + 1)f
〉
. (6.1)

Consider

A+ =
i

2

[
U+(Q+ +

1

2+
) − (Q+ +

1

2+
)U∗+

]
. (6.2)

We have ‖A+f‖ 6
∥∥∥(Q+ + 1

2+
)f
∥∥∥ so that

∥∥A2
+f
∥∥ 6 ∥∥∥∥(Q+ +

1

2+
)2f

∥∥∥∥.
This results in∥∥(A2

+ + 1+)f
∥∥ 6 ∥∥∥∥(Q2

+ +Q+ +
5

4+

)
f

∥∥∥∥ 6 3

2

∥∥(Q2
+ + 1)f

∥∥.
Now drop the restriction α = 1: Since 〈A〉 is selfadjoint and positive,

it is unitarily equivalent to a positive multiplication operator and we can
thus use Theorem 9.1 to obtain the result for all α ∈ [0, 1]. �

We are therefore able to compare 〈A〉 to 〈Q〉. We now recall and de�ne
some sets and operators we will need throughout the rest of this chapter:
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6 Perturbation of the L.A.P.

De�nition 6.3 Recall A and Ljt from De�nition 5.13. Let V,Vs : Z → R
be potentials, obeying Vs ∈ o(1/n2) and V ∈ o(1/|n|

1+ε
) for some ε ∈ (0, 1).

Set the operators Hs := ∆+ Ljt + Vs(Q) and Hκ := Hs + κV(Q) for κ ∈ R.
Fix an interval J ⊂⊂ F2, where F2 corresponds to Hs and can be found in
De�nition 5.20.

Proposition 6.4 For every α > 1/2 there is a constant C such that for all
z with Re(z) ∈ J and Im(z) > 0 we have∥∥〈Q〉−α (Hs − z)−1 〈Q〉−α

∥∥ 6 C.
Proof: Because of Theorem 5.21 we �nd C ′ > 0 such that for all f ∈ H

and uniformly in z we have∣∣〈〈A〉−α f, (Hs − z)−1 〈A〉−α f
〉∣∣ 6 C ′‖f‖2.

This returns for g ∈ D(〈A〉α) and by Lemma 6.2 a constant C complying∣∣〈g, (Hs − z)−1g
〉∣∣ 6 C ′‖〈A〉α g‖2 6 C‖〈Q〉α g‖2,

so for all h ∈ H ∣∣〈h, 〈Q〉−α (Hs − z)−1 〈Q〉−α h
〉∣∣ 6 C‖h‖2,

resembling the claim. �
Now, we can put everything together to perturb the above estimate on

the resolvent with another potential.

Theorem 6.5 Recall De�niton 6.3. Assume that |κ| 6 q(J), where the
constant q(J) > 0 is su�ciently small. Then for α ∈ (1/2, (1 + ε)/2)

sup
Re(z)∈J,Im(z)>0

∥∥〈Q〉−α (Hκ − z)−1 〈Q〉−α
∥∥ <∞.

Hence Hκ has purely absolutely continuous spectrum in J.

Proof: We want to estimate∥∥〈Q〉−α (Hκ − z)−1 〈Q〉−α
∥∥

uniformly in z and draw the absence of singularly continuous spectrum
from Proposition 4.1. Observe for z ∈ C with Im(z) > 0 and Re(z) ∈ J

Hs − z = (Hκ − z) − κV, thus

1 = (Hκ − z)(1 − (Hκ − z)−1κV)(Hs − z)−1
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6 Perturbation of the L.A.P.

and

(Hκ − z)−1 = (1 − (Hκ − z)−1κV)(Hs − z)−1

= (Hs − z)−1 − (Hκ − z)−1κV(Hs − z)−1.

Hence

(Hκ − z)−1(1 + κV(Hs − z)−1) = (Hs − z)−1.

Take α ∈ (1/2, (1 + ε)/2) and multiply with 〈Q〉−α, then

〈Q〉−α (Hκ − z)−1 〈Q〉−α 〈Q〉α (1 + κV(Hs − z)−1) 〈Q〉−α

= 〈Q〉−α (Hs − z)−1 〈Q〉−α .
(6.3)

That looks familiar to the equations of Proposition 6.4. If the operator
〈Q〉α (1 + κV(Hs − z)−1) 〈Q〉−α is invertible, we will be able to bound
〈Q〉−α (Hκ − z)−1 〈Q〉−α uniformly in z. Remember that V ∈ o(1/|n|

1+ε
),

so by the above choice of α we know that 〈Q〉α κV 〈Q〉α is compact � so we
get invertibility by the Fredholm Alternative (see e.g. [RS] Volume I, The-
orem VI.14 and following corollary) and thus have to deal with injectivity,
i.e. �nd f such that

(1 + 〈Q〉α κV(Hs − z)−1) 〈Q〉−α f = 0, so

〈Q〉α κV(Hs − z)−1 〈Q〉−α f = −f.

De�ne g := (Hs − z)−1 〈Q〉−α f, then

〈Q〉α κVg = − 〈Q〉α (Hs − z)g, which is

〈Q〉α (Hs + κV − z)g = 0.

〈Q〉α is invertible and, since Hs + κV is selfadjoint, also Hs + κV − z is
invertible as Im(z) 6= 0. Therefore g = 0, implying f = 0, i.e. we have
injectivity and hence the awaited invertibility; thus move from (6.3) to

〈Q〉−α (Hκ − z)−1 〈Q〉−α

= 〈Q〉−α (Hs − z)−1 〈Q〉−α 〈Q〉α (1 + κV(Hs − z)−1)−1 〈Q〉−α .
(6.4)

Since we want to estimate the left side, we deal with 〈Q〉−α (Hs−z)
−1 〈Q〉−α

through Proposition 6.4 uniformly in z; call the obtained bound c, and we
are obliged to cope with the remains

〈Q〉α (1 + κV(Hs − z)−1) 〈Q〉−α

= 1 + 〈Q〉α κV 〈Q〉α 〈Q〉−α (Hs − z)−1 〈Q〉−α =: 1 +M.
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6 Perturbation of the L.A.P.

Clearly, ‖M‖ < 1 su�ces. We know
∥∥〈Q〉−α (Hs − z)−1 〈Q〉−α

∥∥ 6 c, so we
need to �nd out ‖〈Q〉α κV 〈Q〉α‖ < 1/c, which is true, as 〈Q〉α V 〈Q〉α is
bounded through the choice of α and, |κ| 6 q(J) was chosen su�ciently
small. �

In Theorem 6.5 we expect that it is possible to drop the restriction
|κ| 6 q(J). Solving this problem following the ideas of [ABG] or [GG05]
would blow up the intended extent of this thesis, so we contend here with
partial results of Proposition 6.7.

Lemma 6.6 Take De�niton 6.3. Fix α ∈ (1/2, (1 + ε)/2). Then for every
f ∈ D(〈Q〉α) and all λ ∈ J

i) the limit 〈
f, (Hs − λ− i0+)−1f

〉
:= lim

η↓0+

〈
f, (Hs − λ− iη)−1f

〉
exists.

ii) the mapping λ 7→ 〈f, (Hs − λ− i0+)−1f〉 is continuous and bounded.

Proof: Fix Gε(z) := (Hs − z− iεEI(Hs)[Hs, iA]EI(Hs))
−1. We know

from Proposition 6.4 that

sup
λ∈J,ε>0

∥∥〈Q〉−α (Hs − λ− iε)−1 〈Q〉−α
∥∥ 6 C,

i.e. following the proof of the Limiting Absorption Principle we have uni-
formly in ε that

|〈f,Gε(z)f〉| 6 C‖〈Q〉α f‖
2
. (6.5)

We would like to let ε tend to 0; notice from Lemma 4.18 that Gε(z) is
continuous and di�erentiable in ε on (0,∞). Fix ε0 > 0, then

〈f,G0(z)f〉 = 〈f,Gε0(z)f〉−
∫ 0
ε0

〈
f,

d

de
Ge(z)f

〉
de. (6.6)

Since resolvents of bounded operators are holomorphic, we notice that the
mapping z 7→ Gε0(z) is holomorphic, providing us with continuity in z
for the left term. We can thus mimic the proof for Lemma 4.16, using the
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6 Perturbation of the L.A.P.

estimates of Lemma 4.18 iii) to get that we can bound the integrand of (6.6)
uniformly in z, thus with the Lebesgue Dominated Convergence Theorem

lim
z→λ+0+

∫ 0
ε0

〈
f,

d

de
Ge(z)f

〉
de =

∫ 0
ε0

lim
z→λ+0+

〈
f,

d

de
Ge(z)f

〉
de.

Therefore we are able to let ε tend to 0 without losing continuity in z. �
With this continuity information we can revisit the proof of Theorem

6.5 to deduce some more.

Proposition 6.7 Take De�nition 6.3. Fix

1 + K(λ) := 1 + 〈Q〉α V 〈Q〉α 〈Q〉−α (H0 − λ− i0+)−1 〈Q〉−α ,

and choose λ0 ⊂ J such that 1 + K(λ0) is injective. Then there is a set
K ⊂ R, with R\K discrete, such that for κ ∈ K there is an interval I around
λ0 where Hκ has purely absolutely continuous spectrum, in particular

sup
Re(z)∈I,Im(z)>0

∥∥〈Q〉−α (Hκ − z)−1 〈Q〉−α
∥∥ <∞.

Proof: First notice that Hκ obeys H0 = Hs and H1 = H0 + V. We
remember from the proof of Theorem 6.5, that 〈Q〉α κV 〈Q〉α is compact,
so K(λ) is compact. Moreover we write equation (6.3)

〈Q〉−α (Hκ − z)−1 〈Q〉−α 〈Q〉α (1 + κV(H0 − z)−1) 〈Q〉−α

= 〈Q〉−α (H0 − z)−1 〈Q〉−α .
(6.7)

Here we let z tend to λ+ i0+, where we know from the above lemma, that
the term 〈Q〉α (1 + κV 〈Q〉α 〈Q〉−α (H0 − λ− i0+)−1) 〈Q〉−α = 1 + κK(λ) is
continuous in λ.

With K(λ0) being compact, we notice σ(K(λ0)) is dense at most at 0.
As for κ 6= 0

1 + κK(λ0) = κ
(
K(λ0) + κ−1

)
,

the set
~G := {k | 0 ∈ σ(1 + kK(λ0)}

is discrete. Putting G := R\ ~G, implies for κ ∈ G that 1+κK(λ) is invertible.
Fix κ ∈ G, then there is a constant c > 0 obeying

‖(1 + κK(λ0))f‖ > c‖f‖.
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7 Scattering Theory

For we have continuity in λ, we know there is a neighbourhood I around
λ0 such that for a given 0 < δ < c, we �nd for all λ ∈ I

‖1 + κK(λ)f‖ > δ‖f‖,

preserving invertibility. Therefore we are able to go from (6.7) to

〈Q〉−α (Hκ − λ)−1 〈Q〉−α

= 〈Q〉−α (H0 − λ)−1 〈Q〉−α 〈Q〉α (1 + κV(H0 − λ)−1)−1 〈Q〉−α ,

and can estimate the right side to be bounded for λ ∈ I, which explains
our claim. �

7 Scattering Theory

Scattering experiments usually involve a scatterer, e.g. a crystal, and a test
particle. At the beginning the crystal and the particle are a vast distance o�
and, with time evolving, getting nearer until they interact. After a while
the particle leaves the scatterer and moves away, enlarging the distance
and thus the scatterer is expected to exercise no more in�uence on the
particle, which is then free again. In terms of quantum mechanics, we
express this with the interacting time evolution e−itH and the free time
evolution e−itH0, where often H0 = ∆ and H = H0 + V for some �fast
decaying� potential V. A state f getting asymptotically free in the long
term means there is a state f+ such that for t near ∞ we have

e−itHf ≈ e−itH0f+.

Similarly looking æons in the past, and thereby neglecting any particle
sources we would meet in real experiments, we have for t near −∞ a state
f+ complying

e−itHf ≈ e−itH0f−.

Multiplying both to the left with eitH lets us expect

f = lim
t→−∞ eitHe−itH0f− = lim

t→∞ eitHe−itH0f+.

If the particle is instead subjected to long term forces, i.e. the potential
V is long range (e.g. the Coulomb Potential), we can not assume that the
particle will become free in the future.
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7 Scattering Theory

This chapter wants to examine these ideas with more mathematical
rigour. First we introduce the vocabulary and advance to completeness
and existence. The results of this chapter can be found in [CFKS] Chapter
5, [Kit] and [RS] Volume III, Chapter XI.

7.1 Generalized Wave Operator Properties

Now, we de�ne suitable operators Ω± to examine this behaviour. After
that, assuming their existence, Proposition 7.3 examines some properties.

De�nition 7.1 Let A and B be self-adjoint operators on H and let Pac(B)

be the orthogonal projection on Hac(B). We say that the generalized wave

operators Ω±(A,B) exist, if the strong limits

Ω±(A,B) := s- lim
t→∓∞ eiAte−iBtPac(B)

exist. In that case we de�ne

H+ := RanΩ+ and H− := RanΩ−,

and if H+ = H− = Ran Pac(A), we say that Ω±(A,B) are complete.

Remark 7.2 For the the wave operators Ω±(A,B) there exist two conven-
tions regarding the strong limit over t→ ∓∞ or respectively over t→ ±∞.
Here we stick to the �rst, which is also used in [RS] Chapter XI.

The purpose of the projections Pac(B) is to avoid eigenvalues, which do
not play a role in scattering. By keeping the idea of A = H and B = H0 we
get, assuming that Ω± exists, the interpretation of the state f = Ω+f− that
developed to the past, looks asymptotically like a the state f−, which was
not subjected to the scatter. The spaces H+ and H− are therefore called
the sets of incoming and outgoing states. In Proposition 7.3 we see that
Ω± are partial isometries, hence the de�nition of completeness is a word for
the phenomenon that every incoming state has exactly one corresponding
outgoing state and vice versa.

Proposition 7.3 Suppose that Ω± exist, then

i) the operators Ω± are partial isometries from Hac(B) to H±,
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7 Scattering Theory

ii) the spaces H± are invariant under A and

Ω±(D(B)) ⊂ D(A), AΩ±(A,B) = Ω±(A,B)B, (7.1)

iii) the spaces H± are subspaces of Hac(A).

Proof: i) The operators eiAt and e−iBt are unitary and Pac(B) is an
orthogonal projection.
ii) For any s ∈ R we can shift the limit of Ω±(A,B)

Ω±(A,B) = s- lim
t→∓∞ eiAte−iBtPac(B) = s- lim

t→∓∞ eiA(t+s)e−iB(t+s)Pac(B)

= eiAss- lim
t→∓∞ eiAte−iBtPac(B)e−iBs = eiAsΩ±(A,B)e−iBs.

We multiply from left with e−iAs and note that strong di�erentiation with
respect to s is digestible and

eiAsΩ±(A,B) = Ω±(A,B)eiBs. (7.2)

From the above we get, with the help of Stone's Theorem, that equation
(7.1) holds and furthermore that H± are invariant subspaces for eiAs.

iii) We already know that Ω± are partial isometries

A = Ω±(A,B)BΩ±(A,B)∗.

So A|H± is unitarily equivalent to B|Hac(B) and hence A|H± is purely abso-
lutely continuous, so H± ⊂ Hac(A). �

7.2 Completeness

By the initial physical argumentation we expect that the generalized wave
operators exist in several contexts and are usually complete. Mathemati-
cally it is harder to gain that result and we have to take much care of do-
mains and convergence. There is a Chain Rule 7.4 that allows easy mating
of wave operators, so if we know Ω±(A,B) and Ω±(B,C) exist, we derive
the existence of Ω±(A,C), which will serve in Proposition 7.5 through fac-
toring Ω±(A,A) as a joint to completeness, which becomes equivalent to
the existence of both Ω±(A,B) and Ω±(B,A). We postpone nice existence
criteria to the next section.
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Proposition 7.4 (Chain Rule) Suppose that Ω±(A,B),Ω±(B,C) exist.
Then Ω±(A,C) exists and can be written as

Ω±(A,C) = Ω±(A,B)Ω±(B,C).

Proof: First, we expand the limit argument of Ω±(A,C)

eitAe−itCPac(C) = eitAe−itBPac(B)eitBeitCPac(C)

+ eitAe−itB(1 − Pac(B))eitBeitCPac(C).

The �rst summand converges to Ω±(A,B)Ω±(B,C) as the product of uni-
formly bounded and strongly convergent operators is strongly convergent;
the second summand vanishes, since eitAe−itB is bounded and, from Propo-
sition 7.3, RanΩ±(B,C) ⊂ Hac(B), so

lim
t→∓∞

∥∥(1 − Pac(B))eitBe−itCPac(C)f
∥∥ = 0

for any f ∈ H. �

Proposition 7.5 Completeness of Ω±(A,B) is equivalent to the existence
of Ω±(B,A).

Proof: We assume that both Ω±(A,B) and Ω±(B,A) exist. With the
Chain Rule 7.4 we calculate

Pac(A) = Ω±(A,A) = Ω±(A,B)Ω±(B,A)

and read that Hac ⊂ Ran Ω±(A,B). The latter range is, by Proposition
7.3, subset of Hac and Ω±(A,B) are therefore complete.

Conversely Ω±(A,B) exist and are complete. For any f ∈ Hac(A) there
is a g ∈ H with f −Ω±(A,B)g = 0, as Hac(A) is the range of Ω±(A,B).
Since eiAt and eiBt are unitary this implies that∥∥eiBte−iAtf− Pac(B)g

∥∥→t→−∞ 0,

so limt→−∞ eiBte−iAtf = Pac(B)g, i.e. Ω±(B,A) exist. �

7.3 Existence

To this point we have the unsatisfying existence ofΩ±(A,A) and of chained
Ω±. Cook's Method 7.6 can be applied more generally, but involves a lot
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of estimation and does not return completeness. If we know the di�erence
of A and B is �small�, e.g. of trace class, as we would have in the initially
described physical contexts for fast enough decaying potentials, we antici-
pate existence and completeness, which the Kato-Rosenblum Theorem 7.10
consequently returns.

All existence criteria found on Cook's Method 7.6, involving the some-
times tedious search for some estimates. The later criteria of Theorem 7.9
and especially 7.10 hide that search through abstract means.

Theorem 7.6 (Cook's Method) Let A and B be selfadjoint. If there is
a subset D of D(B)∩Hac(B) dense in Hac(B) such that for any f ∈ D there
exists t0 with

i) For |t| > t0, e−iBtf lies in D(A),

ii)
∫∞
t0

[∥∥(B−A)e−iBtf
∥∥+

∥∥(B−A)eiBtf
∥∥]dt <∞,

then Ω±(A,B) exists.

Proof: Take f ∈ D and de�ne ϕf(t) := eiAte−iBtf, being di�erentiable
on (t0,∞) as by i) e−itBf is contained in D(A) ∩ D(B). We then use its
derivative to estimate the behaviour of ϕf near in�nity, so let t, s > t0 then

d

dt
ϕf(t) = −ieiAt(B−A)e−iBtf,

‖ϕf(t) −ϕf(s)‖ 6
∫ t
s

∣∣∣∣ dduϕt(u)

∣∣∣∣du 6 ∫ t
s

∥∥(B−A)e−iBuf
∥∥du.

Hypothesis ii) tells us that with s going to in�nity, the latter distance
approaches zero, so limt→∞ϕf(t) exists for all ϕ ∈ D. Since D is dense
in D(B)∩Hac(B), we can make use of the Bounded Linear Transformation
Theorem to extend this on D(B)∩Hac(B). On the orthogonal subspace we
assign the value 0 and have thus found Ω±(A,B). �

We mentioned that trace class operators are key to our potentials.

De�nition 7.7 Let H be a separable Hilbert space and (fn)n∈N an or-
thonormal basis of H. For positive operators A on H we de�ne the trace

tr(A) :=

∞∑
n=1

〈fn,Afn〉 .
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All operators with tr(
√
A∗A) < ∞ de�ne the trace class T1. We also call

the set T2 of all A with tr(A∗A) <∞ Hilbert-Schmidt.

Proposition 7.8 The trace of A is independent of the chosen basis. Fur-
thermore we have for positive A,B ∈ T1 that

i) tr(A+ B) = trA+ trB.

ii) tr(λA) = λtrA for λ > 0.

iii) tr(UAU∗) = trA for unitary U.

iv) if 0 6 A 6 B, then trA 6 trB.

Proof: Properties i), ii) and iv) are obvious.
Let (f

(i)
n )n∈N (i ∈ {1, 2}) be orthonormal bases of H. Then we have

tr1A :=
∑
n

〈
f(1)n ,Af(1)n

〉
=
∑
n

∥∥∥√Af(1)n ∥∥∥2
=
∑
n

∑
m

∣∣∣〈f(2)m ,
√
Af(1)n

〉∣∣∣2 =
∑
n

∑
m

∣∣∣〈√Af(2)m , f(1)n

〉∣∣∣2.
The series consist solely of positive summands and are therefore absolutely
convergent and hence we can interchange summation over m and n; we
invert the unpacking of the trace and get tr1(A) = tr2(A). From this
independence we also get iii), as the orthonormal base property is preserved
under unitary transformation. �

The following theorem explains how fast decaying potentials lead to
existence of the wave operators. Actually Theorem 7.9 gives a little more
freedom, whereas the Kato-Rosenblum Theorem 7.10 is a restriction in-
escapably resulting in completeness.

Theorem 7.9 (Pearson) Let A and B be self-adjoint operators and let
J be a bounded operator. Suppose that there exists C ∈ T1 such that
C = AJ− JB in the sense that for all f ∈ D(A) and g ∈ D(B)

〈f,Cg〉 = 〈Af, Jg〉− 〈f, JBg〉

then
Ω±(A,B; J) := s- lim

t→∓∞ eiAtJe−iBtPac(B)

exist.
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Proof: For being lengthy, we only want to sketch the proof without
getting into all details of the involved estimates and domains. An almost
complete proof can be obtained from [RS] Volume III, Theorem XI.7. De�ne
W(t) := eiAtJe−iBt and consider t approaching ∞. The density argument
of Theorem 7.6 makes it su�cient to show that

lim
t→∞,t<s

‖(W(t) −W(s))f‖2 = 0 (7.3)

for all f ∈ D, for some suitable dense set D. That we take as the set of
all f ∈ H such that there is ϕ ∈ L∞(R) and such for all measurable M we
have the identity

〈f,EM(B)f〉 =

∫
M

|ϕ(s)|
2
dλ(s).

Denote the L∞-norm of ϕ by ‖f‖D. It is then easy to see that ‖·‖D is a
norm and that D is dense in Hac(B).

We want to divide (7.3) into two factors that we control separately. For
bounded X and a < b de�ne

Fa,b(X) :=

∫b
a

eiBtXe−iBtdt,

Y(t, s) := −i
(
eitBJ∗e−i(t−s)ACe−isB − eitBC∗e−i(t−s)AJeisB

)
,

Q(b) := eibBW(t)∗W(s)e−bB.

Then
dQ(b)

db
= −eibBY(t, s)e−ibB

shows by integration

F0,a(Y(t, s)) = W(t)∗W(s) − eiaBW(t)∗W(s)e−iaB. (7.4)

For �xed t and s we have that

W(t) −W(s) = i

∫ t
s

eiuACe−iuBdu

is compact and therefore W(t)∗(W(t)−W(s)) is compact. So for f ∈ D we
have by the laws of the Fourier Transformation that

lim
a→∞ eiaBW(t)∗(W(t) −W(s))e−iaBf = 0,
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thus with (7.4) we gain for f ∈ D

〈f,W(t)∗(W(t) −W(s))f〉 = lim
a→∞ 〈f, F0,a(Y(t, t) − Y(t, s))f〉 . (7.5)

By [RS] Volume I, Section VI.6 there are for the trace class C the orthonor-
mal systems (fn)n∈N, (gn)n∈N and λn > 0 such that

∑
λn 6∞ and

C =
∑
n

λn 〈fn, ·〉gn.

We can estimate∣∣〈f, F0,aeiuBXCeiuBf〉∣∣ 6 c1‖X‖ · ‖f‖D
√∑

n

λn

∫∞
u

|〈fn, e−ixBf〉|2dx.

Hence with (7.5) we get

‖(W(t) −W(s))f‖2 6 c2‖J‖ · ‖f‖D

√∑
n

λn

∫∞
min {s,t}

|〈fn, e−ixBf〉|2dx.

By the de�nition of D and for f ∈ D we obtain (7.3). �

Theorem 7.10 (Kato-Rosenblum) Let A and B be self-adjoint opera-
tors with A− B ∈ T1, then Ω±(A,B) exist and are complete.

Proof: As C := A − B is of trace class, we use Theorem 7.9 with J := 1

to see that Ω±(A,B) exists. With C is −C of trace class, so Ω±(B,A) exist
accordingly. Proposition 7.5 gives the desired completeness. �

8 Application of the Scattering Theory

For resembling the physical world, Schrödinger operators and hence the
Laplace operator are the main attractions for scattering theory, so we open
the chest of H = `2(Z), again. Again, we investigate anisotropic potentials
where Proposition 8.1 returns existence and completeness of the generalized
wave operators, completing the proof Theorem 1.1.

Looking back to Theorem 6.5, we want to cover the trace class potentials
V ∈ o(1/|n|

1+ε
), leaving us in a perfect position to use the scattering theory:

Proposition 8.1 Remember De�nition 5.13. Let ε > 0 and take a poten-
tial V ∈ o(1/|n|

1+ε
), then Ω±(H+ V(Q),H) exist and are complete.
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Proof: As V ∈ o( 1

|n|1+ε ), we have limn→∞ V(n)|n|
1+ε=0; so there exists

N ∈ N and c > 0 such that∑
|n|>N

V(n) 6 c
∑
n

1

|n|
1+ε <∞.

Therefore we have that V ∈ L1(Z) and consequently V ∈ T1(Z).
We set A := H + V(Q) and B := H to get A − B = V(Q) ∈ T1(Z)

enabling us to use the Kato-Rosenblum Theorem 7.10, so Ω±(A,B) exist
and are complete. �

Example 8.2 In Proposition 8.1 completeness does not let us expect that
Hac(H) for H := ∆ + V(Q) equals H = Hac(∆). But suppose that were
so, it would solve many questions we answered with Mourre Theory in one
stroke, as that would imply Hsc(H) = {0}; the projections to the absolutely
continuous subspaces of De�nition 7.1 are dispelling that hope, but are
needed to get completeness for our potentials.

Actually, we neither get H = Hcont(H), for Riesz's Min/Max Principle
lets us see Hpp 6= {0}. So the best we can expect is H = Hac(H)⊕Hpp(H).
The pure point spectrum is not empty: Assume a potential V < 0. We
claim for all λ > 0 that the operator Hλ = ∆+ λV got an eigenvalue.

Proof: Take f ∈ `2(Z) with ‖f‖ = 1. Moreover for n ∈ N and ε := n−1

de�ne the average mapping y : Z→ C and the corresponding bounded and
selfadjoint operator Y

y(k) := (Yf)(k) :=
1

4
(f(k− 1) + 2f(k) + f(k+ 1)) .

We note that every x ∈ Z can be uniquely disassembled into x = nk +m,
where k ∈ Z and 0 6 m < n, to construct a linearly interpolated dilation
fε of f

fε(x) := fε(nk+m) :=
√
ε
(
y(k) +

m

n
(y(k+ 1) − y(k))

)
=

√
ε

n
((n−m)y(k) +my(k+ 1)) .

We claim that ‖fε‖2 = c + o(ε) for some constant c > 0, which is a conse-
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quence of the following calculation

〈fε, fε〉 =
ε

n2

∑
k∈Z

∑
06m<n

|(n−m)y(k) +my(k+ 1)|
2

=
1

n3

∑
k∈Z

∑
06m<n

(n−m)2|y(k)|
2
+ (n−m)my(k)y(k+ 1)

+ (n−m)my(k+ 1)y(k) +m2|y(k+ 1)|
2
.

The y are independent of m so we can easily get rid of the sums over m
using Gauss' Formulas

c1(n) :=
∑

06m<n

m2 =
1

6
n(n+ 1)(2n+ 1) − n2 =

1

6
(2n3 − 3n2 + n),

c2(n) :=
∑

06m<n

(n−m)2 =
∑
m

n2 − 2nm+m2 =
1

6
(2n3 − 3n2 + n),

c3(n) :=
∑

06m<n

(n−m)m =
∑
m

nm−m2 =
1

6
n(n2 − 1).

We put this back into ‖fε‖2

〈fε, fε〉 = n−3(c2(n) 〈f, f〉+ c3(n) 〈Yf, YU∗f〉
+ c3(n) 〈YU∗f, Yf〉+ c1(n) 〈Yf, Yf〉)

and cancel the n−3 to see ‖ϕε‖2 = c+ o(ε).
We have to do some more arithmetic. First, we remember from the

introduction of the Laplacian, that

〈fε,∆fε〉 = 〈∇fε,∇fε〉 =
∑
k

∑
06m<n

|(∇fε)(kn+m)|
2
. (8.1)

We scrutinize the inner sum over m by unpacking the Nabla

∇fε(kn+m) =
√
2

−1
(fε(kn+ (m+ 1)) − fε(kn+m)) .

Considering the case 0 6 m < n − 1 we can further expand the above
expression

∇fε(kn+m) =

√
ε√
2n

((n−m− 1)y(k) + (m+ 1)y(k+ 1)

− (n−m)y(k) −my(k+ 1))

=

√
ε√
2n

(y(k+ 1) − y(k))
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and in case of m = n− 1 we get

∇fε(kn+ n− 1) =

√
ε√
2n

(ny(k+ 1) − y(k) − (n− 1)y(k+ 1))

=

√
ε√
2n

(y(k+ 1) − y(k)).

We are thus very happy as we have removed all the m and equation (8.1)
advances to

〈fε,∆fε〉 =
∑
k∈Z

εn

2n2

[
(y(k+ 1) − y(k))(y(k+ 1) − y(k)))

]
=
ε2

2

∑
k∈Z

|y(k+ 1) − y(k)|
2
.

This implies that for small ε > 0 the product 〈ϕε,Hλϕε〉 is smaller than 0

and, due to Riesz's Min/Max Principle, we gain an eigenvalue for Hλ. �

9 Appendix: Interpolation

This section prepares an interpolation theorem for unbounded, positive
multiplication operators, used only once in Lemma 6.2 in Chapter 5, Ap-
plication of the Mourre Theory. Its proof is taken from a course which was
lectured by V. Georgescu. LetM be a borelian measure space, µ a positive,
σ-�nite measure. Take a measurable function A : M → (0,∞). Fix the
Hilbert space H := L2(M) and K := {h ∈ H | ‖Ah‖ <∞} the domain of A.

Theorem 9.1 Let M,N be borelian spaces with positive, σ-�nite measure
and let the functions

A : M→(0,∞),

B : N→(0,∞)

be measurable. Take an operator T : L2(M)→ L2(N) with ‖T‖ = m0 <∞
and suppose there is a constant m1 such that for all k ∈ L2(K)

‖BTk‖ 6 m1‖Ak‖.

Then for all θ ∈ [0, 1] and all k ∈ L2(M) we have∥∥BθTk∥∥ 6 m1−θ
0 mθ1

∥∥Aθk∥∥.
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To prove this statement we �nd for the involved norms a di�erent no-
tation. Lemma 9.2 creates an integrand that will, by Remark 9.3, become
integrated and thus a tool to record the

∥∥BθTk∥∥ and ∥∥Aθk∥∥ norms.

Lemma 9.2 Let z > 0 and h ∈ H. De�ne

KA(z,h) := inf
k∈K

√
z2‖Ak‖2 + ‖h− k‖2.

Then

KA(z,h) =

∥∥∥∥ zA√
1 + z2A2

h

∥∥∥∥.
Proof: Without loss of generality assume z = 1, otherwise replace A
with zA. De�ne

Q(k) := ‖Ak‖2 + ‖k‖2 − 2Re 〈h,k〉

for k ∈ K. Then we have by the Binomial Theorem

Q(k) =
∥∥∥√A2 + 1k−

√
A2 + 1

−1
h
∥∥∥2 −

∥∥∥√A2 + 1h
∥∥∥2,

which attains its unique minimum at

k0 :=
(
A2 + 1

)−1
h.

Since KA(1,h)2 = Q(k0) + ‖h‖2, we have

KA(1,h) =

√〈
h, (1 −

1

A2 + 1
)h

〉
=

∥∥∥∥ A√
A2 + 1

h

∥∥∥∥,
which resembles the result of the lemma. �

Remark 9.3 Let 0 < θ < 1. Then∫∞
0

[
KA(z,h)

zθ

]2
dz

z
=

∫∞
0

〈
h,

z2A2

1 + z2A2
h

〉
dz

z1+2θ

=

∫
M

|h(x)|
2

∫∞
0

((zA(x))2(1−θ)(A(x))2θ

1 + z2A(x)2
dz

z
dx

=

∫
M

|h(x)|
2

∫∞
0

r2(1−θ)

1 + r2
dr

r
A(x)2θdx = C(θ)

∥∥Aθh∥∥2
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We put everything together:
Proof of Theorem 9.1: We estimate

KB(z, Tk)2 = inf
f∈KB

[
z2‖Bf‖2 + ‖Tk− f‖2

]
6 inf
g∈KB

[
z2‖BTg‖2 + ‖T(k− g)‖2

]
6 inf
g∈KB

[
z2m2

1‖Ag‖
2
+m2

0‖k− g‖2
]

= m2
0

[
KA

(
z
m1

m0

,h

)]2
,

so ∥∥BθTk∥∥2C(θ) =

∫∞
0

[
KB(z, Tk)

zθ

]2
dz

z

6 m2
0

∫∞
0

KA
(
zm1

m0
,h
)

zθ

2

dz

z
= (m1−θ

0 mθ1 )
2C(θ)

∥∥Aθk∥∥2,
is, cancelling C(θ), just what we wanted to show. �
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NOMENCLATURE

Nomenclature

Cn(A) Class Cn of A; see De�nitions 4.4 and 4.6

C∞0 Space of smooth functions, tending to 0 at in�nity

C∞c Space of compactly supported, smooth functions

C∞(Z) Space of discrete, anisotropic potentials; see De�nition 3.9

H Complex Hilbert space. In the application chapters most often H = `2(Z)

elsewhere mostly H = L2(X) for some measure space X

Hac Absolutely continuous subspace; see De�nition 2.22

Hcont Continuous subspace; see De�nition 2.22

Hpp Pure point subspace; see De�nition 2.22

Hsc Singularly continuous subspace; see De�nition 2.22

H± Incoming respectively outgoing states; see De�nition 7.1

`2 Space of square summable sequences

`2c Space of aborting square summable sequences

L2 Space of square integrable functions

[A,B]◦ Closure of the commutator of A and B; see De�nition 4.6

F Fourier Transformation; see De�nition 3.3

∆ Laplace operator; see De�nition 3.1

∆± Perturbed Laplacians on `2(Z±); see De�nition 5.2

∆jt Glued perturbed Laplacians; see De�nition 5.13

A± Conjugates for ∆±; see De�nition 5.6

Ajt Conjugate for ∆jt; see De�nition 5.13

E Spectral projection

Ljt Barrier potential; see De�nition 5.13

Pac Projection onto the absolutely continuous subspace

Q See De�nition 2.14

Q± See De�nition 5.2

U Shift operator on `2(Z); see De�nition 3.1

U± Shift operators on `2(Z±); see De�nition 5.2
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NOMENCLATURE

V Potential

[A,B] Commutator of A and B, i.e. [A,B] := AB−BA for bounded A,B; otherwise

see De�nition 4.6

σac Absolutely continuous spectrum; see De�nition 2.25

σcont Continuous spectrum; see De�nition 2.25

σdisc Discrete spectrum; see De�nition 2.6

σess Essential spectrum; see De�nition 2.6

σpp Pure point spectrum; see De�nition 2.25

σsc Singularly continuous spectrum; see De�nition 2.25

σ Spectrum

N0 Positive integers and 0

Z± Splinters of Z; see De�nition 5.2

χ Characteristic function

Tn n-th Schatten class; see De�nition 7.7

Ω± Generalized wave operator; see De�nition 7.1

⊂⊂ Compactly embedded

ϕ(H) ϕ applied on H, de�ned through the Spectral Theorem

s-lim Strong limit; see De�nition 2.1

w-lim Weak limit; see De�nition 2.1

〈·, ·〉 Scalar product for H

〈A〉
√

1 + |A|
2; see Equation (4.18)

B(λ, ζ) Open metric ball around λ with radius ζ

D(A) Domain of A

F1 See De�nition 5.13

F2 See De�nition 5.20

fn → f Convergence or strong convergence; see De�nition 2.1

fn ⇀ f Weak convergence; see De�nition 2.1

‖A‖ Operator norm in H

‖f‖ Norm in H
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Index

Barrier Potential, 49, 60

Commutator, 34, 35, 58

Completeness, 74, 75

Convergence

strong, 5, 6

weak, 5, 6

Derivation, 22

Di�erential Inequality Method, 43

Essential Range, 13

Hilbert-Schmidt, 78

Interpolation, 83

Limiting Absorption Principle, 42, 66,

69

Mourre Estimate, 40�42, 59, 61, 62, 66

Mourre Theory, 31

Nabla, 21

One-Commutator, 34, 35, 58

Operator

Compact, 7, 9�11, 64

Convolution, 23

Fourier Transformation, 23

Generalized Wave, 74

Inverse Fourier Transformation, 23

Laplace, 22, 52

Multidimensional Laplace, 30

Multiplication, 13, 23

Shift, 22, 52

Potential, 27, 64, 69

Schrödinger Equation, 1

Sequence

strongly convergent, 5, 7

weakly convergent, 5, 7

Weyl, 9, 10, 25�27, 30

Zhislin, 9, 15, 28

Spectrum

absolutely continuous, 17, 19, 24,

32, 42, 54, 69

continuous, 19

discrete, 7, 9

essential, 7, 10, 14, 27, 30, 54

multiplication operator, 13

pure point , 19

singularly continuous, 19

State

incoming, 74

outgoing, 74

Theorem

Kato-Rosenblum, 80

Mourre, 12

Pearson, 78

Virial, 40

Thresholds, 60, 66

Trace, 77
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