Please name your python file “familyname.py” and send it to tommaso.taddei@inria.fr.

Exercice 1

In full generality, s-stage diagonally-implicit Runge Kutta (DIRK) methods for the equation

y'(t) = f(t,yt)) te€ (0, Tmax),
(1)
y(0) = yo,
can be written as
k; = f (tn + Cz'At, Yn + At Z;;ll amkj + Ata@iki) i=1,...,8; (2)

Ynt1 = Yn + ALY, bik;.

Here, At > 0 denotes the time step size; y,, is the estimate of the solution y at time ¢,, = At(n — 1). Note that,
at each time step, we should solve s consecutive nonlinear equations for k1, ..., ks.

1. (2 points) Implement the function f(¢,y) = 500y%(1 — y) and its derivative.

2. (5 points) Implement a function that takes as input the scalar quantities ¥/, 7, ¢, & € R, and the functions
f,0yf, and returns the solution to the equation

Gk)=k—f(t,y+ak)=0.

3. (5 points) Implement the two-stage DIRK method: the Python function should take the matrix A and
the vectors b, ¢ as inputs.

4. (4 points) Apply the two-stage DIRK method to the ODE (1) with f(t,%) = 500y%(1—y) and yo = 1/100,
Tmax = 1. Consider the choices

e A B I S R P
A=[1/2$§§/6 1/2+0\/§/6]’ b:“g} cz“;?ﬁﬁ]

5. (4 points) Convergence and stability analysis. Apply the DIRK scheme to the ODE for At =

275,276 . 2712, We denote by {y,(lk) ,1:[(:’8 the sequence associated with the time step Aty = 27F.

and

(a) What is the maximum value attained by the sequence {y&k)}gi’g ? Do you notice something different
between the two schemes?

(b) We observe that, by construction, yflk),ygffl) approximate the solution at time t%k) = At®p or,
equivalently, tg:fl) = At*+2)2n. We can use this formula to estimate the convergence rate.
i. Compute
(k) — (k) _ , (k+1) E=1

ii. Compute the estimate of the convergence rate:

e(k)
log, (e(’“‘l)>’ for k=1,....



