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Introduction

Let L be a field, and Lsep its separable closure, one of the central goals of modern number theory is to
understand about the absolute Galois group GL := Gal(Lsep/L). From the group theory point of view,
GL is a profinite group, which is the inverse limit of all Galois groups of finite Galois extensions over
L. For some cases, GL is easy to describe, for example, L := R or L := Fq. For the case of local fields,
the problem is much more complicated, and although we can describle GL in terms of generators and
relations, the arithmetical information is not provided [FV02] (page 169).

Another approach is to understanding GL via its representations. In the case L = Qp, we denote
RepZp(GQp) the category of all finitely generated Zp-modules with continuous actions from GQp . Jean-
Marc Fontaine [Fon90] developed a theory of (ϕ,Γ)-modules that allows us to pass from RepZp(GQp)
to another equivalent category, which is easier to understand.

More precisely, if we denote Q∞p the field extension of Qp obtained by adjoining all pn-th roots of
unity, and Γ := Gal(Q∞p /Qp). Let

AQp :=
{∑
i∈Z

aiX
i|ai ∈ Zp, lim

i→−∞
ai = 0

}
the ring of infinite Laurent series, then the theorem of Fontaine yields RepZp(GQp) is equivalent to
Modet(AQp), where Modet(AQp) is the category of all finitely generated AQp-modules with some other
axioms related to the action of Γ. As a corollary of Lubin-Tate theory, we have Γ ∼= Z×p , which is a
procyclic group. Hence, the action of Γ is easier to understand than the action of GQp .

The theory of (ϕ,Γ)-modules was later generalized by M. Kisin and W. Ren [KR09] for arbitrarily
local field of characteristic 0 and in this case, cyclotomic extensions are replaced by Lubin-Tate ex-
tensions, under the assumption that the Frobenius series is a polynomial. P. Schneider [Sch17] then
dealt with the general Frobenius series under the new point of view, so called tilting correspondences,
developed by P. Scholze [Sch12], and simplified by K.Kedlaya [Ked15]. And the goal of this thesis is
to present the proof of the equivalence of categories in the later settings in details, and discuss about
some of its applications.

This text is organized as follows. In the first chapter, we will introduce the theory of formal group
law, and Lubin-Tate extensions, and the main goal of this chapter is to prove the isomorphism between
ΓL := Gal(L∞/L) and O×, for any local field L, where L∞ is the Lubin-Tate extension of L with a
fixed Frobenius series, and O := OL is its ring of integers. In the second chapter, we will treat the
theory of ramified Witt vectors in details. The third chapter is devoted for the tilting correspondences
with the setting L/Qp is a finite extension, and that is a fundamental step to the theory of (ϕ,Γ)-
modules. The main result of this chapter is the (topological) isomorphism between the absolute Galois
group of L∞ and the absolute Galois group of Fq((X)), where Fq is the residue field of L. Together
with it, the close relations between characteristic 0 and characteristic p are reflected via other tilting
correspondences. In the fourth chapter, we will introduce the category of etale (ϕ,Γ)-modules. And in
the last chapter, we will introduce the pair of functors D and V between RepO(GL) and Modet(AL),
and then prove that they are quasi-inverse of each other. We should note that D and V have some
nice properties, including they are exact and preserve elementary divisors. The main reference for the
whole thesis would be [Sch17].

The contribution of the thesis is minor among such big theories and results. The theory of ramified
Witt vectors treated in [Sch17] are defined under the assumptions of local fields of characteristic 0,
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but we realized that it also works for local fields of characteristic p. In the end of Chapter III, as an
application of the tilting correspondences, we proved that the p-cohomological dimension of GQp is
not larger than 2. It is a result proved by Herr [Her98] by using the theory of (ϕ,Γ)-modules. We
also used the machinery of (ϕ,Γ)-modules to deduce that in the setting of cyclotomic extension over
Qp, for the rank one case, Galois representations and (ϕ,Γ)-modules come from twists by characters.
And with the use of Galois cohomology, we replaced and simplified some parts of the proof in [Sch17]
about the equivalence of categories.



Chapter 1

Lubin-Tate extension

Class field theory studies abelian extensions of a local or global field. One can obtain the description
of the maximal abelian extension of a local field by Lubin-Tate theory [LT65]. And in this chapter, we
will introduce the theory of Lubin-Tate extension. The main references for this chapter are [Sch17],
and [Mil13].

1.1 Formal group law and homomorphisms

We always fix A a commutative ring, let us warm up with the useful statement for the ring of power
series of one variable A[[X]].

Lemma 1.1.1. Let f = a1X + a2X
2 + ... ∈ A[[X]], then there exists g(X) ∈ XA[[X]] such that

f ◦ g(X) = X iff a1 ∈ A×. Also, if such g exists, then it is unique, and f ◦ g(X) = g ◦ f(X) = X.

Proof. Let g(X) = b1X + b2X
2 + ... ∈ A[[X]]. We then have

f(g(X)) = a1(b1X + b2X
2 + ...) + a2(b1X + b2X

2 + ...)2 + ... =

= (a1b1)X + (a1b2 + a2b1)X2 + ...

Then f(g(X)) = X iff a1b1 = 1, a1b2 + a2b1 = 0, .... Hence, f ◦ g(X) = X iff a1 ∈ A×. The
uniqueness of g(X) directly follows from this.

Assume that a1 ∈ A×, and g(X) is constructed as above. Because b1 = (a1)−1 ∈ A×, we can
construct h(X) ∈ XA[[X]] such that g ◦ h(X) = X, and hence

h(X) = (f ◦ g) ◦ h(X) = f ◦ (g ◦ h)(X) = f(X)

Hence, f ◦ g(X) = g ◦ f(X) = X.

Remark 1.1.2. From the lemma above, the set {a1X + a2X
2 + ... ∈ A[[X]]|a1 ∈ A×} is a group.

We are now ready for the definition of formal group.

Definition. Let A[[X,Y ]] be the ring of formal power series ring of two variables, F (X,Y ) ∈ A[[X,Y ]],
then F is said to be a commutative formal group law if:

(i) F (X,Y ) = X + Y+(terms of degree ≥ 2).
(ii) F (X,F (Y,Z)) = F (F (X,Y ), Z).
(iii) F (X,Y ) = F (Y,X).

For convenience, we will often denote "terms of degree ≥ n" as mod deg n.

Proposition 1.1.3. Let F be a commutative formal group law, then

(i) F (X,Y ) = X + Y +
∑

i,j≥1 aibjX
iY j

6



1.1. FORMAL GROUP LAW AND HOMOMORPHISMS 7

(ii) There exists a unique iF (X) ∈ XA[[X]] such that F (X, iF (X)) = 0.

Proof.

(i) Denote f(X) := F (X, 0) = X mod deg 2, then by the definition, we have

F (0, F (X, 0)) = F (F (X, 0), 0) = f ◦ f(X)

And F (F (X, 0), 0) = F (X,F (0, 0)) = F (X, 0) = f(X), we obtain f ◦ f = f . This follows from
Lemma 1.1.1 that there exists a unique g ∈ XA[[X]] such that f ◦ g = g ◦ f = X. Hence,

f(X) = f ◦ (f ◦ g(X)) = (f ◦ f) ◦ g(X) = (f ◦ g)(X) = X

And this yields F (X, 0) = X. By symmetry, we also have F (0, Y ) = Y . And this yields any
commutative formal group law is of the form

F (X,Y ) = X + Y +
∑
1≤i,j

aibjX
iY j

(ii) Take Let iF (X) = b1X + b2X
2 + ... ∈ XA[[X]], we have

F (X, iF (X)) = X + iF (X) + a11XiF (X) + (a12XiF (X)2 + a21X
2iF (X)) + ...

then F (X, iF (X)) = 0 iff

X + (b1X + b2X
2 + ...) + a11X)(b1X + b2X

2 + ...) = (b1 + 1)X + (b2 + a11b1)X2 + ...

Solving the system of equations for each coefficients in iF (X), we can see that iF (X) is uniquely
determined.

So, we can add the condition (iv) in the definition of commutative formal group law about the
existence of inverse as the remark above. But it turns out to be deduced from (i), (ii) and (iii).

Corollary 1.1.4. Let K be a non-archimedean complete field, with its ring of integer A := OK and
its maximal ideal mK , and F is a formal group law in A[[X,Y ]], if we define x +F y := F (x, y) for
any x, y ∈ mK , then (mK ,+F ) forms an abelian group.

Proof. Due to the definition and Proposition 1.1.3, it is sufficient to check that x+F y is in mK . But
because F (x, y) = x+ y+

∑
i,j≥1 aibjx

iyj , for ai, bj ∈ A, we can see that F (x, y) is in fact in mK , due
to the convergent criterion of series in non-archimedean complete field.

Example 1.1.5. Let Ga(X,Y ) := X+Y , then it can be easily checked that F defines a commutative
formal group law, which is called the additive formal group law. Similarly, Gm(X,Y ) := X +
Y + XY = (1 + X)(1 + Y ) − 1) also defines a commutative formal group law, which is called the
multiplicative formal group law . Let K be a complete non-archimedean field, with OK ,mK is
defined as above, then it is easy to check that the group (mK ,+Gm) is isomorphic to the multiplictive
group 1 + mK via the map x 7→ 1 + x.

We are now ready to define homomorphisms between formal group laws.

Definition. Let F,G ∈ A[[X,Y ]] be two formal group laws, then a power series h(X) ∈ A[[X]] is said
to be a homomorphism from F to G (say, a homomorphism h : F → G) if

f(F (X,Y )) = G(f(X), f(Y ))

h is said to be an isomorphism if there exists a homomorphism h′ : G → F and h ◦ h′(X) =
h′ ◦ h(X) = X.
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Based on Lemma 1.1.1, there is a useful characterization of isomorphisms between formal group
laws.

Lemma 1.1.6. Let h : F → G be a homomorphism between formal group laws, then h is an isomor-
phism iff h(X) = a1X mod deg 2, with a1 ∈ A×.

Proof. One can see by Lemma 1.1.1 that there exists h′ ∈ A[[X]] such that h ◦ h′ = h′ ◦ h = X iff
a1 ∈ A×. And in this case, we have

h′(G(X,Y )) = h′(G(h ◦ h′(X), h ◦ h′(Y ))) = (h′ ◦ h) ◦ F (h′(X), h′(Y )) = F (h′(X), h′(Y ))

This proves that h′ : G→ F is also a homomorphism. And this finishes our proof.

Example 1.1.7. Let Gm(X,Y ) be the multiplicative formal group law, then for a prime number p,
we can define h(X) = (1 +X)p − 1, then

h(Gm(X,Y )) = (1 +Gm(X,Y ))p − 1 = (1 +X)p(1 + Y )p − 1

And

Gm(h(X), h(Y )) = Gm((1 +X)p − 1, (1 + Y )p − 1) = (1 +X)p(1 + Y )p − 1

This yields h : Gm → Gm is a homomorphism.

We will conclude this section by the following about the endomorphism ring of formal group law

Proposition 1.1.8. Let F be a commutative formal group law, then

End(F ) = {f : F → F |f is a homomorphism}

forms a ring, with addition +F , and addition ◦F defined as f +F g := F (f, g), and f ◦F g := f ◦ g.

Proof. The proof of the proposition above is not difficult, but slightly long, with repetition steps.
Step 0. We easily see that id : F → F defined as id ◦ F = F , and 0 : F → F defined as 0 ◦ F = 0

are certainly in End(F ).
Step 1. Let f, g ∈ End(F ), we have

f ◦ g ◦ F (X,Y ) = F (f ◦ g(X), f ◦ g(Y ))

This yields f ◦ g ∈ End(F ), with f ◦ id = id ◦ f = f .
Step 2. Let f, g, h ∈ End(E), or more generally, with f, g, h ∈ XA[[X]], we can easily see that

(f ◦ g) ◦ h = f ◦ (g ◦ h).
Step 3. We first let Z := F (iF (X), iF (Y )), we have

F (Y,Z) = F (Y, F (iF (X), iF (Y ))) = F (F (Y, iF (Y )), iF (X)) = F (iF (X), 0) = iF (X)

And from this,

F (F (X,Y ), Z) = F (X,F (Y,Z)) = F (X, iF (X)) = 0

Also, we have F (F (X,Y ), iF (F (X,Y ))) = 0. Because of the uniqueness of iF , we get

iF (F (X,Y )) = F (iF (X), iF (Y ))

This follows that iF ∈ End(F ).
Step 4. Let f, g ∈ End(F ), we can define h(X) := F (f(X), g(X)) = f +F g. Then,

h(F (X,Y )) = F (f(F (X,Y )), g(F (X,Y ))) = F (F (f(X), f(Y )), F (g(X), g(Y )))
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Similar to Step 3, we can interchange terms and get

h(F (X,Y )) = F (F (f(X), g(X)), F (f(Y ), g(Y ))) = F (h(X), h(Y ))

And this yields h ∈ End(F ), and it is easy to check that f+F 0 = 0+F f = f and f+F g = g+F f .
Step 5. One can see, by Step 1 and Step 3, −f := iF ◦ f ∈ End(F ). Also, similar to Step 4, we

can see f +F (−f) = (−f) +F f = 0.
Step 6. We have, for all f, g, h ∈ End(F )

e(X) := f ◦ (g +F h) = f(F (g(X), h(X))) = F (f ◦ g, f ◦ h) = (f ◦ g) +F (f ◦ h)

And similarly, (g +F h) ◦ f = (g ◦ f) +F (h ◦ f).
We can now conclude that End(F ) is a ring with addition and multiplication laws defined as

above.

1.2 Lubin-Tate formal group law

Let us first fix some notations: a local field K, with its residue field kK , and q := #kK , and p is
the characteristic of kK . Its ring of integers A := OK is a D.V.R with its unique maximal ideal mK

generated by π := πK .

Definition. Let f ∈ A[[X]] be a formal power series, then f is said to be a Frobenius series if
(i) f(X) = πX mod deg 2.
(ii) f(X) ≡ Xq mod π.

Example 1.2.1. f(X) := πX + Xq is a Frobenius series. Also, when K = Qp, and π = p, then
f(x) := (1 +X)p − 1 is a Frobenius series.

Let us begin this section with the following

Lemma 1.2.2. Let f, g be two Frobenius series, and F (X) ∈ F [[X1, ..., Xn]] be a formal power series
in n-variables, then f ◦ F ≡ F (g, ..., g) mod π.

Proof. We have f ◦ F (X1, ..., Xn) ≡ F (X1, ..., Xn)q mod π, and F (g(X1), ..., g(Xn)) ≡ F (Xq
1 , ..., X

q
n)

mod π. And we can easily see that F (X1, ..., Xn)q ≡ F (Xq
1 , ..., X

q
n) mod π.

Using this, we can prove the key lemma for this section

Lemma 1.2.3. Let f, g be two Frobenius series, and ψ(X1, ..., Xn) := a1X1 + ...+anXn a linear form
in A[X1, ..., Xn]. Then there exists a unique F ∈ A[X1, ..., Xn] such that

(i) F = ψ mod deg 2
(ii) f ◦ F = F (g, ..., g)

Proof. We will construct F from polynomials in A[X1, ..., Xn] by reduction with these conditions for
all r ≥ 0

(1)Fr ∈ A[X1, ..., Xn] is a polynomial of degree r.
(2) f ◦ Fr = Fr(g, ..., g) mod deg r + 1.
(3) Fr+1 = Fr + Er+1, where Er+1 is a homogeneous polynomial of degree r + 1 in A[X1, ..., Xn].
Assume that such Fr are constructed, we let F := Fr +Er+1 +Er+2 + .... Then it can be seen for

all r

f(F (X1, ..., Xn)) = f(Fr + terms of degree ≥ r + 1) = f(Fr) mod deg(r + 1)

And because of condition (2) and (1), we have

f ◦ F = Fr(g, ..., g) mod deg(r + 1) = F (g, ..., g) mod deg(r + 1)
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So, we get f ◦F = F (g, ..., g). Hence, it is sufficient for us to construct Fr. First, one can see that
F1 is exactly ψ, due to the condition (i), and the condition (ii) is also satisfied since

f(ψ(X1, ..., Xn)) = π(a1X1 + ...+ anXn) mod deg 2

And also

ψ(g(X1), ..., g(Xn)) = a1g(X1) + ...+ ang(Xn) ≡ π(a1X1 + ...+ anXn) mod deg 2

And this follows that F1 = ψ. Now, assume that we already constructed Fr, and we want to
construct Fr+1. Let Fr+1 = Fr + Er+1. We have

f(Fr + Er+1) = f(Fr) + πEr+1 mod deg(r + 2)

And

Fr+1(g, ..., g) = Fr(g, ..., g) + Er+1(g, ..., g) =

= Fr(g, ..., g) + Er+1(πX1, ..., πXn) mod deg(r + 2)

= Fr(g, ..., g) + πr+1Er+1(X1, ..., Xn) mod deg(r + 2)

The last equality follows since Er+1 is homogeneous of degree r + 1. The condition (2) for Fr
implies that f ◦ Fr = Fr(g, ..., g). And we want

f ◦ Fr+1 = Fr+1(g, ..., g)

And this is equivalent to say

Er+1 =
Fr(g, ..., g)− f ◦ Fr

π(1− πr)

But in Lemma 1.2.2, we have prove that π|(Fr(g, ..., g) − f ◦ Fr), and (1 − πr) ∈ A×. So, we can
construct Er+1 by this formula, and hence Fr+1. Now, the uniqueness of F follows easily from this
construction.

The latter development will be applications of Lemma 1.2.3. The first one is

Theorem 1.2.4. Let f be a Frobenius series, the there exists a unique commutative formal group law
Ff such that f ∈ End(Ff ).

Proof. Based on Lemma 1.2.3, there exists a unique formal power series F ∈ A[[X,Y ]] such that
(i)F (X,Y ) = X + Y mod deg 2.
(ii)f ◦ F = F (f, f)
And we need to check that in fact F is a commutative formal group law. So we just need to check

two things.
(1) F (X,Y ) = F (Y,X). Let G1 = F (X,Y ), G2 = F (Y,X), then Gi = X + Y mod deg 2, and

also f ◦Gi = Gi(f, f). So by the uniqueness in Lemma 1.2.3, we get G1 = G2.
(2) (Associativity) Let G1(X,Y, Z) = F (X,F (Y,Z)), G2(X,Y, Z) = F (F (X,Y ), Z), then Gi =

X + Y +Z mod deg 2, and f ◦Gi = Gi(f, f, f). So, by the uniqueness of Lemma 1.2.3 again, we get
G1 = G2.

This follows directly that F is commutative formal group law.

Definition. Let f be a Frobenius series, then such a commutative formal group law Ff in Theorem
1.2.4 is called a Lubin-Tate’s formal group law .

Example 1.2.5. Let K = Qp, π = p, f(X) = (1 + X)p − 1 is a Frobenius series, then Gm(X,Y ) =
(1 +X)(1 + Y )− 1 is a Lubin-Tate formal group law of f , as in Example 1.1.7 presented.
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With the help of Lemma 1.2.3, we can now easily construct homomorphisms between two Lubin-
Tate’s formal group laws. Let f, g be two Frobenius series, then by Lemma 1.2.3, there exists a unique
[a]g,f ∈ A[[X]] such that [a]g,f = aX mod deg 2 and g ◦ [a]g,f = [a]g,f ◦ f .

Proposition 1.2.6. Such an [a]g,f defined above is a homomorphism from Ff to Fg.

Proof. Let h := [a]g,f = aX mod deg 2, then we want to show h ◦ Ff = Fg(h, h). Let H1 := h ◦ Ff ,
and H2 := Fg(h, h). Then one can see both H1, H2 have linear term as aX + aY . Also,

g ◦H1 = g ◦ h ◦ Ff = h ◦ f ◦ Ff = h ◦ F (f, f) = H1(f, f)

And

g ◦H2 = g ◦ Fg(h, h) = Fg(g ◦ h, g ◦ h) = Fg(h ◦ f, h ◦ f) = H2(f, f)

So, by the uniqueness of Lemma 1.2.3, we get H1 = H2. This yields [a]g,f is a homomorphism
from Ff to Fg.

Here is a nice corollary of the proposition above.

Corollary 1.2.7. Let f, g be two Frobenius series, then Ff ∼= Fg.

Proof. One can see for a ∈ A×, then [a]g,f = aX mod deg 2 defines an isomorphism between Ff and
Fg, as presented in Lemma 1.1.6

Proposition 1.2.8. Let f be a Frobenius series, a, b ∈ A, then

[ab]f,f = [a]f,f [b]f,f = [ba]f,f = [b]f,f [a]f,f

and
[a+ b]f,f = [a]f,f + [b]f,f

And hence, the map

A −→ End(Ff )

a 7−→ [a]f,f

is an embedding of rings.

Proof. We can see that the four element above (in the ring End(Ff )) have the same linear term abX.
We have f ◦ [ab]f,f = [ab]f,f ◦ f , and

f ◦ [a]f,f ◦ [b]f,f = [a]f,f ◦ f ◦ [b]f,f = [a]f,f ◦ [b]f,f ◦ f

Also, f ◦ [ba]f,f = [ba]f,f ◦ f . So, by the uniqueness of Lemma 2.3, we have [ab]f,f = [a]f,f [b]f,f =
[ba]f,f = [b]f,f [a]f,f . The last equality follows by interchanging a, b in the first equality.

Similarly, we obtain [a + b]f,f = [a]f,f + [b]f,f , since both have the same linear term (a + b)X.
Hence, the map from A to End(Ff ) is a ring homomorphism, and it is obviously injective.

We are now ready for the Lubin-Tate theory. For convenience, from now on, we can denote
[a]f,f = [a]f .
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1.3 Lubin-Tate extension

We assume the notations in Section 2, withK the algebraic closure ofK. LetM := {z ∈ K|vK(z) > 0}
the maximal ideal of K. Recall that for any z1, ..., zn ∈ M , and any power series F (X1, ..., Xn) ∈
A[[X1, ..., Xn]], F (z1, ..., zn) converges in K, since norms of terms go to 0, when the indexes go to
infinity.

Recall that if f is a Frobenius series, and Ff its corresponding Lubin-Tate’s formal group law, we
can equip M with the addition defined as a +Ff b = Ff (a, b)(∀a, b ∈ M). This turns out (M,+Ff )
is an abelian group. We can further equip M with an A-module structure as (a, z) := [a]f (z) for all
z ∈M . This is well-defined, since

(i) [1]f (z) = z.
(ii) [a]f (z1 + z2) = [a]fFf (z1, z2) = Ff ([a]f (z1), [a]f (z2)) = [a]f (z1) +Ff [a]f (z2).
(iii) [ab]f (z) = [a]f ◦ [b]f (z). This follows from Proposition 1.2.8.
Let g be another Frobenius series, recall that for all a ∈ A, we can construct the map [a]g,f : Ff →

Fg. This induces a homomorphism of abelian group

[a]g,f : (M,+Ff )→ (M,+Fg)

Remark 1.3.1. The homomorphism [a]g,f defined above is also an A-module homomorphism.

Proof. It is sufficient to prove that [a]g,f ◦ [b]f (z) = [b]g ◦ [a]g,f . The both power series have the same
linear term abX. Also,

g ◦ [a]g,f ◦ [b]f = [a]g,f ◦ f ◦ [b]f = [a]g,f ◦ [b]f ◦ f

And furthermore,

g ◦ [b]g ◦ [a]g,f = [b]g ◦ g ◦ [a]g,f = [b]g ◦ [a]g,f ◦ f

So, the statement now follows by the uniqueness of Lemma 1.2.3.

Via this remark, one can see for any a ∈ A, [a]f : (M,+Ff ) → (M,+Ff ) is an A-module ho-
momorphism. And hence ker[a]f is an A-submodule of (M,+Ff ). Let a := πn, we obtain Fn :=
ker[πn]f = {z ∈ M |[πn]f (z) = 0}. Using the uniqueness of Lemma 1.2.3 again, we can see that
[π]f = f, [π2]f = f ◦ f, ..., [πn]f = f ◦ f ◦ ... ◦ f (n terms).

Remark 1.3.2. Fn has a structure of OK/π
nOK-module, and we have a increasing sequence of

A-modules

F1 ⊂ F2 ⊂ ... ⊂ Fn

And hence, the increasing of field extensions

K ⊂ K1 := K(F1) ⊂ ... ⊂ Kn := K(Fn) ⊂ ... ⊂ K∞ := ∪n≥1Kn

Such sequence of field extensions is called Lubin-Tate’s tower .

Proof. Assume that a = b+ cπn, for a, b, c ∈ A, we have for all z ∈ Fn,

[a]f (z) = [b+ cπn]f (z) = [b]f (z) +Ff [cπn]f (z) = [b]f (z) +Ff [c]f ◦ [πn]f (z) = [b]f (z)

And this yields Fn has a OK/π
nOK-module structure. The increasing sequences are easily obtain

by the fact f ∈ XA[[X]] and

[πn]f = f ◦ f... ◦ f (n terms)
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From now on, we will deduce properties of Lubin-Tate tower. One can see that Fn is obviously
dependent on the choice of f , but we will prove that it is not the case for Kn.

Lemma 1.3.3. Let g be another Frobenius series with F ′n = ker[πn]g, then K(Fn) = K(F ′n).

Proof. Choose any u ∈ A× with [u]g,f : Ff
∼−→ Fg is an isomorphism. This induces an isomorphism of

A-module (M,+Ff )
∼−→ (M,+Fg). And also, it induces an A/πnA-isomorphism Fn

∼−→ F ′n. Hence,
in particular, we get z ∈ Fn iff [u]g,f (z) ∈ F ′n. But then, since z ∈ M , [u]g,f (z) converges in K(z),
we obtain K(F ′n) ⊆ K(Fn). By symmetry, we obtain K(Fn) = K(F ′n).

Via this proof, we can see the explore the algebraic properties of the A/πnA-module Fn, it is
sufficient for us to choose a simple Frobenis series, f(X) := πX +Xq.

Lemma 1.3.4. With f is chosen as above, the map [π]f : Fn → Fn−1 sending z 7→ [π]f (z) is a
surjective homomorphism of A-module, and its kernel is F1.

Proof. One can see easily that [π]f is a well-defined homomorphism. Take any zn−1 ∈ Fn−1, we want
to find zn ∈ Fn, such that [π]f (zn) = zn−1. One can see the equation πX + Xq = zn−1 always has
solutions in K, and since vK(zn−1) > 0, such a solution zn also lie inM . And we have [π]f (zn) = zn−1.
This yields [πn]f (zn) = 0, i.e. zn ∈ Fn. And hence, [π]f is a surjective homomorphism. The kernel of
[π]f now directly follows.

For the main results of this section, we need the following

Lemma 1.3.5. Let z ∈M , then the polynomial g(X) = z + πX +Xq has distinct roots in K.

Proof. We have g′(X) = π+ qXq−1, which is π when char(K) = p. Hence, the statement is obviously
true when char(K) > 0. Assume for now char(K) = 0, and that there exists some x ∈ K, with g(x) =
g′(x) = 0, then xq−1 = −π/q. This yields |x| ≥ 1, because |π/q| ≥ 1. From this, |πx| < |x| ≤ |x|q,
which follows that |z| = |πx+ xq| ≥ 1. It is a contradiction, since vp(z) > 0.

We are now ready the for the an important result

Proposition 1.3.6. Fn is a free A/πnA-module of rank 1. This implies AutA/πnA(Fn) ∼= (A/πnA)×.

Proof. We will prove this fact the induction. When n = 1, the equation f(X) = πX + Xq =
X(π +Xq−1) has q-distinct roots in K (Lemma 1.3.5), and F1 has a structure of A/πA-vector space
structure. This yields F1 is a 1-dimensional A/πA-vector space.

Assume that the statement holds to n− 1(n ≥ 2), then there exists zn−1, the generator of Fn−1,
and an isomorphism φn−1 : A/πn−1A

∼−→ Fn−1 defined as a 7→ [a]f (zn−1). By using Lemma 1.3.4,
there exists zn ∈ Fn, with [π]f (zn) = zn−1. Also, the map φn : A/πnA

F−→n defined as a 7→ [a]f (zn)
making the following diagram commute:

0 −−−→ k ∼= πn−1A/πnA −−−→ A/πnA −−−→ A/πn−1A −−−→ 0y yφn yφn−1

0−−−−−−−→ F1 −−−−−−−→ Fn
[π]f−−−−−−−−−→ Fn−1 −−−−−−−→ 0

where rows are exact, with the first and the last vertical arrows are isomorphisms. This yields the
arrow in the middle is an isomorphism, too. Hence, Fn is a free A/πnA-module of rank 1. The later
statement is now clear.

Because #A/πnA = qn, we have #Fn = qn. And hence [Kn : K] < +∞. And we conclude this
section by the following
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Theorem 1.3.7. The Lubin-Tate’s tower

K ⊂ K1 ⊂ ... ⊂ Kn

is a tower of totally ramified Galois extension, with [Kn : K] = qn−1(q − 1). Moreover, if zn is a
generator for Fn as A/πnA-module, then zn is a uniformizer for Kn. And that Gal(K∞/K) ∼= A×.

Proof. For any σ ∈ Gal(K/K), because σ acts as identity map in K, σ acts on (M,+Ff ) as an
A-module isomorphism, since for all z, z1, z2 ∈ M , σ([a]f (z)) = [a]f (σ(z)), and also σFf (z1, z2) =
Ff (σ(z1), σ(z2)). From this, σ induces an A/πnA-module automorphism on Fn. This yields by
Proposition 1.3.6, for each σ, there exists only one φσ ∈ AutA/πnA(Fn), such that σ(z) = φσ(z), for
all z ∈ Fn. And hence, one obtain an embedding from Gal(Kn/K) to AutA/πnA(Fn).

One can see that K1 = K(F1), i.e. K1 is obtained by adjoining roots of the polynomial f(X) =
πX +Xq, which is separable. Hence, K1/K is Galois. If z1 6= 0 is a root of f(X), we can see that z1

is a root of g(X) := π +Xq−1, which is an Eisentein polynomial. Hence, [K1 : K] ≥ q − 1 and z1 is a
uniformizer for K1. Due to our previous argument, we have [K1 : K] = q − 1.

For n ≥ 2, assume that the statements hold for n − 1, we can see K(Fn) is an extension of
K(Fn−1) by adjoining roots of the polynomial πX + Xq = zn−1, for all zn−1: generator of Fn−1

as A/πn−1A-module. For such zn−1, the polynomial g(X) := −zn−1 + πX + Xq is Eisentein of
degree q over Kn−1 (since zn−1 is a uniformizer for Kn−1), and by Lemma 1.3.5, g(X) is separable.
This implies Kn/Kn−1 is totally ramified Galois extension of degree at least q. Hence, one obtains
[Kn : K] ≥ qn−1(q − 1). But then, due to our previous argument, #Gal(Kn/K) ≤ qn−1(q − 1). It
follows directly that Gal(Kn/K) ∼= (A/πnA)×, and that [Kn : K] = qn−1(q−1), and that Kn/Kn−1 is
totally ramified, and zn is a uniformizer of Kn since the polynomial g(X) defined above is Eisentein.
With this result at hand, we obtain

Gal(K∞/K) = lim←−Gal(Kn/K) ∼= lim←−(A/πnA)× ∼= A×

Remark 1.3.8. One can see that the Lubin-Tate construction above basically gives us the 1-dimensional
representation of the absolute Galois group. It is very similar to the 2-dimensional representation ob-
tained by using Tate modules on elliptic curves.

Example 1.3.9. Let K = Qp, π = p, with Frobenius series f(X) := (1+X)p−1, then the Lubin-Tate
formal group associated to f is Gm. In this case, [p]f = f(X) = (1 +X)p−1, and F1 consists of roots
of f(X). Hence, F1 = {z ∈ Qp|(1 + z)p = 1}, and Qp(F1) = Qp(ζp), where ζp is a primitive p-th
root of unity. Similarly, Qp(Fn) = Qp(ζpn), where ζpn is a primitive pn-th root of unity. And hence,
we obtain K∞ = Q∞p , which is the field extension of Qp obtained by adjoining all pn-th root of unity.
And it follows from the proposition above that Gal(Q∞p /Qp) ∼= Z×p .



Chapter 2

Ramified Witt vectors

The theory of ramified Witt vectors is very important for our later applications about the un-tilting
process and the construction the Fontaine’s ring A in the next chapters. Our main reference for this
section is [Sch17]. We fix L a non-archimedean local field, with O its ring of integers with a uniformizer
π, k its residue field, and q = #k, B an O-algebra. For any set R, we denote RN0 := {(r0, r1, ...)|ri ∈
R}, and for any map ρ : R1 → R2 of sets, we denote

ρN0 : RN0
1 −→ RN0

2

(r0, r1, ...) 7−→ (ρ(r0), ρ(r1), ...)

2.1 The ring of ramified Witt vectors

We can consider the n-th Witt polynomial defined by

Φn(X0, ..., Xn) = Xqn

0 + πXqn−1

1 + ...+ πn−1Xq
n−1 + πnXn

Inductively, we have

Φ0(X0) = X0,Φn(X0, ..., Xn) = Φn−1(Xq
0 , ..., X

q
n−1) + πnXn = Xqn

0 + πΦn−1(X1, ..., Xn)

In this section, we will prove that BN0 with the multiplication and addition formulas defined related
to Witt polynomials is a ring, which is called the ring of ramified Witt’s vectors, denoted by W (B).
We will begin with a couple of lemmas

Lemma 2.1.1. Let b, c ∈ B such that b ≡ c mod πnB, then bqn ≡ cqn mod πm+nB

Proof. In the case charL = p, we have bqn − cq
n

= (b − c)q
n ≡ 0 mod πm+nB. Otherwise, the

statement follows directly from induction.

Lemma 2.1.2. Let b0, ..., bn, c0, ..., cn be elements in B

1. Assume that bi ≡ ci mod πmB for all 0 ≤ i ≤ n, then Φn(b0, ..., bn) = Φn(c0, ..., cn) mod πm+nB.

2. If π1B is not a zero divisor in B, and bi ≡ ci mod πmB for all 0 ≤ i ≤ n−1, then Φn(b0, ..., bn) ≡
Φn(c0, ..., cn) mod πm+nB iff bn ≡ cn mod πmB.

Proof. 1. We have Φ0(b0) = b0 ≡ Φ0(c0) = c0 mod πnB. Using induction, assume that the statement
holds for k pairs (bi, ci). Because bk+1 ≡ ck+1 mod πnB, then by Lemma 2.1.1, and induction
hypothesis, we get

Φk+1(b0, ..., bk+1) = bq
k

0 + πΦk(b1, ..., bk) ≡ cq
k

0 + πΦk(c1, ..., ck) = Φk+1(c0, ..., ck+1) mod πk+nB

2. Assume that Φn(b0, ..., bn) ≡ Φn(c0, ..., cn) mod πm+nB, one has

15
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{
Φn(b0, ..., bn) = Φn−1(bq0, ..., b

q
n−1) + πnbn

Φn(c0, ..., cn) = Φn−1(cq0, ..., c
q
n−1) + πncn

And bi ≡ ci mod πnB for all 0 ≤ i ≤ n− 1 yields bqi ≡ cqi mod πm+1B. And it follows from the
previous part that Φn−1(bq0, ..., b

q
n−1) ≡ Φn−1(cq0, ..., c

q
n−1) mod πm+nB. Because π1B is not a zero

divisor, we then get bn ≡ cn mod πmB.

One can see that BN0 is a ring with multiplication and addition are induced from B. We can define
some maps

fB : BN0 −→ BN0

(b0, b1, ...) 7−→ (b1, b2, ...)

vB : BN0 −→ BN0

(b0, b1, ...) 7−→ (0, πb0, πb1, ...)

ΦB : BN0 −→ BN0

(b0, b1, ...) 7−→ (Φ0(b0),Φ1(b0, b1), ...)

We have fB is an O-algebra endomorphism of BN0 , and the map vB is an O-module endomorphism
of B. We will focus no ΦB.

Lemma 2.1.3.

1. If π1B is not a zero divisor, then ΦB is injective.

2. If π1B ∈ B×, then ΦB is bijective.

Proof.

1. Assume that ΦB((b0, b1, ...)) = ΦB((c0, c1, ...)), then we have

b0 = Φ0(b0) = Φ0(c0) = c0

Φn+1(b0, b1, ..., bn+1) = Φn(bq0, ..., b
q
n) + πn+1bn+1 = Φn(cq0, ..., c

q
n) + πn+1cn+1

And because π1B is not a zero divisor, we get bn+1 = cn+1 by induction, and this yields
(b0, b1, ...) = (c0, c1, ...).

2. Take any (c0, c1, ...) ∈ BN0 , we have to find (b0, b1, ...) ∈ BN0 such that ΦB(b0, b1, ...) = (c0, c1, ...).
It is equivalent to have

b0 = c0, πb1 = c1 − bq0, π
2b2 = c2 − bq

2

0 − πb
q
1, ...

Because π1B is invertible, we ca always find such bi. And by the first part, ΦB is bijective.

We denote EndO(B) the ring of all O-algebra endomorphism of B. In case EndO(B) has an element
look like Frobenius, we can describe the image of ΦB via the following

Proposition 2.1.4. Assume that there exists θ in EndO(B) such that θ(b) ≡ bq mod πB, then

1. Let b0, ..., bn−1 be in B, we denote un−1 := Φn−1(b0, b1, ..., bn−1), and un ∈ B, then un =
Φn(b0, ..., bn) for some bn ∈ B iff θ(un−1) ≡ un mod πnB.
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2. Denote B′ = imΦB, then

B′ = {(b0, b1, ...)|θ(bi) ≡ bi+1 mod πi+1B}

And fB(B′) ⊆ B′, vB(B′) ⊆ B′.

Proof.

1. Assume that un = Φn(b0, ..., bn) = Φn−1(bq0, ..., b
q
n−1) + πnbn, we then have

θ(un−1) = θ(Φn−1(b0, b1, ..., bn−1)) = Φn−1(θ(b0), ..., θ(bn−1))

Because θ(bi) ≡ bqi mod πB, by Lemma 2.1.2, we get

Φn−1(bq0, ..., b
q
n−1) ≡ Φn−1(θ(b0), ..., θ(bn−d)) mod πnB (2.1)

So, this yields θ(un−1) ≡ un mod πnB. Conversely, because 2.1 always holds, the assumption
θ(un−1) ≡ un mod πnB implies that un ≡ Φn−1(bq0, ..., b

q
n−1), i.e. there exists some bn ∈ B such

that un = Φn−1(bq0, ..., b
q
n−1) + πnbn = Φn(b0, ..., bn).

2. Let (b0, b1, ...) ∈ BN0 , we have

ΦB(b0, b1, ...) = (Φ0(b0),Φ1(b0, b1), ...) = (b0, b
q
0 + πb1, ...)

And hence, (c0, c1, ...) ∈ imΦB iff there exists some b0, b1, ... in B such that

c0 = b0, c1 = bq0 + πb1 = Φ1(b0, b1), ...

By the previous part, this occurs iff θ(ci) ≡ ci+1 mod πi+1B. And this yields

B′ = {(b0, b1, ...)|θ(bi) ≡ bi+1 mod πi+1B}

The proposition above is particularly important in this and later chapter. We will discuss about
its applications. First, denote A = O[X0, X1, ..., Y0, Y1, ...]. We define θ ∈ EndO(A) by θ(Xi) =
Xq
i , θ(Yi) = Y q

i .

Lemma 2.1.5. For any a ∈ A, we have θ(a) ≡ aq mod πA.

Proof. Consider A′ := {a ∈ A|θ(a) ≡ aq mod πA}. It is a O-subalgebra of A. Because q = #k, for
all λ ∈ O, we have aq ≡ a mod πA, and because θ fixes O, we have O ⊂ A′. This yields A′ = A.

Let X := (X0, X1, ...) ∈ AN0 , Y := (Y0, Y1, ...) ∈ AN0 , we have

ΦA(X) + ΦA(Y ) = (X0 + Y0, X
q
0 + Y q

0 + πX1 + πY1, ...)

By Proposition 2.1.4 (1), we have

θ(Φn(X0, ..., Xn)) ≡ Φn+1(X0, ..., Xn+1) mod πn+1B

And this yields

θ(Φn(X0, ..., Xn) + Φn(Y0, ..., Yn)) = θ(Φn((0, ..., (n)X0, ..., Xn)) + θ(Φn((0, ..., (n)Y0, ..., Yn)) ≡

≡ Φn+1(X0, ..., Xn+1) + Φn+1(Y0, Y1, ..., Yn+1) mod πn+1B

Hence, by Proposition 2.1.4 (2), there exists S = (S0, S1, ...) ∈ AN0 such that

ΦA(S) = ΦA(X) + ΦA(Y )

And it is obvious that π1A is not a zero divisor, by Lemma 2.1.3, the existstence of S is unique.
Similarly, we obtain that, there exists a unique P, I, F in AN0 , such that

ΦA(P ) = ΦA(X) + ΦA(Y ),ΦA(I) = −ΦA(X),ΦA(F ) = fA(ΦA(X))

Say another words, we obtain
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Proposition 2.1.6. There exists Sn, Pn ∈ O[X0, ..., Xn, Y0, ..., Yn] and In ∈ O[X0, ..., Xn], Fn ∈
O[X0, ..., Xn+1], such that

Φn(S0, ..., Sn) = Φn(X0, ..., Xn) + Φn(Y0, ..., Yn)

Φn(P0, ..., Pn) = Φn(X0, ..., Xn)Φn(Y0, ..., Yn)

Φn(I0, ..., In) = −Φn(X0, ..., Xn)

Φn(F0, ..., Fn) = Φn(X0, ..., Xn+1)

(2.2)

Lemma 2.1.7. For all n ≥ 0, Fn ≡ Xq
n mod πA.

Proof. Using 2.2, when n = 0, we have F0 = Xq
0 + πX1, and this yields F0 ≡ Xq

0 mod πA. Assume
that the statement holds for all integer k ≤ n. We have

Φn+1(F0, F1, ..., Fn+1) = Φn(F q0 , ..., F
q
n) + πn+1Fn+1

And
Φn+2(X0, X1, ..., Xn+2) = Φn+1(Xq

0 , ..., X
q
n+1) + πn+2Xn+2 =

= Φn(Xq2

0 , ..., Xq2

n ) + πn+1Xq
n+1 + πn+2Xn+1

By induction hypothesis, Fi ≡ Xq
i mod πA, and F qi ≡ Xq2

i mod π2A, for all 0 ≤ i ≤ n. From
Lemma 2.1.2, we get

Φn(F q0 , ..., F
q
n) ≡ Φn(Xq2

0 , ..., Xq2

n ) mod πn+2A

And the identity in 2.2 implies that when we reduce modulo πn+2, we will get

Fn+1 ≡ Xq
n+1

We are now ready for the definition of the ring of(ramified) Witt’s vectors W (B). Let B be an O-
algebra, as sets, we identify W (B) := BN0 , and the multiplication and addition on W (B) are defined
to be {

(an)n � (bn)n = (Sn(a0, ..., an, b0, ..., bn))n

(an)n � (bn)n = (Pn(a0, ..., an, b0, ..., bn))n
(2.3)

Proposition 2.1.8. W(B), with the addition and multiplication in 2.3 is a commutative ring, with
(0, 0, ...) is the zero element, and (1, 0, 0, ...) is the identity element, and the inverse of (an)n ∈W (B)
is (In(a0, ..., an))n. Moreover, ΦB : W (B)→ BN0 is a ring homomorphism.

Proof. Let us denote B1 := O[Xb|b ∈ B], with the map ρ : B1 → B defined by ρ(Xb) = b as an
O-algebra homomorphism. Let us denote B′1 := ΦB1(BN0

1 ). Note that by Proposition 2.1.6, for any
b, c ∈ BN0

1 , ΦB1(b) + ΦB1(c) ∈ im(ΦB1) = B′1. Because B′1 is in bijection with BN0
1 by Lemma 2.1.2,

we can introduce the new addition and multiplication in B1 via the bijective map BN0
1

ΦB1−−→ B′1. They
are defined as follows

b⊕ c := Φ−1
B1

(ΦB1(b) + ΦB1(c)), b� c := Φ−1
B1

(ΦB1(b) + ΦB1(c))

Via this definition, we have

ΦB1(b⊕ c) = ΦB1(b) + ΦB1(c),ΦB1(b� c) = ΦB1(b)ΦB1(c)

Via ⊕,�, BN0
1 now becomes a ring, and it can be seen from the definition of ΦB1 that

ΦB1(1, 0, ..., 0, ...) = (1, 1, ...),ΦB1(0, 0, ...) = (0, 0, ...)
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And now, the ring law on BN0
1 induces the ring law on BN0 via ρN0 , by sending each coordinate Xi of

BN0
1 to the corresponding coordinate ρ(Xi) in BN0 . By 2.2 and 2.3, we can see that, on W (B)

ΦB((an)n � (bn)n) = ΦB((an)n) + ΦB((bn)n),ΦB((an)n � (bn)n) = ΦB((an)n)ΦB((bn)n)

Hence, �,� are exactly the addition and multiplication on W (B) induced from ⊕,� on NN0
0 . The

statements now follows.

Definition. The ring W(B) above is called the ring of ramified Witt vectors with coefficients in
L. In some cases, to distinguish, we will write W (B)L instead of W (B).

We next introduce the notion of Teichmuller lifts.

Definition. Let B be an O-algebra, we denote the map

τ : B −→W (B)

b0 7−→ (b0, 0, ...)

the Teichmuller lift.

Lemma 2.1.9. The map τ above is multiplicative.

Proof. Due to the definition of the multiplication in W (B) in 2.4, and by 2.2, we get P0(X0, Y0) =

X0Y0, and hence, it is sufficient to prove that P̃n(X0, Y0) := Pn(X0, 0, ..., 0, Y0, 0, ..., 0) = 0, for any
n ≥ 1. In the case n = 1, we have

P q0 + πP̃1 = Φ1(P0, P̃1) = Φn(X0, 0)Φn(Y0, 0) = (X0Y0)q

And since π1A is not a zero disivor, we get P̃1 = 1. For n > 1, P̃n = 1 follows easily by induction, and
the same argument.

2.2 Functorial properties of Witt vectors

With notations as in the first section, we will study the functorial properties of Witt’s vectors. Begin
with two O-algebras B1, B2, and ρ : B1 → B2 an O-algebra homomorphism. One can define

W (ρ) : W (B1) −→W (B2)

(b0, b1, ...) 7−→ (ρ(b0), ρ(b1), ...)

Lemma 2.2.1.

1. The following diagram is commutative

BN0
1 BN0

2

W (B1) W (B2)

ρN0

W (ρ)

ΦB1
ΦB2

2. The map W (ρ) defined above is a ring homomorphism.

Proof.

1. We have
ρN0(ΦB1(b0, b1, ...)) = ρN0(Φ0(b0),Φ1(b0, b1), ...) = (ρ ◦ Φn(b0, ..., bn))n

Note that since ρ is an O-algebra homomorphism, ρ and Φn commute, and this yields

(ρ ◦ Φn(b0, ..., bn))n = (Φn(ρ(b0), ..., ρ(bn)))n = ΦB2(W (ρ))
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2. We have

W (ρ)((an)n � (bn)n) = W (p)(Sn(a0, ..., an, b0, ..., bn)n) = (ρ(Sn(a0, ..., an, b0, ..., bn)))n

Because Sn ∈ O[X0, ..., Xn, Y0, ..., Yn], ρ and Sn commute, and hence

(ρ(Sn(a0, ..., an, b0, ..., bn)))n = (Sn(ρ(a0), ..., ρ(an), ρ(b0), ..., ρ(bn)))n = W (ρ)((an)n)�W (ρ)((bn)n)

The similar arguments can also be applied for �, and this yields W (ρ) is a ring homomorphism.

Consider the map

σ : O −→ ON0

λ 7−→ (λ, λ, ...)

Let us apply the second part of Proposition 2.1.4 to B := O, θ := id, this ensures the existence of
the map

Ω : O −→W (O)

λ 7−→ (Ω0(λ),Ω1(λ), ...)

such that the diagram

O W (O)

ON0

Ω

σ ΦO

is commutative. Let us denote O′ := im(ΦO), then the map ΦO is a ring isomorphism between W (O)
and O′, since π is not a zero divisor in O. And σ : O → O′ is also a ring homomorphism. Hence, Ω is
also a ring homomorphism. This makes W (O) becomes an O-algebra.

Proposition 2.2.2. Let B be an O-algebra, then W (B) is an O-algebra. Furthermore, ΦB,Φn are
O-algebra homomorphisms, for all n.

Proof. Let ρ be the canonical map from O to B. From Lemma 2.2.1, and the diagram above, we
obtain the following commutative diagram

O W (O) W (B)

ON0 BN0

Ω

σ

W (ρ)

ΦO ΦB

ρN0

(2.4)

And this makes W (B) an O-algebra, and for any λ ∈ O, b ∈W (B), we have

λb = W (ρ)Ω(λ) � b

And by 2.4 again, we obtain the following diagram

W (B) BN0

W (B) BN0

ΦB

.λ .λ

ΦB
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This diagram is commutative, since ΦB is a ring homomorphism and

ΦB(λb) = ΦB(W (ρ)Ω(λ) � b) = ΦB(W (ρ)Ω(λ))ΦB(b) = ρN0(σ(λ))ΦB(b) = (λ, λ, ...)ΦB(b) = λΦB(b)

where the third identity follows from 2.4. Hence, one gets ΦB is an O-algebra homomorphism.
Finally, let us denote pn : BN0 → B the projection map to the n-th coordinate. It then follows

from the commutative diagram

W (B) BN0

B

ΦB

Φn

pn

that Φn : W (B)→ B is also an O-algebra homomorphism.

Using the commutative diagram in Lemma 2.2.1, and the method of the proof above, we have

Proposition 2.2.3.

1. Let ρ : B1 → B2 be an O-algebra homomorphism of O-algebras, then W (ρ) : W (B1) → W (B2)
is also an O-algebra homomorphism.

2. The functor

W : O-alg −→ O-alg
B 7−→W (B)

is a well-defined exact functor.

Proof.

1. Let ρ1 : O → B1 and ρ2 : O → B2 be the canonical maps. Then ρ : B1 → B2 is an O-algebra
homomorphism implies that ρ ◦ ρ1 = ρ2. And it follows that W (ρ2) = W (ρ) ◦W (ρ1). And for
all λ ∈ O, b ∈ B1, we have

W (ρ)(λb) = W (ρ)(W (ρ1)(Ω(λ)) � b) = W (ρ)(W (ρ1)(Ω(b))) �W (b) =

= W (ρ2)(Ω(λ)) �W (ρ)(b) = λW (ρ)(b)

where the first and the last identity follows from the explicit description of the action from O
to W (Bi)(i = 1, 2) described in the proof of the proposition above, the second identity follows
from the fact that W (ρ) is a ring homomorphism, and the third identity is obtained since
W (ρ2) = W (ρ) ◦W (ρ1).

2. The fact that W (−) is a well-defined functor follows from Proposition 2.2.2, and the above
argument. And the description of W (ρ) for ρ : B1 → B2 in O-alg yields W (−) is an exact
functor.

2.3 Frobenius and Verschiebung

We will now describe the Frobenius and Verschiebung maps on the ring Witt’s vectors. They turn out
to be very useful in practice when one wants to compute things related to Witt’s vectors, especially
in the case B is a k-algebra, which will be treated in the next section.

Recall that in the first section, we defined A := O[X0, X1, ..., Y0, Y1, ...], and proved the existence
and uniqueness of F = (F0, F1, ...) such that
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• Fn ∈ O[X0, ..., Xn+1].

• ΦA(F ) = fA(ΦA(X)), where X := (X0, X1, ...).

• Φn+1(X0, ..., Xn+1) = Φn(F0, ..., Fn).

• Fn ≡ Xq
n mod πA.

Using this, one can define the Frobenius on W (B) as follows

FB : W (B) −→W (B)

(b0, b1, ...) 7−→ (Fn(b0, ..., bn+1))n

We will prove that

Proposition 2.3.1. FB is an O-algebra endomorphism of W (B), and FB(b) ≡ bq mod πW (B) for
all b ∈W (B).

Proof. To prove the statement, we can use the technique in Proposition 2.1.8. Let us define B1 :=
O[Xb|b ∈ B] and ρ : B1 → B sending Xb to b, and B′1 := ΦB1(BN0

1 ). In the level of B1, we have this
diagram

W (B1) W (B1)

B′1 B′1

FB1

ΦB1
ΦB1

fB′1

is commutative, where f ′B1
(b0, b1, ...) = (b1, b2, ...) because

ΦB1(FB1(b0, b1, ...)) = ΦB1((Fn(b0, ..., bn+1))n) = fB′1 ◦ ΦB1(b0, ..., bn, ...)

But we know that f ′B1
is an O-algebra endomorphism, and so is FB1 , since the two vertical arrows are

isomorphisms. We can now use the functorial properties via the O-algebra homomorphism ρ, and this
yields FB is an O-algebra homomorphism.

To prove the second statement, we can also use the diagram above. Take any (b0, b1, ...) ∈W (B1),
we have the commutative diagram

(b0, b1, ...) (Fn(b0, ..., bn+1))n

(b0, b
q
0 + πb1, ...) (bq0 + πb1, b

q2

0 + πbq1 + π2b2, ...)

FB1

ΦB1
ΦB1

fB′1

And via f ′B1
, we have bq0 + πb1 ≡ bq0 mod πB′1, b

q2

0 + πbq1 + π2b2 ≡ (bq0 + πb1)q mod πB′1,.... And via
the ring isomorphism ΦB1 , we have FB1(b) ≡ bq mod πB1, for all b ∈ B1. Again, using ρ, we have
FB(b) ≡ bq, for all b ∈W (B).

We note that the technique using in the proof above is common when we want to prove identities
on the ring of Witt’s vectors. We next defined the Verschiebung map

VB : W (B) −→W (B)

(b0, b1, ...) 7−→ (0, b0, b1, ...)

Proposition 2.3.2. VB is an O-module endomorphism.



2.3. FROBENIUS AND VERSCHIEBUNG 23

Proof. By the same technique as above, we can see what happens in W (B1). Look at the diagram

(b0, b1, ...) (0, b0, b1, ...)

(b0, b
q
0 + πb1, ...) (0, πb0, πb

q
0 + π2b1, ...)

VB1

ΦB1
ΦB1

vB′1

where vB′1(b0, b1, ...) = (0, πb0, πb1, ...). We have

ΦB1(VB1(b0, b1, ...)) = ΦB1(0, b0, b1, ...) = (0, πb0, πb
q
0 + π2b1, ...)

And
vB′1(ΦB1(b0, b1, ...)) = vB′1(b0, b

q
0 + πb1, ...) = (0, πb0, πb

q
0 + π2b1, ...)

This yields the diagram above is commutative. And hence VB1 is an O-module endomorphism, since
so is vB′1 . And by the functorial properties again, one gets VB is an O-module endomorphism.

Here are some identities related to Frobenius and Verschiebung maps.

Proposition 2.3.3. We have

1. FB(VB(b)) = πb, for all b ∈W (B).

2. VB(a� F (b)) = VB(a) � b, for all a, b ∈W (B).

Proof.

1. Again, it is sufficient to see what happends in W (B1). Look at the diagram

W (B1) W (B1) W (B1)

B′1 B′1 B′1

VB1

ΦB1

FB1

ΦB1
ΦB1

vB′1 fB′1

It is commutative, by Proposition 2.3.1 and Proposition 2.3.2. Now

fB′1 ◦ vB′1(b0, b1, ...) = fB′1(0, πb0, πb1, ...) = π(b0, b1, ...)

Hence,
fB′1 ◦ vB′1 ◦ ΦB1(b0, b1, ...) = πΦB1(b0, b1, ...)

Because ΦB1 is an O-algebra isomorphism, we must have FB1 ◦ VB1(b) = πb.

2. For all a, b ∈W (B1), we have

VB1(a� FB1(b)) = VB1(a) � b⇔ ΦB1(VB1(a� FB1(b))) = ΦB1(VB1(a) � b)⇔

⇔ vB′1(ΦB1(a)ΦB1(FB1(b))) = ΦB1(VB1(a))ΦB1(b)⇔ vB′1(ΦB1(a)fB′1(ΦB1(b))) = vB′1(ΦB1(a))ΦB1(b)

And the last identity now follows, since if we let a = (a0, a1, ...), b = (b0, b1, ...),Φ
a
n := Φn(a0, ..., an),Φb

n :=
Φn(b0, ..., bn), then the left hand side of the last equality is

vB′1(Φa
0Φb

1,Φ
a
1Φb

2, ...) = (0, πΦa
0Φb

1, πΦa
1Φb

2, ...)

while the right hand side is

(0, πΦa
0, πΦa

1, ...)(Φ
b
0,Φ

b
1, ...) = (0, πΦa

0Φb
1, ...)

We now obtain the statement.
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For simplicity, when B is given, we denote V := VB, F := F (B) on W (B). We can now study
further the properties of the Verschiebung map. This will lead to some conclusions about the π-adic
topology on W (B) for some important cases as the next section will point out. Let us denote

Vm(B) := im(V m) = {(b0, ..., bm−1, bm, ...) ∈W (B)|b0 = ... = bm−1 = 0}

We obviously have V0(B) = W (B) ⊇ V1(B) ⊇ V2(B) ⊇ ..., and
⋂
m≥0 Vm(B) = 0.

Lemma 2.3.4. Vm(B) is an ideal of W (B) for all m.

Proof. Proposition 2.3.2 implies that Vm(B) is a subgroup ofW (B) and Proposition 2.3.3 implies that
b� c ∈ Vm(B), for all b ∈W (B), c ∈ Vm(B).

Lemma 2.3.5. V1(B)m = πm−1V1(B) for all m ≥ 1.

Proof. The case m = 1 is trivial. When m = 2, by Proposition 2.3.3 we have for all a, b ∈W (B),

V (a) � V (b) = V (a� F (V (b))) = V (a� πb) = πV (a� b)

Hence, V1(B)2 = πV1(B). When m = 3

V1(B)3 = (V1(B))2V1(B) = πV1(B)2 = π2V1(B)

Using this inductively, we get the statement for all m ≥ 1

We denote Wm(B) := W (B)/Vm(B), it is called the ring of Witt’s vectors of length m with
coefficients in B. We will now describe elements in Wm(B).

Lemma 2.3.6.

1. Let (an)n, (bn)n ∈W (B), such that anbn = 0 for all n, then

(an)n � (bn)n = (an + bn)n

2. Let (bn)n ∈ W (B) and (0, ..., 0, cm, cm+1, ...) ∈ W (B), we can find (0, ..., 0, xm, xm+1, ...) in
W (B) such that

(b0, ..., bm−1, 0, 0, ...) � (0, ..., 0, xm, xm+1, ...) = (bn)n � (0, ..., 0, cm, cm+1, ...)

3. There is a bijection

Bm −→Wm(B)

(b0, ..., bm−1) 7−→ (b0, ..., bm−1, 0, ...) � Vm(B)

Proof.

1. Turn things into W (B1) again. Let ρ : B1 → B be the projection map, it is equivalent to prove
that

W (ρ)((Xan)n � (Xbn)n) = W (ρ)((Xan)n + (Xbn)n)

It is equivalent to say

W (ρ)(ΦB1((Xan)n�(Xbn)n)) = W (ρ)(ΦB1((Xan)n+(Xbn)n))⇔ ΦB((an)n)+ΦB((bn)n) = ΦB((an+bn)n)

But the last identity follows directly from the condition anbn = 0 for all n, since

Φn(a0, ..., an) + Φn(b0, ..., bn) = Φn(a0 + b0, ..., an + bn)
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2. We have (b0, ..., bm−1, 0, 0, ...) � (0, ..., 0, xm, xm+1, ...) = (b0, ..., bm−1, xm, xm+1) by the previous
result. Also,

(b0, b1, ...) � (0, ..., 0, cm, cm+1, ...) = (b0, ..., bm−1, Sm(b0, ..., bm, 0, ..., 0, cm), ...)

And we just need to choose xm = Sm(b0, ..., bm, 0, ..., 0, cm), and so on. From this, one can also
see that the existence of xm is unique.

3. By the second part, for any (bn)n ∈ W (B) and (0, ..., 0, cm, cm+1, ...) ∈ W (B), there exists a
unique element (0, ..., 0, xm, xm+1) in W (B) such that

(b0, ..., bm, 0, ...) � (0, ..., 0, xm, xm+1, ...) = (bn)n � (0, ..., 0, cm, cm+1, ...)

So, in particular, (b0, ..., bm−1, 0, ...) ≡ (bn)n mod VmB. And hence, the map defined above is
surjective. For the injectivity, assume that

(a0, ..., am−1, 0, ...) � Vm(B) = (b0, ..., bm−1, 0, ...) + Vm(B)

then there exists (0, ..., 0, cm, ...), (0, ..., 0, dm, ...) in Vm(B) such that

(a0, ..., am−1, 0, ...) � (0, ..., 0, cm, ...) = (b0, ..., bm−1, 0, ...) � (0, ..., 0, dm, ...)

Due to 1, we have the LHS is (a0, ..., am−1, cm, cm+1, ...) and the RHS is (b0, ..., bm−1, dm, dm+1, ...).
Hence, ai = bi for all 0 ≤ i ≤ m− 1.

As a corollary of the lemma above, we have

Corollary 2.3.7. Wm(B) = {(b0, ..., bm−1, 0, ...)|bi ∈ B}. And the map

W (B) −→ lim←−
m

Wm(B)

b 7−→ (b� Vm(B))m

is an O-algebra isomorphism.

2.4 The main cases

Most of applications of Witt’s vectors focus on the case B is a k-algebra. In this case, due to the
commutative diagram

k ∼= O/πO B

O

ρ

we can consider B as an O-algebra with the scalar product λb := (λ mod π)b, for λ ∈ O, b ∈ B. In
this case, as π ≡ 0 in k, we get πB = 0, and for any λ ∈ O, we have λq ≡ λ mod π, and hence
(λb)q = λbq, for all λ ∈ O, b ∈ B. Let p be the characteristic of k. If char(L) = 0, we have uπe = p,
for some u ∈ O×, and e is the ramification index, and hence pB = 0. In case char(L) = p, the fact
that pB = 0 is trivial. So, in any case, we obtain the Frobenius map on B

B −→ B

x 7−→ xq

is an O-algebra endomorphism. We say that B is perfect if this map is an isomorphism. We begin
this section with the following
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Proposition 2.4.1. Let B be a k-algebra, then

F ((bn)n) = (bqn)n

and when B is perfect, F is an automorphism of O-algebra.

Proof. The first statement follows directly from Lemma 2.1.7, and the second statement follows directly
from definition that the Frobenius map on B is bijective, and F is an O-algebra endomorphism.

The Frobenius onW (B) is now in an easy form, and together with it, we also obtain some interesing
properties, including the filtration in W (B).

Proposition 2.4.2. Let B be a k-algebra, for all b = (b0, b1, ...) ∈W (B), we have

1. πb = F (V (b)) = V (F (b)) = (0, bq0, b
q
1, ...).

2. Vm(B) � Vn(B) ⊆ Vm+n(B).

3. πmW (B) ⊆ V1(B)m = πm−1V1(B) ⊆ πm−1W (B).

Proof.

1. The identity F (V (b)) = πb follows from Lemma 2.3.3, and due to Proposition 2.4.1, we have

F (V (b0, b1, ...)) = F (0, b0, b1, ...) = (0, bq0, b
q
1, ...) = V (F (b0, b1, ...))

2. For all a, b ∈W (B), using Lemma 2.3.3, we have

V m(a) � V n(b) = V (V m−1(a)) � V n(a) = V (V m−1(a) � F (V n(b))) = ... = V m(a� Fm(V n(b))

And by the first part, F and V are commutative, so

a� Fm(V n(b)) = V n(Fm(b)) � a = V (V n−1(Fm(b))) � a =

V (V n−1(Fm(B) � F (a))) = ... = V n(Fm(b) � Fn(a))

We finally get V m(a)V n(b) = V m+n(Fm(b) � Fn(a)). This yields Vm(B) � Vn(B) ⊆ Vm+nB.

3. By the first part, we obtain

πmW (B) = πm−1πW (B) ⊆ πm−1V1(B)

And by Lemma 2.3.5, we get πm−1V1(B) = V1(B)m. The last inclusion is trivial.

By the filtration in the last part, we get an important

Proposition 2.4.3. Let B be k-algebra, then the algebra homomorphisms

W (B) −→ lim←−mW (B)/πmW (B)

b 7−→ (b� πmW (B))m

(2.5)

W (B) −→ lim←−mW (B)/V1(B)m

b 7−→ (b� V1(B)m)m

(2.6)

are isomorphism.
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Proof. We have πmW (B) = {0, ..., 0, bq
m

m , bq
m

m+1, ...}. Hence, it is clear that the first map is injective,
since

⋂
m ≥ 0πmW (B) = 0. Assume for now (b(m) � πmW (B))m ∈ lim←−mW (B)/πmW (B). Because

πmW (B) ⊆ Vm(B), and due to the isomorphism in Corollary 2.3.7, there exists b ∈ W (B) such that
b� Vm(B) = b(m) � Vm(B) for any m. This yields for all j ≥ m,

b� Vj(B) � πmW (B) = b(j) � Vj(B) � πmW (B)

And because b(j) � πmW (B) = b(j) + πjW (B) mod πmW (B) = b(m) + πmW (B), we get

b� Vj(B) � πmW (B) = b(m) � Vj(B) � πmW (B)

And this yields

b�
⋂
j≥m

(
Vj(B) � πmW (B)

)
= b(m) �

⋂
j≥m

(
Vj(B) � πmW (B)

)
We will prove that ⋂

j≥m
(Vj(B) � πmW (B)) = πmW (B)

If this hold, then the map 2.5 is now surjective. To prove this, we note that⋂
j≥m

(Vj(B) � πmW (B)) ⊇
( ⋂
j≥m

Vj(B)
)
� πmW (B) = πmW (B)

For the reverse inclusion, let us choose any c = (c0, c1, ...) ∈
⋂
j≥m(Vj(B) � πmW (B)), then for any

j > m, there exists (0, ..., 0, aj , aj+1, ...) in Vj(B) and (0, ..., 0, bq
m

j,m, b
qm

j,m+1, ...) in πmW (B), such that

(c0, c1, ...) = (0, ..., 0, aj , aj+1, ...) � (0, ..., 0, bq
m

j,m, b
qm

j,m+1, ...)

And as a consequence of Lemma 2.3.6, we get c0 = ... = cm−1 = 0, cm = bq
m

j,m, ..., cj−1 = bq
m

j,j−1. Since j
is choosen arbitrary, we get c ∈ πmW . And this yields the first map is bijective. For the second map,
due to Proposition 2.4.2, we have πmW (B) ⊆ V1(B)m ⊆ πm−1W (B), so the commutative diagram
below

lim←−W (B)/πm−1W (B)

W (B) lim←−W (B)/V1(B)m

lim←−W (B)/πmW (B)

(2)

(1)

(3)

(5)

(4)

has (1), (3), (5) ◦ (4) are bijective. And (4) and (5) are injective. This yields all of them are bijective.
And the isomorphism in 2.6 is now obtained.

As a corollary, we get

Corollary 2.4.4. Let B be a k-algebra, then W (B) is complete, Hausdorff with respect to the π-adic
topology. And the topology on B defined by the filtered system {Vm(B)} is identical to the π-adic
topology on B.

Let us now move to a special case when B is a perfect k-algebra.

Proposition 2.4.5. Let B be a perfect k-algebra, then

1. π1W (B) is not a zero divisor in W (B).
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2. Let τ : B →W (B) be the Teichmuller lift, then for all b = (b0, b1, ...) in W (B)

b� Vm(B) = τ(b0) � πτ(bq−1
1 ) � ...� πm−1τ(bq

−(m−1)

m−1 ) � Vm(B)

3. Vm(B) = V1(B)m = πmW (B).

Proof.

1. For all 0 6= c = (c0, c1, ...) ∈W (B), we have

πc = (0, cq0, c
q
1, ...)

Since B is perfect, the Frobenius on B is an automorphism. Hence πc 6= 0.

2. We have
τ(b0) � πτ(bq−1

1 ) � ...� πm−1τ(bq
−(m−1)

m−1 ) � Vm(B) =

= (b0, 0, ...) � (0, b1, 0, ...) � (0, ..., 0, bm−1, 0, ...) � Vm(B)

= (b0, ..., bm−1, 0, ...) � Vm(B) = b� Vm(B)

where the last identity follows from Lemma 2.3.6.

3. We have
πmW (B) = {(0, ..., 0, bqmm , bq

m

m+1, ...)|bi ∈ B}

Because B is perfect, any element in B is a q-th power. And we get πmW (B) = Vm(B). Also,
since πW (B) = {(0, bq1, b

q
2, ...)|bi ∈ B}, Lemma 2.3.5 yields V1(B)2 = πV1(B) = π2W (B). And

inductively, we obtain V1(B)m = πmW (B).

It is also natural to consider the case B is a field extension of k. This can lead to the construction
of Zp from Fp.

Proposition 2.4.6. Let B be a field extension of k, then

1. W (B) is an integral domain, with a unique maximal ideal V1(B).

2. char(W (B)) = 0 if char(L) = 0.

3. If B is perfect, then W (B) is a DVR with the unique maximal ideal V1(B), and the residue field
B. Moreover, any b = (bn)n in W (B) has a unique convergent expansion

b =
∑
n≥0

πnτ(bq
−n
n )

with respect to the π-adic topology on W (B) (cf. Corollary 2.4.4).

Proof.

1. For any O-algebra B, we can see from Lemma 2.3.6 that W (B)/V1(B) ∼= B. Hence, in the case
B is a field extension of k, V1(B) is a maximal ideal of B. Take any b = (b0, b1, ...) in W (B) but
not belong to V1(B), we will prove that b is invertible. First, we can find a = (a0, a1, ...) ∈W (B)
and c = (0, c1, ...) ∈ V1(B) such that

a� b = 1 � c = (1, 0, ...) � (0, c1, ...) = (1, c1, c2, ...)

by taking a0 = b−1
0 , and ci = Pi(a0, ..., ai, b0, ..., bi). Because c ∈ V1(B), cm ∈ V1(B)m =

πm−1W (B), and cm ≡ ±cm−1 mod πm−1W (B). This yields the sum
∑

i≥0(−1)ici is defined in
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W (B) (cf. Corollary 2.4.4). This yields b is invertible in W (B), and we get V1(B) is the unique
maximal ideal of W (B).

We now prove that W (B) is an integral domain. Take any 0 6= a = (0, ..., 0, ai, ai+1, ...), 0 6= b =

(0, ..., 0, bj , bj+1, ...) in W (B) with ai 6= 0, bj 6= 0,then F j(ai, ai+1, ...) = (aq
j

i , a
qj

i+1, ...), F
i(b) =

(bq
i

j , b
qi

j+1, ...). And from this, F j(ai, ai+1, ...)F
i(bj , bj+1, ...) = (aq

j

i b
qi

j , ...) 6= 0. And

a� b = V i(a) � V j(b) = V i+j(F j(a) � F i(b)) = (0, ..., 0, aiq
jbq

i

j , ...) 6= 0

where the second identity follows from the proof of Proposition 2.4.2(2), and this yields W (B)
is a local domain.

2. Let l 6= p be a prime number such that l1W (B) = 0, then since W (B)/V1W (B) = B is of
characteristic p, necessarily l = p. Let e be the raimification index of L/Qp, we can write
p = uπe for some u ∈ O×. And

p1W (B) = uπe(1, 0, ...) = u(0, ..., 0, 1, 0, ...) 6= 0

And this yields a contradiction. Hence, char(W (B)) = 0, in case char(L) = 0.

3. When B is perfect by Proposition 2.4.5, we obtain⋂
m≥1

V1(B)m =
⋂
m≥1

πmW (B) = 0

And because V1(B) = πW (B) is the unique maximal ideal of W (B), it follows from a general
fact of commutative algebra thatW (B) is a DVR. Let b ∈W (B), Proposition 2.4.5 again implies
that we can represent

b =
∑
i≥0

πiτ(bq
−i

i )

And it is obvious to see that this expansion is unique and convergent due to Corollary 2.4.4.

Example 2.4.7. In the case L := Qp, we have O = Zp and k = Fp, and W (Fp)Qp ∼= Zp via an
isomorphism defined by the Teichmuller representations (recall that we use a subscript to emphasize
W (Fp) is defined with coefficients in Qp). We will prove later that this isomorphism holds for much
more general cases.

Remark 2.4.8. In the case L := Fq((t)), π := t, and B := Fq. By the first part of Proposition 2.4.6,
W (B)L is an integral domain, and π1W (B)L is not zero, but pπ1W (B)L = (pπ)1W (B)L = 0. And this
yields char(W (B)L) = p.

2.5 From residue fields to local fields

Our main applications will focus on the case O. And we can apply results of previous section to
k = O/πO. This will lead to an isomorphism O ∼= W (k). In order to this, we begin with an
application of Proposition 2.1.4.

Proposition 2.5.1. Let B be an O-algebra with π1B is not a zero divisor, and σ ∈ EndO(B) such
that σ(b) ≡ bq mod πB, then there exists a unique O-algebra sB : B →W (B) such that Φn ◦sB = σn,
for all n. Moreover, sB is injective and is uniquely determined by the two conditions

Φ0 ◦ sB = idB, F ◦ sB = sB ◦ σ

Proof. The existence of sB is equivalent to the commutativity of the following diagram for all n
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B W (B)

B

sB

σn
Φn

And it is equivalent to the commutativity of

B W (B)

BN0

sB

Σ
ΦB

where Σ(b) := (b, σ(b), σ2(b), ...). Because π1B is not a zero divisor, ΦB is injective. And the statement
is now equivalent to

• Σ(b) ∈ im(ΦB), for all b ∈ B.

• Σ is an O-algebra homomorphism.

The first condition is clear from the second part of Proposition 2.1.4, and the second condition follows
directly from the fact that σ ∈ EndO(B). Also, the injectivity of sB is clear, since Σ is clearly injective.
We have

Φ0 ◦ sB = σ0 = idB

Consider the following diagram

B B W (B)

W (B) BN0
0

BN0

σ

sB

sB

ΦB

ΦB

F

f

(2.7)

We will prove that it is commutative. Because ΦB ◦ sB = Σ, and they are all injective, it is sufficient
to check the commutativity of the following diagram

B BN0

B BN0

Σ

σ f

Σ

(2.8)

But it is trivial, since Σ◦σ(b) = (σ(b), σ2(b), ...), and f ◦Σ(b) = f(b, σ(b), σ2(b), ...) = (σ(b), σ2(b), ...).
Conversely, assume that we have sB : B →W (B) an O-algebra homomorphism such that Φ0◦sB =

idB and sB ◦ σ = F ◦ sB. This yields the diagram 2.7 and 2.8 are commutative. Let us denote

sB(b) = (s0(b), s1(b), ...) = (b, s1(b), ...)

then f ◦ Σ(b) = Σ ◦ σ(b), where Σ := ΦB ◦ sB. Let Σ(b) = (b0, b1, ...), then because Σ = ΦB ◦ sB, we
have b0 = b. This yields Σ(b) = (b, ...) for all b ∈ B, and hence, Σ(σ(b)) = (σ(b), ...). Furthermore,
f ◦ Σ(b) = (b1, b2, ...). And f ◦ Σ(b) = Σ ◦ σ(b) implies that b1 = σ(b), and the second coordinate of
Σ(σ(b)) is b2. If we replace b by σ(b), we get

(b2, ...) = f ◦ Σ(σ(b)) = Σ ◦ σ2(b) = ΦB ◦ sB ◦ σ2(b) = (σ2(b), ...)

And this yields b2 = σ2(b), and so on. Therefore, by our previous argument, it is the characterization
of sB.
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We are now ready for the main proposition

Proposition 2.5.2. Let B, sB be defined as in Proposition 2.5.1, then for all m ≥ 1, there exists a
unique map sB,m making the following diagram commute

B W (B) W (B/πB)

B/πmB Wm(B/πB)

sB

pr

W (pr)

pr

sB,m

Moreover, when B/πB is perfect, then sB,m is an isomorphism for all m ≥ 1.

Proof. Take any b ∈ πmB, we can write

sB(b) = (b0, b1, ...)

and the conditions of sB yields that

Φn ◦ sB(b) = Φn(b0, ..., bn) = σn(b) ≡ bqn mod πn+1B

We know that b0 = b, and Φ1(b0, b1) = bq0 + πb1 ≡ bq0 mod π2B. This yields b1 ∈ πB, and by
induction, we get all bi ∈ πB, and this yields pr ◦W (pr) ◦ sB(b) = 0. So one can define a map sB,m
making the diagram above commute. Denote sB(b) = (s0(b), s1(b), ...), we haveW (pr)(sB(b)) = (s0(b)
mod π, s1(b) mod π, ...) and pr ◦ W (pr) ◦ sB(b) = (s0(b) mod π, ..., sm(b) mod π, 0, ...). And it
follows from the commutativity of the diagram above that sB,m(b mod πm) = (s0(b) mod π, ..., sm(b)
mod π, 0, ...). And this yields the uniqueness of sB,m.

For the second statement, when m = 1, we have

s0(b) = Φ0 ◦ s(b) = b

So, sB,1(b mod πB) = (b mod π, 0, ...), and it is an O-algebra isomorphism. For m > 1, we have
the following commutative diagram, where rows are exact

0 πmB/πm+1B B/πm+1B B/πmB 0

0 Vm(B/πB)/Vm+1(B/πB) Wm+1(B/πB) Wm(B/πB) 0

sB,m+1 sB,m+1 sB,m

The arrow in the LHS is well-defined since we have

sB,m+1(πmb mod πm+1B) = pr ◦W (pr) ◦ s(πmb) = πmpr ◦W (pr) ◦ s(b)

= πm(b mod πB, b1 mod πB, ..., 0, ...) = (0, ..., 0, (b mod πB)q
m
, (b1 mod πB)q

m
, ...)

Therefore, by taking modulo Vm+1(B), we obtain a map

sB,m+1 : πmB/πm+1B −→ Vm(B/πB)/Vm+1(B/πB)

πmb mod πm+1B 7−→ (0, ..., 0, (b mod πB)q
m
, 0, ...)

Under the assumption that B/πB is perfect, the map above is an isomorphism. By induction, this
yields the map in the middle is an isomorphism, too.

As a corollary, we get
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Corollary 2.5.3. Let B be an O-algebra, assume that
(i) B/πB is perfect.
(ii) π1B is not a zero divisor of B.
(iii) There exists σ ∈ EndO(B) such that ∀b ∈ B, σ(b) ≡ bq mod πB.
(iv) B ∼= lim←−mB/π

mB
then

B ∼= W (B/πB)

Proof. Due to the conditions, we obtain by the proposition above that

sB,m : B/πmB
∼−→Wm(B/πB) = W (B/πB)/πmW (B/πB)

where the last identity follows from Proposition 2.4.5. Taking the limit both sides, we get the state-
ment.

Example 2.5.4. Let L/Qp be a finite extension, and B := O, then B satisfies the conditions of
Corollary 2.5.3 with σ := idB. This yields W (Fq)L ∼= O. Note that we have to denote the subscript in
this case, since if we change the base ring, we will obtain another ring of Witt’s vectors as the example
below illustrates.

Example 2.5.5. Let L := Fq((t)), with uniformizer π := t and B := Fq[[t]] = OL, then again B
satisfies the conditions of Corollary 2.5.3 with σ := idB. It follows in this case that W (Fq)L ∼= Fq[[t]],
and this yields char(W (Fq)L) = p.

2.6 Weak topology on Witt’s vectors

In this section, we will discuss about the topology on the ring of Witt’s vectors. Instead of using the
π-adic topology, we will make use of the product topology on W (B), where B is a perfect topological
k-algebra. It is weaker than the π-adic topology as we will see later, but it is easier to deal with, since
the operations among Witt’s vectors are complicated. For simplicity, we will denote the addition and
multiplication on W (B) as usual, instead of �,�.

For any open ideal a of B, we define

Va,m := ker(W (B)
pr−→Wm(B)

W (pr)−−−−→Wm(B/a)) =

= {(b0, ..., bm−1, ...) ∈W (B)|b0, ..., bm−1 ∈ a}

We can see that Va,m is an ideal of W (B), and

Va∩b,max{m,n} ⊆ Va,m ∩ Vb,n

For any open ideal b ofB. And hence, there exists a unique topological structure onW (B) such that
W (B) is a topological ring and that such Va,m become a fundamental system of open neighborhoods
around 0. If we consider

Wm := πmW (B) = {(0, ..., 0, bm, ...) ∈W (B)|bm, bm+1, ... ∈ B}

then for any Va,m, we always have Wm ⊆ Va,m. So, the topology on W (B) we have equipped is weaker
than the π-adic topology on W (B). We call it the weak topology on W (B).

Lemma 2.6.1. For any a = (a0, a1, ...) ∈W (B), we have

a+Wa,m = {(b0, b1, ...) ∈W (B)|bi ≡ ai mod a, 0 ≤ i ≤ m− 1}

Hence, the weak topology on W (B) coincides with the product topology on B ×B × ...
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Proof. Take any (c0, c1, ...) ∈ Va,m, i.e. c0, ..., cm−1 ∈ a, we have

(a0, a1, ...) + (c0, c1, ...) = (a0 + c0, ...) =: (b0, b1, ...)

We can see that b0 = a0 + c0 ≡ a0 mod a. Assume that bi ≡ ai mod a holds to n − 1 where
1 ≤ n ≤ m− 1, we will prove that this holds for n. By the addition formula for Witt vectors, we have

Φn(a0, ..., an) + Φn(c0, ..., cn) = Φn(b0, ..., bn)

Assume that bi = ai+di for di ∈ a, 0 ≤ i ≤ n−1, we deduce from the definition of Witt polynomials
that

Φn−1(aq0, ..., a
q
n−1) + Φn−1(cq0, ..., c

q
n−1) + πn(an + cn) = Φn−1(bq0, ..., b

q
n−1) + πnbn

And this yields

Φn−1(a1
0, ..., a

q
n−1) + Φn−1(cq0, ..., c

q
n−1)− Φn−1(bq0, ..., b

q
n−1)

πn
+ an + cn = bn(∗)

And we know that

Φn−1(bq0, ..., b
q
n−1) = Φn−1((a0 + d0)q, ..., (an−1 + dn−1)q) =

= Φn−1(aq0 + dq0, ..., a
q
n−1 + dqn−1) = (aq0 + dq0)q

n−1
+ ...+ πn−1(aqn−1 + dqn−1)

= Φn−1(aq0, ..., a
q
n−1) + Φn−1(dq0, ..., d

q
n−1)

And from (∗), we get
d+ an + cn = b

for some d ∈ a, and this yields bn ≡ an mod a, since cn is also in a. We then get

a+ Va,m ⊆ {(b0, ..., bm−1, ...)|bi ≡ ai mod a, 0 ≤ i ≤ m− 1}

For the converse direction, with the same argument, we deduce that for bi ≡ ai mod a, for all
0 ≤ i ≤ m− 1,

(b0, ..., bm−1, ...)− (a0, ..., am−1, ...) = (c0, ..., cm−1, ...)

with ci ∈ a, for 0 ≤ i ≤ m − 1. For the second statement, we can see by the first statement that the
set

a+ Va,m = {(b0, ..., bm−1) ∈W (B)|bi ≡ ai mod a, 0 ≤ i ≤ m− 1}

forms a fundamental system of open neighborhoods around a. And this follows directly that the weak
topology on W (B) is the same as the product topology B ×B × ....

Via this lemma, we can prove

Proposition 2.6.2. If B is Hausdorff (complete), then W (B) is Hausdorff (complete, resp.).

Proof. It follows easily that if B is Hausdorff then the product topology B ×B × ... is also Hausdorff.
Now, assume that B is complete. In this case, the canonical map

φ : B → lim←−
a

B/a

is surjective. Let c be its kernel, we have B/c ∼= lim←−a
B/a. And this yields

Wm(B/c) ∼= Wm(lim←−
a

B/a) ∼= lim←−
a

Wm(B/a) = lim←−
a

W (B)/Va,m
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where the second isomorphism comes from the functorial properties of Witt vectors, and the last

isomorphism follows from the fact that the map W (B)
W (pr)−−−−→W (B/a)

pr−→Wm(B/a) has kernel Va,m.
Now, it follows from Corollary 2.3.7 that

W (B/c) ∼= lim←−
m

Wm(B/c) ∼= lim←−
m

lim←−
a

W (B)/Va,m

And so, we obtain the following surjective map

W (B)
W (pr)−−−−→W (B/c) ∼= lim←−

m

lim←−
a

W (B)/Va,m

And this yields W (B) is complete.

Proposition 2.6.3. In the case B is complete and Hausdorff, we can equip the induced topological
structure on the quotient ring Wm(B), with m is fixed, such that Wm(B) is Hausdorff and complete.

Proof. In this case, the canonical map B → lim←−a
B/a is bijective, and this yields by the previous proof

that
W (B)/Vm(B) = Wm(B) ∼= lim←−

a

Wm(B/a) ∼=

∼= lim←−
a

W (B)/Va,m ∼= lim←−
a

(W (B)/Vm(B))/(Va,m/Vm(B))

From this, there exists a unique topological structure on Wm(B), such that {Va,m/Vm(B)|a ⊆ B :
open ideal } becomes a fundamental system of open neighborhood around 0. And Wm(B) is also
Hausdorff, and complete.

Example 2.6.4. When B is a perfect field extension of k, with discrete topology. Then it follows
directly that the weak topology on W (B) is exactly the π-adic topology on W (B). And if we apply
this to B := k, we will obtain W (k) ∼= OL topologically.

We will be mainly interested in the case B := OF , where F is a complete, non-archimedean, perfect
field containing k. In this case, we get W (B) is Hausdorff, complete, and is a subring of W (F ).

Lemma 2.6.5. Let OF be as above, then an ideal a of OF is open iff a is non-zero.

Proof. Assume that a is open, then it is obvious that a is non-zero. Now, let a ⊆ OF be any non-zero
ideal. Take 0 6= x ∈ a, it is sufficient to prove that (x)-the ideal generated by x is open in OF . We
can see that

(x) = {y ∈ OF ||y| ≤ |x|)}
Let us take any z ∈ OF , such that |y − z| < |x− y|. This yields |y − z| < max{x, y} ≤ |x|. From

this, we have |z| ≤ |x|, and z ∈ (x). This yields (x) is open, and hence, a is open.

We can define for any open ideal a of OF , and any m ≥ 1 an OF -submodule

Ua,m := Va,m + πmW (F ) := {(b0, ..., bm−1, ...) ∈W (F )|b0, ..., bm−1 ∈ a}

We note that Ua,m are not ideals of W (F ), and we again have

Ua∩b,max{m,n} ⊆ Ua,m ∩ Ub,n

This yields there exists a unique topology on W (F ), such that W (F ) is a topological group, and
Ua,m forms a fundamental system of neighborhoods around 0. Also, one can see that the weak topology
on W (OF ) is the subspace topology on W (F ). We recall from Proposition 2.4.6 that since F is an
perfect extension of k, W (F ) is a D.V.R, with maximal ideal generated by π. Again, the topology we
have equipped for W (F ) is weaker that the π-adic topology. We can call it the weak topology on
W (F ) . We actually want to prove that this topology actually defines a structure of topological ring
on W (F ), and that when OF admits a filtered fundamental system, then W (F ) is complete.

We will need the multiplicative property of Teichmuller’s representatives.
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Lemma 2.6.6.

1. Let a1, ..., ar ∈W (F ), then there exists 0 6= α ∈ OF , such that

τ(α)a1, ..., τ(α)ar ∈ UOF ,m

2. Let a be an open ideal of OF , then for any 0 6= α ∈ OF , and m ≥ 1, we have

τ(α−1)U
αqm−1

a,m
⊆ Ua,m

Proof.

1. By Proposition 2.4.6, we can represent

ai =
∑
j≥0

τ(ai,j)π
j

And from this
τ(α)ai =

∑
j≥0

τ(αai,j)π
j = (αai,0, αai,1, ...)

And we can choose α such that αai,j ∈ OF , for all 1 ≤ i ≤ r, 0 ≤ j ≤ m− 1.

2. Take a = (a0, a1, ...) ∈ αq
m−1

a, we can represent

(α0, α1, ...) =
∑
i≥0

τ(a
1/qi

i )πi

Hence
τ(α−1)a =

∑
i≥0

τ(α−1a
1/qi

i )πi =
∑
i≥0

(α−q
i
ai)

And hence, α−qiai ∈ Ua,m, for all 0 ≤ i ≤ m− 1.

We are now ready for the main result of this section.

Proposition 2.6.7.

W (F ) is a complete, Hausdorff topological ring.

Proof.

We will prove that the multiplication map

W (F )×W (F )→W (F )

is continuous. Take any a, b ∈W (F ), and an open neighborhood of ab+Ua,m, for some open ideal
a of OF , and m ≥ 1. By Lemma 2.6.6, one can find 0 6= α ∈ OF such that τ(α)a, τ(α)b ∈ UOF ,m,
which is equivalent to a, b ∈ τ(α−1)UOF ,m. By Lemma 2.6.6 again, we have

(a+ U
αqm−1

a,m
)(b+ U

αqm−1
a,m

) ⊆ ab+ UOF ,mUa,m + Ua,m ⊆ ab+ Ua,m

And by Lemma 2.6.5, U
αqm−1

a,m
is open. Hence, W (F ) is a topological ring. Moreover, one get

easily that ⋂
a,m

Ua,m =
⋂
a,m

{(b0, ..., bm−1, ...) ∈W (F )|bi ∈ a} = 0
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since OF is Hausdorff, and the intersection of all open ideals is just 0.
Now, to prove that W (F ) is complete, t is sufficient to prove any Cauchy sequence in W (F )

converges inW (F ). The main ideal of the proof is that we will use Lemma 2.6.6 to reduce the induced
Cauchy sequence toWm(OF ), which is complete, by Proposition 2.6.3. And then, by the completeness
of the π-adic topology on W (F ), we will prove that our sequence converges in W (F ).

Take any (an)n is a Cauchy sequence in W (F ). Fix an integer m ≥ 1, then for any a: open ideal
in OF , there exists an integer na such that for all n, n′ ≥ na, an − an′ ∈ Ua,m. Then by Lemma 2.6.6,
we can choose 0 6= α ∈ OF , such that

τ(α)a1, ..., τ(α)ana ∈ UOF ,m

And hence, for all n ≥ na, we have

τ(α)(an − ana) ∈ τ(α)UOF ,m ⊆ UOF ,m

And hence (τ(α)an)n ∈ UOF ,m, and for n, n′ ≥ na, we have

τ(α)(an − an′) ∈ τ(α)Ua,m ⊆ Ua,m

Take (bn)n ∈W (OF ) such that τ(α)− bn ∈ πmW (F ). We then have

bn − bn′ ∈ (τ(α)(am − an) + πmW (F )) ∩W (OF ) ⊆ (Ua,m + πmW (F )) ∩W (OF ) = Va,m

for all n, n′ ≥ nα. This yields the sequence (bn mod Vm(OF ))n is Cauchy, and hence, converges
to some b mod Vm(OF ) in Wm(OF ). Hence, for any open ideal b ⊆ OF , there exists nb such that for
all n ≥ nb, we have b− bn ∈ Vαqm−1

b,m
. Let us denote a(m) := τ(α−1)b, then

a(m)− an = τ(α−1)b− an = τ(α−1)(b− τ(α)an) = τ(α−1)(b− bn + bn − τ(α)an)

⊆ τ(α−1)(V
αqm−1

b,m
+ πmW (F )) ⊆ Ub,m + πmW (F ) ⊆ Ua,m

for all n ≥ na. Now, if we vary m, then we will get

a(m+ 1)− a(m) = (a(m+ 1)− an)− (a(m)− an) ∈ Ub,m

for n is sufficiently large. That means

a(m+ 1)− a(m) ∈ {(b0, ..., bm−1) ∈W (B)|b0, ..., bm−1 ∈ b,∀b ⊆ OF : open}

And this yields a(m+ 1)− a(m) ∈ πmW (F ). Now, this yields (a(m))m is a Cauchy sequence with
respect to the π-adic topology, and hence, a Cauchy sequence in the weak topology. Let a be the
convergent value of (a(m))m in the π-adic topology, we will prove that a is also the convergent value
of (an)n. For any ideal a ⊆ OF : open, and any m, we have πmW (F ) ⊆ Ua,m, and there exists some
n′ such that a − a(n′) ∈ πmW (F ) and a(n′) − an ∈ Ua,m, for some n ≥ na. Hence, (a − an) ∈ Ua,m.
This yields a is the convergent value of W (F ), and W (F ) is complete.



Chapter 3

Tilts and Field of Norms

Let us fix these notations, L/Qp a finite extension, with O := OL its ring of integers, π := πL a
uniformizer, with q := #k, where k = kL is the residue field of L. Qp denotes an algebraic closure of
Qp, and Cp the completion of Qp. Let L∞/L be a Lubin-Tate extension associated to a given Frobenius
series. When L := Qp, and L∞ := Q∞p (cf. Example 1.3.9), a theorem of Fontaine-Winterberger
[FW79] yields Gal(Qp/Q∞) is isomorphic (as topological groups) to Gal(Fp((t))sep/Fp((t))). In fact,
the theorem of Fontaine-Wintenberger holds for all arithmetically profinite field extension of L. It was
generalized by Peter Scholze [Sch12] by the notions of perfectoid fields and their tilts. The titlting
correspondences are then simplified by the work K. S. Kedlaya [Ked15], which is the main goal of
this chapter. At the end of this chapter, as an application, we will prove that the Fp-cohomological
dimension of GQp-the absolute Galois group of Qp is not larger than 2.

3.1 Perfectoid fields and tilts

Definition. Let K ⊆ Cp be a field, then K is said to be a perfectoid field if

(i) K is complete.

(ii) |K|× is dense in R×>0.

(iii) The map

(.)p : K/pOK −→ K/pOK
x 7−→ xp

is surjective.

The main goal of this section is to construct the tilt K[ of a perfectoid field K. It turns out that K[

is a complete, perfect field of characteristic p. In this chapter, we are always interested in perfectoid
fields K such that L∞ ⊆ K ⊆ Cp. As we will see, in this case, the first axiom of perfectoid fields
is automatically satisfied. When K ⊆ Qp is complete, K/Qp is a finite extension (since an infinite
algebraic extension of a local field is not complete). An example of perfectoid fields is Cp. Another
example is the completion of L∞ as the lemma below points out.

Lemma 3.1.1. Let L∞ ⊆ K ⊆ Cp be an intermediate complete field, whose absolute value group
|K|× is dense in R×>0. Assume that there exists ω is an element of K, such that 1 > |ω| ≥ |π|, and
(OK/ωOK)q = OK/ωOK , then K is perfectoid.

Proof. Due to the dense of the absolute value group, we can find ω1 ∈ K, such that |ω|1/q ≤ |ω1| < 1,
i.e. ωOK ⊆ ωq1OK . For any a ∈ OK , we can write a = aq0 +ωb′0, where b′0 ∈ OK and |ω| ≤ |ωq1| implies
that one can write

37
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a = aq0 + ωq1b0

with a0, b0 ∈ OK , and inductively

b0 = aq1 + ωq1b1

bi = aqi + ωq1bi+1

...

For all ai, bi ∈ OK . And we can write a = aq0 + ωq1a
q
1 + ω2q

1 a
q
2 + ..., and when n sufficient large, we

have |p| > |ω1|q(n+1). And hence, a ≡ (a0 +ωa1 + ...+ωnan)q mod pOK . This yields K is perfectoid.

Corollary 3.1.2. The completion L̂∞ of L∞ is perfectoid.

Proof. We recall that there exists a uniformizer zn of Ln satisfying |zn| = |π|1/(q−1)qn−1 . And this
yields easily that the absolute value group of |L∞|× is dense in R×>0. Also, since Ln are totally ramified
extension of L, for all n, we obtain OL∞/πOL∞ = kL. And because O

L̂∞
/πO

L̂∞
∼= OL∞/πOL∞ , we

obtain (O
L̂∞
/πO

L̂∞
)q = O

L̂∞
/πO

L̂∞
. And by Lemma 3.1.1, L̂∞ is perfectoid.

We will now construct the tilt of a perfectoid field.

Lemma 3.1.3. . Let K be a perfectoid field and a ∈ K×, then there exists b ∈ K×, such that |a| = |b|p.

Proof. Because K× is dense in R×>0, there exists some ω ∈ K× such that |p| < |ω| < 1, and some
m ∈ Z, such that |ω|m+1 < |a| ≤ |ω|m. From this, |ω| < |aω−m| ≤ 1, and hence |p| < |aω−m| ≤ 1,
and |a| = |ωm||aω−m|. And it is sufficient to prove that whenever |p| < |a| ≤ 1, there exists b ∈ K×,
such that |a| = |b|p. The condition (iii) of the definition above yields there exists some b ∈ K×, such
that |a − bp| ≤ |p|. If |a| 6= |bp|, then |a − bp| = max{|a|, |bp|} ≥ |a| > |p|, a contradiction. Hence,
|a| = |b|p.

Let us fix some ω ∈ K×, where K is a perfectoid fields, such that 1 > |ω| ≥ |π| (so that ωOK ⊃
πOK ⊃ pOK . We consider the following projective limit

OK[ := lim←−(...
(.)q−−→ OK/ωOK

(.)q−−→ OK/ωOK
(.)q−−→ OK/ωOK) =

= {(..., αi, ..., α1, α0)|αi ∈ OK/ωOK , αqi+1 = αi}

Lemma 3.1.4. . OK[ is a perfect kL-algebra.

Proof. There is a map from (O mod πO) to OK[ defined as

(a mod πO) 7→ (..., a mod ωOK , ..., a mod ωOK)

Because aq ≡ a mod πO for all a ∈ O, we have aq ≡ a mod ωOK , this yields a well-defined map
from kL to OK/ωOK . It is easy to check that this map is a ring homomorphism. Hence, OK[ is a
kL-algebra.

Let us consider the map OK[ → OK[ defined as α 7→ αq. Assume that αq := (..., αqi , ..., α
q
1, α

q
0) = 0.

The fact that αqi+1 = αi yields αi = 0, for all i, and hence, α = 0. Also, it is easy to see that
(..., αi, ..., α1, α0) = (..., αi, ..., α1)q. So, the map is also surjective. This yields OK[ is perfect.
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Now, for any α = (..., αi, ..., α1, α0), we can lift αi to ai ∈ OK , such that ai mod ωOK = αi, and
we have aqi+1 = ai mod ωOK . And this yields

aq
i+1

i+1 ≡ a
qi

i mod ωi+1OK

so that the sequence (aq
i

i ) converges in OK . It can be checked easily that the limit of this sequence
does not depend on the choice of ai. And we denote this limit as α].

Lemma 3.1.5. . The map
lim←−
(.)q

OK
ψ−→ OK[

defined by

(..., ai, ..., a1, a0) 7→ (..., ai mod ωOK , ..., a1 mod ωOK , a0 mod ωOK)

and the map
OK[

θ−→ lim←−
(.)q

OK

defined by α 7→ (..., (α1/qi)], ..., (α1/q)], α]) are multiplicative inverse of each other.

Proof. We can see that ψ is well-defined. Also, if we denote α := (..., αi, ..., α1, α0), then it can be
seen that α1/qi = (..., αi+1, αi), and

(α1/qi)] = lim
j→∞

(aq
j

i+j) = ( lim
k→∞

(ak)
qk)1/qi = (α])1/qi

when we change variables k = i+ j, and ai are lifts of αj . And this yields θ is also well-defined. Now,
if we begin with (..., ai, ..., a1, ..., a0) ∈ lim←−(.)q

OK , then

θψ(..., ai, ..., a1, a0) = θ(..., ai mod ωOK , ..., a0 mod ωOK) =

= θ(..., αi, ..., α1, α0) = (..., (α1/qi)], ..., (α1/q)], α])

where αi = ai mod ωOK , and α = (..., αi, ..., α0). We have (α1/qi)] = limj→∞(aq
j

i+j). Because

aqi+1 = ai, we have aq
i+j

j = ai. And hence (α1/qi)] = ai. And hence, θ ◦ ψ is just the identity map.
Now, if we begin with α = (..., αi, ..., α1, α0) ∈ OK[ , then we first note that α] ≡ α0 mod ωOK ,

hence

ψ ◦ θ(α) = ψ(..., (α1/qi)], ..., (α1/q)], α]) = α

So, this yields ψ and θ are inverse of each other. The multiplicative properties are easy to check.

Our net goal is to prove that in fact OK[ is an integral domain of characteristic p, and that it is
complete. We first introduce the following map on OK[

|.|[ : OK[ → R

defined as |α|[ := |α]|.

Proposition 3.1.6.

(i) |.|[ is non-archimedean norm on OK[.

(ii) |OK[ | = |OK |

(iii) For α, β ∈ OK[ , αOK[ ⊂ βOK[ iff |α|[ ≤ |β|[.
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(iv) OK[ is a local domain of char. p, with the unique maximal ideal mK[ = {α ∈ OK[ ||α|[ < 1}.

(v) OK[/mK[
∼= OK/mK .

(vi) Let ω[ ∈ OK[, such that |ω[|[ = |ω|, then the map OK[/ω[OK[ → OK/ωOK defined as α 7→ α]

mod ωOK is an isomorphism of rings.

Proof. We first fix α := (..., αi, ..., α1, α0), β := (..., βi, ..., β1, β0) in OK[ , and ai := (α1/qi)], bi :=

(β1/qi)], we know that bqi+1 = bi, a
q
i+1 = ai.

(i) We have

|α+ β|[ = |(α+ β)]| = | lim
i→∞

(ai + bi)
qi | = lim

i→∞
|(ai + bi)

qi |

≤ lim
i→∞

max{|aqi |, |bqi |} = lim
i→∞
{|a0|, |b0|} = max{|α|]|, |β]|} = max{|α|[, |β|[}

Also, assume that |α|[ = 0, this yields α] = a0 = 0, and α = 0. The multiplicative property of |.|[
is easy to check. So, it is a non-archimedean norm on OK[ .

(ii) From the definition, we have |OK[ |[ ⊆ |OK |. Take any a ∈ OK , we know that there exists
some b, such that |ω| < |b| ≤ 1, and |a| = |b|qm . We can find α ∈ OK[ such that α0 ≡ b mod ωOK .
This yields α] ≡ b mod ωOK , and |β] − b| ≤ |ω|. It follows that |β]| = |b|. So, we get |α|[ = |b|, and
|a| = |βqm |[. So OK[ = OK .

(iii) Assume that αOK[ ⊆ βOK[ . Then there exists some γ ∈ OK[ , such that α = βγ, and
this yields |α|[ ≤ |β|[. Conversely, assume |α|[ ≤ |β|[, which yields |(α1/qi)]| ≤ |(β1/qi)]|, because
|α1/qi |[ ≤ |β1/qi |[. And this yields |ai| ≤ |bi|, and there exists some ci ∈ OK , such that ciai = bi. It
follows directly that cqi+1 = ci. And hence, γ := (..., ci mod ωOK , ..., c1 mod ωOK , c0 mod ωOK)
defines an element in OK[ . And it is clear that αγ = β, and αOK[ ⊆ βOK[ .

(iv) Now, if we take any element γ ∈ OK[ \ mK[ , then we can see by our recent argument that
γOK[ = OK[ , i.e. γ is invertible. This yields OK[ is local with maximal ideal mK[ . Assume for now,
αβ = 0, this yields |αβ|[ = |a0b0| = 0, and hence, a0 = 0 or b0 = 0. From this α = 0 or β = 0. This
implies OK[ is a domain.

(v) Let us consider the map ψ : OK[ → OK/mK defined by ψ(α) = α] mod mK . We can see
easily that ψ(αβ) = ψ(α)ψ(β). Also,

ψ(α+ β) ≡ (α+ β)] ≡ a0 + b0 mod ωOK ≡ a0 + b0 mod mK

So, ψ is a ring homomorphism. Take any a0 ∈ OK , we can find a1 ∈ OK such that aq1 ≡ a0

mod pOK . It follows aq1 ≡ a0 mod mK and aq1 ≡ a0 mod ωOK . Continuing this process, we get
α := (..., ai mod ωOK , ..., a0 mod ωOK) ∈ OK[ , and α] ≡ a0 mod ωOK ≡ a0 mod mK . And ψ is
surjective. From (iii), we have

kerψ = {α ∈ OK[ |α] ∈ mK} = {α ∈ OK[ ||α]| < 1} = {α ∈ OK[ ||α|[ < 1} = mK[

And this yields OK[/mK[ = OK/mK .
(vi) It follows from (v) that the map θ : OK[ → OK/ωOK is surjective, with

ker θ = {α ∈ OK[ |α]| ≤ |ω|} = {α ∈ OK[ ||α|[ ≤ |ω[|[} = ω[OK[

So, OK[/ω[OK[
∼= OK/ωOK .

With this kind of topology, we can prove

Proposition 3.1.7. OK[ is complete with respect to the norm |.|[.
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Proof. We have OK[ = lim←−(.)q
OK/ωOK , and we can equip each OK/ωOK the discrete topology, and∏

NOK/ωOK the product topology, and OK[ is a topological subgroup of
∏

NOK/ωOK , which has a
fundamental system of open neighborhoods around 0 defined as

Um := {(..., am+1, 0, ..., 0)}(m ≥ 1)

and U1 ⊃ U2 ⊃ ... forms a filtration. We will prove that with this topology, OK[ is complete, and it
coincides with the topology defined by |.|[. For the first statement, it is sufficient to prove any Cauchy
sequence converges in OK[ .

Let (xn)n be a Cauchy sequence in OK[ . We can represent each xn as (..., xn,i, ..., xn,1, xn,0), with
xqn,i+1 = xn,i. And for all k ≥ 0, there exists some mk such that ∀m,n ≥ mk, xm − xn ∈ Uk+1, and
mk+1 > mk. This yields xm,i − xn,i = 0(∀0 ≤ i ≤ k + 1;m,n ≥ mk).

Let x := (..., xmi,i, ..., xm1,1, xm0,0). We can see that xmi,i+1 = xmi+1,i+1, and hence xqmi,i+1 =
xmi,i = xqmi+1,i+1. So, x ∈ OK[ . Now, for any k ≥ 0, n ≥ mk, we have x−xn = (x−xmk)−(xn−xmk).
It can be seen that for any 0 ≤ i ≤ k + 1, we have xmk,i − xmi,i = 0, so x − xmk ∈ Uk+1, and
xn − xmk ∈ Uk+1. And this yields (xn)n converges to x. Hence, with this topology, OK[ is complete.
On the other hand, we have

Um = {α ∈ OK[ |(α1/qm)] ∈ ωOK} = {α ∈ OK[ ||α1/qm |[ ≤ |ω[|[} = (ω[)q
mOK[

And hence {Um}m≥1 also forms a fundamental system of open neighborhoods around 0 with the
topology induced by |.|[. It follows that the two topology coincide. And this yieldsOK[ is complete.

For now, it makes sense to talk about K[, the fraction field of OK[ . It is a field of characteristic
p. By extending the norm |.|[ to K[, it is complete and non-archimedean. Also, the inverse map of ψ
in 3.1.5 can be extended to a multiplicative bijection

K[ ∼=−→ lim←−
(.)q

K

defined by α 7→ (..., (α1/qi)], ..., (α1/q)], α]).

Definition. . K[ is called the tilt of K.

An important observation is that

Proposition 3.1.8. C[p is algebraically closed.

Proof. See [Sch17](Lemma 1.4.10).

3.2 Galois actions and field of norms

In this section, we will construct the field of norm EL of L, and discuss about the actions of Galois
groups on EL. We first explain how Gal(Qp/Qp) acts on Cp. We know that any element in a ∈ Cp
is actually a Cauchy sequence (an)n in Qp. Let σ ∈ Gal(Qp/Qp), we then have |an| = |σ(an)|, for all
n, and |am − an| = |σ(am) − σ(an)|. From this, we can see that σ acts on Cp as a continuous field
automorphism.

Lemma 3.2.1. Let a ∈ Cp, then for any integer m, there exists b ∈ Qp, such that a− b ∈ pmOCp .

Proof. The statement is equivalent to find b ∈ Qp, such that |a − b| ≤ 1/pm. Because Qp is dense in
Cp, we can easily find such a b.

Lemma 3.2.2. Let σ ∈ Gal(Qp/Qp), then σ preserves pmOCp, for all integer m.
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Proof. Take any a ∈ pmOCp , i.e. |a| ≤ 1/pm, we have to prove that |σ(a)| ≤ 1/pm. One can represent
a = (an)n, where (an)n is a Cauchy sequence in Qp, then

|a| = lim
n→∞

|an| = lim
n→∞

|σ(an)| = |σ(a)|

Hence, σ(a) ∈ pmOCp

As a corollary, we get

Corollary 3.2.3. The action Gal(Qp/Qp)× Cp → Cp is continuous.

Proof. For any a ∈ Cp, a fundamental system of open neighborhoods around a is of the form {a +
pmOCp |m ≥ 1}. Take W := σ(a) + pmOCp as an open neighborhood of σ(a) ∈ Cp. By Lemma 3.2.1,
there exists b ∈ Qp, such that a + pmOCp = b + pmOCp . We then take F a finite Galois extension of
Qp containing b, and U := Gal(Qp/F ), then U is an open neighborhood of id in Gal(Qp/Qp), and U
fixes b. By using Lemma 3.2.2, we have

σU × (a+ pmOCp) = σU × (b+ pmOCp) = σ(b) + pmOCp = σ(a) + pmOCp

And this yields the action above is continuous.

Let L∞ be the Lubin-Tate extension of L, and L̂∞ its completion. We can see GL := Gal(Qp/L)
preserves πOCp , and it acts on OCp/πOCp as ring automorphisms. They induce an action

GL ×OC[p −→ OC[p

(σ, (..., ai mod πOCp , ..., a0 mod πOCp)) 7−→ (..., σ(ai) mod πOCp , ..., σ(a0) mod πOCp)

as ring automorphisms.
Let α := (..., ai mod πOCp , ..., a0 mod πOCp), we have α] = limi→∞ a

qi

i , and σ(α) = (..., σ(ai)

mod πOCp , ..., σ(a0) mod πOCp), and σ(α)] = limi→∞ σ(ai)
qi = σ(limi→∞ a

qi

i ) = σ(α]). Also, from
this |α|[ = |α]| and |σ(α)|[ = |σ(α)]| = |σ(α])| = |α]|. So, σ preserves |.|[.

Lemma 3.2.4. The action GL ×OC[p → OC[p is continuous.

Proof. We first note that OCp/πOCp
∼= OQp/πOQp , because OCp is the completion of OQp . From this,

OC[p = lim←−(.)q
OQp/πOQp , with OQp/πOQp is equipped with discrete topology (Proposition 3.1.7). But

then, it follows easily that GL acts continuously on the product
∏

N0
OQp/πOQp . In particular, GL

acts continuously on OC[p .

And we can now extend the action from GL to C[p.

Proposition 3.2.5. The action GL × C[p → C[p is continuous.

Proof. Due to the previous lemma, for any b ∈ OC[p , the map

ψb : GL −→ OC[p

σ 7−→ σ(b)

is continuous. Now, let b ∈ C[p \ OC[p , i.e. |b|[ > 1, so |1/b|[ < 1, and 1/b ∈ OC[p . So the map ψb is the

composition of ψ1/b : GL → OC[p and OC[p
x 7→1/b−−−−→ C[p, and both are continuous. So, for all b ∈ C[p, the

map ψb is continuous.
Let us take U := Um = {...am+1, 0, ..., 0} as in Proposition 3.1.7, which forms a fundamental system

of open neighborhoods around 0, then because ψb is continuous, for any fixed σ ∈ GL, there exists V :
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open neighborhood of σ such that ψb(V ) ⊂ σ(b) +Um. This yields for any θ ∈ V, θ(b) ∈ σ(b) +Um. It
also follows easily that any θ ∈ GL preserves Um. So, we get

V × (b+ Um) ⊂ σ(b) + Um

And hence, the action from GL to C[p is continuous.

Let us denote HL := Gal(Qp/L∞), then by continuity, HL fixes L̂∞, and it also fixes L̂∞
[
. Hence,

the actions from GL to L̂∞
[
can be reduced to the continuous actions from ΓL := Gal(L∞/L) to L̂∞

[
.

And the action from σ ∈ ΓL to L̂∞
[
is induced from the action of σ ∈ Gal(Qp/L), where σ|L∞ = σ.

Our next goal is to construct the field of norm EL of L, and see how ΓL acts on it. We first fix φ a
Frobenius series on O[[X]] as in Chapter I. We recall from our first chapter about Lubin-Tate theory
that there exists an isomorphism of topological group

χL : ΓL −→ O×

σ 7−→ χL(σ)

.
Let us define the Tate module

T := lim←−(...
[π]φ−−→ Fn

[π]φ−−→ ...
[π]φ−−→ F1)

Take any σ ∈ ΓL, then for any y := (yn)n ∈ T , we can define the action from GL to Tate module
as follows

σ((yn)n) := (σ(yn))n

It is well-defined since [π]φ(σ(yn+1)) = σ([π]φ(yn+1)) = σ(yn). Also, T is a free O-module of rank
1, and the action from a ∈ O on T is give by

a((yn)n) = ([a]φ(yn))n

This is again well-defined since [π]φ ◦ [a]φ = [a]φ ◦ [π]φ. Hence, for any σ ∈ ΓL, we have

σ(y) = [χL(σ)]φ(y) (3.1)

.
We will next construct EL as follows. Let y ∈ T , then because [π]φ = φ and φ(X) ≡ Xq

mod πO[[X]], we have

yn = φ(yn+1) ≡ yqn+1 mod πOL∞
and φ(y1) = 0 ≡ yq1 mod πOL∞ , so that the map

ι : T −→ O
L̂∞

[

(yn)n 7−→ (, ..., yi mod πOL∞ , ..., y1 mod πOL∞ , 0)

is well-defined. Let us fix a generator (of O-module) t of T , where t = (..., zn, ..., z1), and zn is a
generator for O/πnO-module. Let ω := ι(t) = (..., zn mod πOL∞ , ..., z1 mod πOL∞ , 0). We have

Lemma 3.2.6. |ω|[ = |π|q/q−1

Proof. We have |ω|[ = limi→∞ |zi|q
i , and we know that |zi| = |π|1/(q−1)qi−1 , so that |ω|[ = |π|q/q−1.
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Because of this |ω|[ < 1, and since O
L̂∞

[ is complete, the map

k[[X]] −→ O
L̂∞

[

f(x) 7−→ f(ω)

is well-defined. And it is extended to the field embedding k((X)) ↪→ L̂∞. The image is denoted EL,
and it is called the field of norms of L.

We now see how ΓL acts on EL. First, let σ ∈ ΓL, we have for any y := (yn)n ∈ T

ι(σ(y)) = ι((σ(yn))n) = (σ(yn) mod πOL∞)n = σ((yn mod πOL∞)n) = σ(ι(y))

So, we get

ι ◦ σ = σ ◦ ι (3.2)

And we are now ready to prove the main results of this section

Proposition 3.2.7.

(i) For a ∈ O, let us define [a](X) := [a]φ(X) mod π ∈ k[[X]], then ∀σ ∈ ΓL, we have σ(ω) =

[χL(σ)](ω).

(ii) The action from ΓL preserves EL.

(iii) EL does not depend on the choice of the generator t ∈ T .

Proof.

(i) By 3.2, and 3.1, respectively, we have

σ(ω) = σ(ι(t)) = ι(σ(t)) = ι([χL(σ)]φ(t)) = (..., [χL]φ(zn) mod πOL∞ , ..., 0) =

= [χL(σ)](..., zn mod πOL∞ , ..., 0) = [χL(σ)](ω)

(ii) This follows easily since EL ∼= k((x)) is complete, and |ω|[ < 1, this yields by (i) that σ(ω) =
[χL(σ)](ω) ∈ EL.

(iii) If we replace t by at, where a ∈ O×, then there exists σ ∈ ΓL, such that χL(σ) = a, and by 3.1

at = [χL(σ)]φ(t) = σ(t)

And by 3.2

ι(at) = ι(σ(t)) = σ(ι(t)) = σ(ω)

And due to (i), σ(ω) ∈ EL, and so is ι(at). This yileds the field obtained by at is a subfield of
EL. By symmetry, they are the same.

We can briefly explain why EL is called the field of norms. Let us denote Γn := Gal(Ln/L), we
can define the ramification subfroups of Γn

Γn,i := {σ ∈ Γn|σ(zn) ≡ zn mod zi+1
n OLn}

where zn ∈ Fn is a generator for Fn as OL/πnOL-module. And it can be computed without
difficulty [...] that for 1 ≤ m ≤ n, qm−1 ≤ i < qm, Γm,i = Gal(Ln/Lm). And in particular,
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Gal(Ln+1/Ln) = Γn+1,qn−1 = {σ ∈ Γn+1|σ(zn+1) ≡ zn+1 mod zq
n

n+1OLn+1} =

= {σ ∈ Γn+1|σ(zn+1) ≡ zn+1 mod z1OLn+1}

And this yields for any y ∈ OLn+1 , we have

NormLn+1/Ln(y) =
∏

σ∈Gal(Ln+1/Ln)

σ(y) ≡ yq mod z1OLn+1 (3.3)

Let us consider the map

OLn −→ OLn+1/z1OLn+1

a 7−→ a mod z1OLn+1

This map has kernel z1OLn , so we have an embedding ψ : OLn/z1OLn ↪→ OLn+1/z1OLn+1 . And this
yields for any b ∈ OLn+1 , b mod z1OLn+1 is in ψ(OLn/z1OLn) iff there exists some a ∈ OLn such that

b mod z1OLn+1 = a mod z1OLn+1

It follows that the mapOLn+1/z1OLn+1

(.)q−−→ OLn+1/z1OLn+1 has the image contained in ψ(OLn/z1OLn)
by 3.3. Let us consider the map

lim←−
Norm

OLn/z1OLn −→ lim←−
(.)q

OL∞/z1OL∞

(yn mod z1OLn)n 7−→ (yn mod z1OL∞)n

Take any yn+1, we have yn = NormLn+1/Ln(yn+1) ≡ yqn+1 mod z1OLn+1 . So the map above is
well-defined. Furthermore, we have for any n the injectivity OLn/z1OLn ↪→ OL∞/z1OL∞ . So the map
above is injective. Also, because |z1| = |π|1/q−1 ≥ |π|, we have lim←−(.)q

OL∞/z1OL∞ = O
L̂∞

[ , and so,
we obtain an embedding

lim←−
Norm

OLn/z1OLn ↪→ OL̂∞[

And it is showed by Wintenberger [Win83] that lim←−Norm
OL/z1OL ∼= OEL . And that is why EL is

called field of norms.

3.3 Un-tilting

We have seen that from a perfectoid field, we can construct its tilt, which is a perfect, complete subfield
of C[p. In this section, we will prove that there is a bijective map (note that we are always interested
perfectoid fields containing L∞).

{perfectoid fields} ↔ {complete, perfect field L̂∞
[
⊆ F ⊆ C[p}}

Let us begin with a perfectoid field K. We know that OK[ is complete and perfect by Proposition
3.1.7. We will construct a surjective O-algebra homomorphism

ΘK : W (OK[)→ OK

via several steps.
Step 1. Consider the following diagram of O-algebra
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Wn+1(OK) OK OK/πnOK

Wn(OK) Wn(OK/πOK)

Φn

pr

pr

W (pr)

we have

Φn(a0, ..., an) = aq
n

0 + ...+ πn−1aqn−1 + πnan

From this, if ai = πbi(i = 0, ..., n− 1), then

Φn(a0, ..., an) ≡ 0 mod πnOK
And the map W (pr) ◦ pr : Wn+1(OK) → Wn(OK/πOK) has the kernel {(πb0, ..., πbn−1, an)}, so

there exists only one O-algebra homomorphism θn : Wn(OK/πOK)→ OK/πnOK making the diagram
above commute. And it follows that

θn(a0 mod πOK , ..., an−1 mod πOK) = aq
n

0 + ...+ πn−1aqn−1 mod πnOK
From this, we obtain the following diagram

Wn+1(OK/πOK) OK/πn+1OK

Wn(OK/πOK)

Wn(OK/πOK) OK/πnOK

θn+1

pr

pr

F

θn

(3.4)

This diagram is commutative since

θn+1(a0 mod πOK , ..., an mod πOK) = aq
n+1

0 + ...+ πnaqn mod πn+1OK =

= aq
n+1

0 + ...+ πn−1aq
2

n−1 mod πnOK
Also,

θn ◦ F ◦ pr(a0 mod πOK , ..., an mod πOK) = θn(aq0 mod φOK , ..., aqn−1 mod πOK) =

= aq
n+1

0 + ...+ πn−1aq
2

n−1 mod πnOK
Step 2. Let us consider the projection map

pri : OK[ = lim←−
(.)q

OK/πOK −→ OK/πOK

(. . . , αi, . . . , α1, α0) 7−→ αi

It can be lifted to the map

W (pri) : W (OK[) −→W (OK/πOK)

(α(0), ..., α(n), ...) 7−→ (α
(0)
i , ..., α

(n)
i )

where α(n) = (. . . , α
(n)
i , . . . , α

(n)
1 , α

(n)
0 ) ∈ OK[ . And this yields the map

Wn(prn) : Wn(OK[) −→Wn(OK/πOK)

(α(0), ..., α(n−1)) 7−→ (α(0)
n , ..., α(n−1)

n )

And for each n, we can also form the map
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pn : W (OK[) Wn(OK[) Wn(OK/πOK)

(α(0), ..., α(i), ...) (α
(0)
n , ..., α

(n−1)
n )

pr W (pr)

And for each n, we have this diagram

Wn+1(OK/πOK)

W (OK[) Wn(OKπOK)

Wn(OK/πOK)

pr
pn+1

pn
F

(3.5)

The diagram above is commutative since

pn(α(0), ..., α(n−1)) = (α(0)
n , ...α(n−1)

n )

And

F ◦ pr ◦ θn+1(α(0), ...α(i), ...) = F ◦ pr(α(0)
n+1, ..., α

(n)
n+1) = F (α

(0)
n+1, ...α

(n−1)
n+1 ) =

= ((α
(0)
n+1)q, ..., (α

(n−1)
n+1 )q) = (α(0)

n , ...α(n−1)
n )

Via 3.4 and 3.5, we obtain the following commutative digram

Wn+1(OK/πOK) OKπn+1OK

W (OK[) Wn(OK/πOK)

Wn(OK/πOK) OK/πnOK

θn+1

pr

pr

pn+1

pn
F

θn

And hence, we actually obtain a map of O-algebra

ΘK : W (OK[)→ lim←−OK/π
nOK = OK

such that ΘK mod πnOK = φn◦pn. Now, because K[ is a perfect extension field of k, andW (OK[) is
a subring of W (K[), we have for any α ∈W (OK[), it can be uniquely represented as

∑
i≥0 τ(α(i))πi =

(α(0), ..., (α(i))q
i
, ...), where α(i) ∈ OK[ , and τ is the Teichmuler map. And for any integer n, we have

ΘK(α(0), ..., (α(i))q
i
, ...) mod πnOK = θn◦pn(α(0), ..., (α(i))q

i
, ...) = θn◦Wn(prn)◦pr(α(0), ..., (α(i))q

i
, ...) =

= θn◦Wn(prn)(α(0), ..., (α(n−1))q
n−1

, ...) = θn(α(0)
n , ..., (α(n−1)

n )q
n−1

, ...) = (α(0)
n )q

n
+...+πn−1((α(n−1)

n )q
n−1

)q =

(α(0))] + π(α(1))] + ...+ πn−1(αn−1)] mod πnOK

And hence, this yields ΘK can be defined as

ΘK

(∑
i≥0

τ(α(i))πi
)

=
∑
i≥0

πi(α(i))]
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Proposition 3.3.1. Let K be a perfectoid field, then the map

ΘK : W (OC[p) −→ OK∑
i≥0

τ(αi)π
i 7−→

∑
i≥0

α]iπ
i

is a surjective O-algebra.

Proof. It is sufficient to prove that ΘK is surjective. Take any a ∈ OK , because K is perfectoid, we
can find α0 ∈ OK[ , such that α0 = (..., a mod πOK), and hence, α]0 ≡ a mod πOK , and we can
write a−α0] = πa1, for some a1 ∈ OK . Again, we can write a1 −α]1 = πa2. And inducetively, we get

a = α]0 + πα]1 + π2a2 =
∑
i≥0

α]iπ
i

And we have

ΘK(τ(α0) + πτ(α1) + ...) =
∑
i≥0

α]iπ
i = a

Hence, ΘK is surjective.

We can characterize the kernel of ΘK in a particular important case.

Proposition 3.3.2. Let K be a perfectoid field, and ΘK is defined as above. If there exists some
c ∈ ker ΘK , such that c = (γ0, γ1, ...) and |γ0|[ = |π|, then ker ΘK = cW (OK[).

Proof. First, we will prove that ker ΘK ⊂ cW (OK[)+πW (OK[). Take any a =
∑

i≥0 τ(αi)π
i ∈ ker ΘK ,

we have
0 = ΘK

(∑
i≥0

τ(αi)π
i
)

=
∑
i≥0

α]iπ
i

It then follows that |α]0| ≤ |π|, i.e. |α0|[ ≤ |π| = |γ0|[. So, there exists b ∈ OK[ such that α0 = γ0b,
then

a− τ(b)c = (0, ...) ∈ πW (OK[)

And hence, ker ΘK ⊆ cW (OK[)+πW (OK[). Take any α ∈ ker ΘK , we can represent a = cb0+πa1, and
this yields πa1 ∈ ker ΘK , and ΘK(πa1) = πΘK(a1) = 0. That means a1 ∈ ker ΘK , and inductively,
a1 = cb1 + πa2, ..., and we get

a = cb0 + πa1 = cb0 + πcb1 + π2a2 = c(b0 + πb1 + ...)

Because W (OK[) is complete w.r.t the π-adic topology, we get ker ΘK ⊆ cW (OK[). Therefore,
ker ΘK = cW (OK[).

Important Convention. From now on, we will assume that there exists c = (γ0, γ1, ...) ∈
ker Θ

L̂∞
, and |γ0|[ = |π|. The existence of c will be proved later in the chapter about (φL,ΓL)-

module. And this yields by the previous lemma that for all perfectoid field K, ker ΘK is generated by
c.

By the commutative diagram for all perfectoid field K

W (OK[) OK

W (O
L̂∞

[) O
L̂∞

ΘK

⊆

Θ
L̂∞

⊆



3.3. UN-TILTING 49

We have ker ΘK = cW (OK[). We also obtain the map

Θ̃K : W (OK[)⊗WO
L̂∞

[
O
L̂∞
−→ OK[

a⊗ b 7−→ ΘK(a)b

Lemma 3.3.3. The map Θ̃K defined above is an isomorphism.

Proof. We have

W (OK[)⊗WO
L̂∞

[
O
L̂∞
∼= W (OK[)⊗WO

L̂∞
[
O
L̂∞
/cW (O

L̂∞
[) = W (OK[)/cW (OK[) ∼= OK

And now, due to these isomorphisms, we can construct the un-tilt of a given complete, perfect
field L̂∞

[
⊆ F ⊆ C[p. We will first construct its ring of integers. It can be seen that the following

commutative diagram is commutative

W (OC[p)/cW (OC[p) OCp

W (OF )/cW (OF )

W (O
L̂∞

[)/cW (O
L̂∞

[) O
L̂∞

ΘCp

⊆

Θ
L̂∞

⊆

⊆ (3.6)

Let us define

O
]
F := ΘCp(W (OF )/cW (OF )) = Θ̃Cp(W (OF )⊗W (O

L̂∞
[ ) OL̂∞)

F ] := ΘCp(W (OF )⊗W (O
L̂∞

[ ) L̂∞) = O]F ⊗OL̂∞ L̂∞ = Θ̃Cp(W (OF )⊗W (O
L̂∞

[ ) L̂∞)
(3.7)

Note that if we extend Θ̃K in Lemma 3.3.3 then W (OK[)⊗WO
L̂∞

[
L̂∞ ∼= K. And this yields

Corollary 3.3.4. (K[)] = K.

Our goal is to prove that F ] is a perfectoid field, with OF ] = O]F and (F ])[ = F . Note that the
diagram 3.6 comes from the diagram

W (OC[p) OCp

W (OF )

W (O
L̂∞

[) O
L̂∞

ΘCp

⊆

Θ
L̂∞

⊆

⊆ (3.8)

Lemma 3.3.5. O]F is π-adically complete.
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Proof. We can se immediately that the following short exact sequence

0→W (OF )
.c−→W (OF )→W (OF )/cW (OF )→ 0

yields the short exact sequence

0→W (OF )/πmW (OF )
.c−→W (OF )/πmW (OF )→Wc/π

mWc → 0

where Wc := W (OF )/cW (OF ), and it is compatible with the inverse system

0 lim←−W (OF )/πmW (OF ) lim←−W (OF )/πmW (OF ) lim←−Wc/π
mWc 0

0 W (OF ) W (OF ) Wc 0

.c

.c

where the two first vertical arrows are isomorphisms. This yields Wc
∼= lim←−Wc/π

mWc, and this
yields O]F is π-adically complete.

Lemma 3.3.6. Let x ∈ O]F , then |x| ≤ |π| iff x ∈ πO]F .

Proof. One can see that ΘCp(Wc) ⊆ OCp = {y ∈ OCp , |y| ≤ 1}. So in particular, ∀x ∈ O]F , |x| ≤ 1,
and if x ∈ πO]F , we obviously have |x| ≤ |π|.

Conversely, assume that |x| ≤ |π|. Because x ∈ O]F , we can find a =
∑

i≥0 τ(αi)π
i ∈W (OF ), such

that
ΘCp

(∑
i≥0

τ(αi)π
i
)

=
∑
i≥0

α]iτ
i = x

And it follows that |α]0| ≤ |π| = |γ0|[. So, there exists some β ∈ OF such that α0 = βγ0, and we
have a− cτ(β) ∈ πW (OF ). Also, because ΘCp is a ring homomorphism and c ∈ ker ΘCp , we get

ΘCp(a− cτ(β)) = ΘCp(a)−ΘCp(cτ(β)) = ΘCp(a) ∈ ΘCp(πW (OF )) = πΘCp(W (OF )) = πO]F

By Lemma 3.3.5 and Lemma 3.3.6, we can see that any Cauchy sequence in O]F converges. In
fact, let (xn)n be a Cauchy sequence in O]F , then for all ε > 0, there exists some Nε, such that for
all m,n ≥ Nε, we have |xm − xn| < ε. We can find some integer l such that ε ≤ |π|l, and this yields
by Lemma 3.3.6 that xm − xn ∈ πlO]F . Due to Lemma 3.3.5, O]F is π-adically complete, so we can
find some x0 ∈ O]F such that ∀m, there exists nm such that for all n ≥ nm, xn − x0 ∈ πmO]F , i.e.
|xn − x0| ≤ |π|m. So x0 is the limit of (xn)n w.r.t the usual metric on Cp.

Corollary 3.3.7. O]F is a complete metric space.

We can a further step to prove that F ] is complete. We first have that

Lemma 3.3.8. O]F = {x ∈ F ], |x| ≤ 1}.

Proof. Note that O]F ⊆ F ] by 3.7, and so it is obvious that O]F ⊂ {x ∈ F ], |x| ≤ 1}. Conversely, take
any x ∈ F ], such that |x| ≤ 1. Because O

L̂∞
⊂ O]F , and F ] = O]F ⊗OL̂∞ L̂∞, we can find y′ ∈ O]F ,

z′ ∈ O
L̂∞

, and an integer m ≥ 0, such that x = y′π−mz′ = y/πm, where y = y′z′. And this yields
|y| ≤ |πm|. Applying Lemma 3.3.6, we get y ∈ πmO]F , and hence x ∈ O]F .

We are now ready to prove

Corollary 3.3.9. F ] is complete.
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Proof. Let us take a Cauchy sequence (xn)n in F ]. We can fix any integer l ≥ 0 and nl such that for
all n,m ≥ nl, we have |xn − xm| ≤ |πl|, i.e. xn − xm ∈ πlO]F . That means, there exists some integer
k such that (πkxn)n is a Cauchy sequence in O]F by Lemma 3.3.8. Due to Corollary 3.3.7, (πkxn)n
converges to some x0 ∈ O]F , and hence (xn)n converges to x0/π

k ∈ F ].

Next, we will prove F ] is a perfectoid field by using

Lemma 3.3.10.

(i) The image of OF under the map OC[p
(.)]−−→ C[p is contained in O]F .

(ii) The composition OF
(.)]−−→ O]F

pr−→ O]F /πO
]
F is surjective.

(iii) (O]F /πO
]
F )q = (O]F /πO

]
F ).

(iv) For any α 6= 0 in OF , α] is a multiplicative unit in F ].

Proof.

(i) Let α ∈ OF , we have τ(α) ∈W (OF ) and ΘCp(τ(α)) = α] ∈ O]F .

(ii) Because O]F ∼= Wc := W (OF )/cW (OF ), we have

O]F /πO
]
F
∼= Wc/πWc = W (OF )/(cW (OF ) + πW (OF ))

Consider the composition of maps

W (OF )
Φ0−→ OF

pr−→ F /γ0OF

Its kernel is {(γ0α0, α1, ...) ∈W (OF )}, and we have (γ0α0, α1, ...)−c(α0, ...) = (0, ...) ∈ πW (OF )
So, the kernel of the surjective map above is cW (OF ) + πW (OF ), and we get

W (OF )/(cW (OF ) + πW (OF )) ∼= OF /γ0OF

And we obtain the following commutative diagram with the first row arrows are isomorphisms

O]F /πO
]
F Wc/πWc OF /γ0OF

O]F W (OF ) OF

OF

ΘCp Φ0

pr pr

Φ0
ΘCp

pr

(.)]
τ

idOF

(3.9)

And this diagram yields the composition OF
(.)]−−→ O]F → O

]
F /πO

]
F is surjective.

(iii) We have O]F /πO
]
F = OF /γ0OF , because OF is perfect, we get (O]F /πO

]
F )q = O]F /πO

]
F .

(iv) For any α 6= 0 in OF , we can choose γ ∈ O
L̂∞

, such that γ 6= 0, and |α| ≥ |γ|, since the
valuation group of O

L̂∞
is dense in R≥0. And this yields there exists some β ∈ OF , such that

αβ = γ. By multiplicative property of (.)], we have (αβ)] = α]β] = γ] ∈ L̂∞
[
, and γ] 6= 0, since

|γ]| = |γ|[ 6= 0. And hence, α]β] = γ] ∈ (L̂∞
[
)× ⊂ (F ])×.
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As a corollary, we get

Corollary 3.3.11. F ] is a perfectoid field with OF ] = O]F .

Proof. We will prove first that F ] is a field. Because F ] = O]F ⊗OL̂∞ L̂∞, we have 1/π ∈ F ]. Also,

we know from Lemma 3.3.8 that O]F = {x ∈ F ], |x| ≤ 1}, and hence, it is sufficient to prove that any
element in O]F \ πO

]
F is invertible in F ]. Take any x ∈ O]F \ πO

]
F , i.e. |π| < |x| < 1. Due to Lemma

3.3.10 (ii), we can find y ∈ OF such that x− y] ∈ πO]F , i.e. |x− y]| ≤ |π|. And this yields |x| = |y]|.
And due to Lemma 3.3.10 (iv), we have 1/y] ∈ (F ])×, and hence, |x/y]| = 1. This yields x/y] ∈ O]F ,
by Lemma 3.3.8. Also, since

|1− x

y]
||y]| = |x− y]| ≤ |π|

And |y]| = |x| > |π|, we get |1− x
y]
| < 1, and 1− x

y]
∈ O]F . And this follows thatX :=

∑
n≥0(1− x

y]
)n

converges in O]F , because it is complete. And(∑
n≥0

(1− x

y]
)
)(

1− (1− x

y]
)
)

= 1

and it yields X is the inverse of x/y]. From this, we obtain F ] is a complete field. By Lemma 3.3.8,
we have OF ]O

]
F . And because F ] contains L∞, the value group of (F ])× is dense in R>0. And Lemma

3.3.10 (iii) implies that F ] is perfectoid.

For the last step, we will prove that (F ])[ = F . We begin with

Lemma 3.3.12. Let F be a complete non-archimedean field of characteristic p w.r.t the norm |.|, then
for any γ ∈ OF with |γ| < 1, the map

lim←−
(.)q

OF −→ lim←−
(.)q

OF /γOF

(. . . , αi, . . . , α1, α0) 7−→ (..., αi mod γOF , ..., α0 mod γOF )

is an isomorphism of rings.

Proof. Assume that there exists (. . . , αi, . . . , α1, α0) ∈ lim←−(.)q
OF , such that (..., αi mod γOF , ..., α0

mod γOF ) = 0. That means, αi ∈ γOF for all i. This yields |α0| ≤ |γ|q
i . Hence, α = 0. From this,

αi = 0, for all i, and we obtain the map above is injective.
Now, let (..., αi mod γOF , ..., α0 mod γOF ) ∈ lim←−(.)q

OF /πOF , we have αqi+1 ≡ αi mod γOF .

Let us consider for any fixed i a sequence (αq
j

i+j)j , which is Cauchy in OF , and hence, converges to some

ai ∈ OF . We can see that ai ≡ αi mod γOF , and that aqi+1 = limj→∞ α
qj+1

i+1+j = limk→∞ α
qk

i+k = ai,
when we change 1 + j ↔ k. Therefore, (. . . , ai, . . . , a1, a0) defines an element in lim←−(.)q

OF that maps
to (..., αi mod γOF , ..., α0 mod γOF ). Hence, the map above is also surjective.

We are now ready to prove

Proposition 3.3.13. (F ])[ = F .

Proof. We will first prove that OF ⊆ O(F ])[ . Take any α ∈ OF ⊂ OC[p , we can represent

α = (..., ai mod πOCp , ..., a0 mod πOCp) = (..., (α1/qi)] mod πOCp , ..., α
] mod πOCp) ∈ lim←−

(.)q

OCp/πOCp
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Due to Lemma 3.3.10, the later element is (..., (α1/qi)] mod πO]F , ..., α] mod πO]F ) ∈ lim←−(.)q
O]F /πO

]
F =

O(F ])[ .
The converse is a bit more difficult. Take any α ∈ O(F ])[ = lim←−(.)q

O]F /πO
]
F , we can represent

α = (..., bi mod πO]F , ..., b0 mod πO]F )

And by Lemma 3.3.10 (ii), there exists, for all i, βi ∈ OF , such that β]i ≡ bi mod πO]F , and
we obtain (β]i+1)q ≡ β]i mod πO]F . Via the top row isomorphism in 3.9, there exists some ξ ∈ OF ,
such that ξi is mapped to βi via the top row of 3.9, and from this, ξqi+1 = ξi mod γ0OF . That
means, ξ]i ≡ bi mod πO]F . And this yields α = (..., ξ]i mod πO]F , ..., ξ

]
0 mod πO]F ), with ξi ∈ OF ,

and ξqi+1 ≡ ξi mod γ0OF . So, (. . . , ξi, . . . , ξ1, ξ0) defines an element in lim←−(.)q
OF /γ0OF . By using

the isomorphism in Lemma 3.3.12, we obtain there exists some αi ∈ OF such that αqi+1 = αi, and
αi ≡ ξi mod γ0O]F . Via the isomorphism in 3.9 again, we get α]i ≡ bi mod πO]F and this also yields
α = (..., αi mod πO]F , ..., α0 mod πO]F ), and αi ∈ OF , with αqi+1 = αi.

Because OF ⊆ OCp , we can represent

αj = (..., aj,i mod πOCp , ..., aj,0 mod πOCp)

And aqj,i+1 ≡ aj,i ≡ a
q
j+1,i mod πOCp , and then

α = (..., lim
i→∞

aq
i

j,i, ..., lim
i→∞

aq
i

0,i mod πOCp) =

= (..., aj,0 mod πOCp , ..., a0,0 mod πOCp) = α0 ∈ OF

So, we have O(F ])[ ⊆ OF . And we obtain OF = O(F ])[ . It follows that (F ])[ = F .

For now, we can deduce the first tilting correspondence

Theorem 3.3.14. There exists a bijection between the two sets

{L̂∞ ⊆ K ⊆ Cp,K : perfectoid} ↔ {L̂∞
[
⊆ F ⊆ C[p, F : complete, perfect}

.
defined by K 7→ K[ and the inverse F 7→ F ].

Proof. By what we have discussed so far, the two maps between the two sets above are well-defined
. And by Proposition 3.3.13, we know that (F ])[ = F . Also, if we have K is a perfectoid field,
(K[)] = K follows from Corollary 3.3.4.

We conclude this section by a following useful observation.

Proposition 3.3.15. Let L̂∞
[
⊆ F ⊆ C[p be an immediate, complete, perfect field. If F is algebraically

closed, then F ] is algebraically closed, and hence, F = C[p.

Proof. See [Sch17](Remark 1.4.25).

3.4 Applications to field of norms

We recall that k((x)) ↪→ L̂∞
[
by sending x to ω = (, ..., zi mod πO

L̂∞
, ..., z1 mod πO

L̂∞
, 0), with zn

is a generator of Fn. The image is denoted EL, the field of norm. In this section, we will give some
relations between EL, and L̂∞

[
and C[p. These results will be used again in next section about the

second and the third tilting correspondence. We first recall something about perfect hulls.
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Remark 3.4.1. Let E be a field of char. p > 0, E its algebraic closure. The perfect hull of E is
defined as

Eperf := {a ∈ E, apm ∈ E, for some m ≥ 0}

then

(i) Eperf is the largest immediate field between E and E that is purely inseparable.

(ii) Eperf is a smallest immediate field between E and E that is pefect, and hence E/Eperf is Galois.

(iii) Eperf ∩ Esep = E, and E = EperfEsep, and Gal(E/Eperf) ∼= Gal(Esep/E).

Using this remark, we obtain

Proposition 3.4.2. Êperf
L = L̂∞

[
.

Proof. We can see easily that Êperf
L ⊆ L̂∞, since E ⊂ C[p = C[p, EL ⊂ L̂∞, and L̂∞ is also perfect and

complete. For the reverse direction, it is enough to prove that O
L̂∞

[ ⊂ Êperf
L . Take any α = (..., a′i

mod πO
L̂∞
, ..., a′0 mod πO

L̂∞
) ∈ lim←−(.)q

O
L̂∞
/πO

L̂∞
. Because O

L̂∞
/πO

L̂∞
∼= OL∞/πOL∞ , we can

find (ai)i ∈ OL∞ , such that

α = (..., ai mod πOL∞ , ..., a0 mod πOL∞)

And for any n, there exists some l > n, such that an ∈ OLl , and we can represent

an =

(q−1)ql−1∑
j=0

βjz
j
l

where βj ∈ k. And we have

β :=
∑
j

βjω
j/ql−n =

∑
j

βj(..., z
j
l mod πOL∞ , ..., z

j
l−n mod πO

L̂∞
) =

= (...,
∑
j

βjz
j
l mod πOL∞ , ...,

∑
j

βjz
j
l−n mod πOL∞)

And we have an −
∑

j βjz
j
l ≡ 0 mod πOL∞ , and

an−1 ≡ aqn ≡ (
∑
j

βjz
j
l )
q ≡

∑
j

βjz
j
l−1 mod πOL∞

And inductively, we get the same equality for an−2, .... Hence, we get α − β ∈ Um, that means

|α − β|[ ≤ |ω|
qn

[ . Because n is chosen arbitrarily, and β ∈ Eperf
L , we get α ∈ Êperf

L , and hence

Êperf
L = L̂∞

[
.

We also recall about Krasner’s lemma and its corollary.

Remark 3.4.3. Let E be a complete, non-archimedean field, and Esep its algebraic closure. Let
α, β ∈ Esep such that |β − α| < |α′ − α|, for any Galois conjugate α′ of α, then E(α) ⊆ E(β).

Remark 3.4.4. Let E,Esep be defined as above. For any f(X) = a0 + ...+ anX
n ∈ E[X], we define

||f || := max0≤i≤n |ai|. Assume further that f(X) is monic, irreducible, separable with distinct roots
α1, ..., αn in Esep, then for any g(X): monic, separable of degree n in E[X], if ||f −g|| is small enough,
then g(X) is also irreducible, and we can number roots β1, ..., βn of g in such a way that E(αi) = E(βi).
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Using this remark, we can prove easily that

Corollary 3.4.5. ÊL is separably closed.

Proof. Take any α: algebraic, separable over ÊL, with its minimal f(X), which is monic, irreducible,
separable in ÊL. Because EL is dense in ÊL, we can find g(X): monic, separable of degree equal to
deg f in EL[X], such that ||f − g|| is arbitrarily small, then g(X) is irreducible over EL[X], but we
then have deg g = 1 = deg f . So ÊL is separably closed.

We need the following lemma to deduce the main result of this section.

Lemma 3.4.6. Let E be a field of char. p > 0, and E is separably closed, non-archimedean then E is
dense in E.

Proof. Because E is separably closed, E/E is purely inseparable. Take any α ∈ E, then the minimal
polynomial of α over E is of the form Xpm − a, for some a ∈ E. If m = 0, then it is clear that α ∈ E,
so we may assume that m ≥ 1. Note that for any ε > 0, there exists a1 ∈ E such that 0 < |a1| < ε.
Consider the following polynomial

f(X) := Xpm + a1X − a where a1 ∈ E and 0 < |a1| <
εp
m

|α|

for some ε > 0. Then f(X) is clear separable over E, and we can write f(X) =
∏pm

i=1(X − βi), and
hence f(α) =

∏pm

i=1(α− βi) = a1α. Therefore, there exists some i, such that

|α− βi| ≤ (a1α)1/pm < ε

Because E is separably closed, all βi are in E, and hence, E is dense in E.

Corollary 3.4.7. Êsep
L = C[p

Proof. We first have by Lemma 3.4.6 and Proposition 3.4.2 that Êsep
L = ÊL ⊃ Êperf

L = L̂∞, so it is

clear that Êsep
L is a complete subfield of C[p containing L̂∞

[
. On the other hand, the automorphism

EL −→ EL

α 7−→ α1/p

is continuous, since |α|1/p[ = |α1/p|[, so it can be extended to an automorphism ÊL → ÊL. And this

yields ÊL is a perfect, complete, immediate field between L̂∞
[
and C[p. Corollary 3.4.5 yields ÊL is

separably closed, and Lemma 3.4.6, and it is dense in its algebraic closure. But ÊL is complete, we
conclude that ÊL is algebraically closed. By Proposition 3.1.8 and 3.3.15, we have ÊL = C[p.

3.5 Tilting correspondences

We are now ready for further results on tilting correspondence. The first result is about the (topolog-
ical) isomorphism between the absolute Galois group of L∞ and the absolute Galois group of EL. We
note that it is a fundamental step to establish the equivalence of categories later. Let K1 ⊆ K2 be two
complete non-archimedean fields, we denote Autcont(K2/K1) the group of continuos automorphism of
K2 fixing K1. We also denote throughout this section c ∈W (O

L̂∞
[), such that Θ

L̂∞
(c) = 0.

Lemma 3.5.1. Gal(Qp/L∞) ∼= Autcont(Cp/L̂∞)
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Proof. Take any σ ∈ Gal(Qp/L∞), then we can extend σ to an automorphism, that is continuous on
Cp, as described in Section 2 of this chapter about Galois action. By continuity, σ fixes L̂∞. This
defines a map from Gal(Qp/L∞) to Autcont(Cp/L̂∞). The injectivity of this map is clear. For the
surjective part, take any σ ∈ Autcont(Cp/L̂∞), we have σ|Qp ∈ Gal(Qp/L∞), and again, we can extend

σ|Qp to θ ∈ Autcont(Cp/L̂∞). By continuity, we get θ ≡ σ.

Similarly, we get

Lemma 3.5.2. Autcont(C[p/L̂∞
[
) ∼= Gal(Esep

L /EL)

Proof. By Corollary 3.4.7, we have C[p = ÊL, and by Proposition 3.4.2, L̂∞
[

= Êperf. So, by similar
argument, we obtain

Autcont(C[p/L̂∞
[
) ∼= Gal(EL/E

perf
L ) ∼= Gal(Esep

L /EL)

Our first goal in this section is to prove HL := Gal(Qp/L∞) ∼= HEL := Gal(Esep
L /EL) as topological

groups via the isomorphism Autcont(Cp/L̂∞) ∼= Autcont(C[p/L̂∞
[
). We recall that the action from GL

on C[p is defined as

GL ×OC[p −→ OC[p

(σ, (..., ai mod πOCp , ..., a0 mod πOCp)) 7−→ (..., σ(ai) mod πOCp , ..., σ(a0) mod πOCp)

This action is continuous, and preserves |.|[. Take any σ ∈ HL, then σ fixes L∞, and hence, also

fixes L̂∞, and L̂∞
[
. We obtain from this the map

Autcont(Cp/L̂∞) −→ Autcont(C[p/L̂∞
[
)

σ 7−→ σ[

where σ[(..., ai mod πOCp , ..., a0 mod πOCp) := (..., σ(ai) mod πOCp , ..., σ(a0) mod πOCp). We
also have actions on W (OC[p) described as follows.

Lemma 3.5.3. Autcont(C[p/L̂∞
[
) acts as automorphisms of O-algebras on W (OC[p), and it fixes

W (O
L̂∞

[).

Proof. Because k ↪→ k((X)) ↪→ L̂∞
[
, we have σ fixes k, for α ∈ Autcont(C[p/L̂∞

[
). Because the ring

operations in W (OC[p) is given by Witt polynomials with coefficients in O/πO = k, we have σ acts as
ring automorphism on W (OC[p).

Also, the action from O to W (OC[p) factors through k (Section 2 about Witt vectors), we have
σ(λb) = λσ(b) for all λ ∈ O, b ∈ W (OC[p). And this yields σ acts as automorphism of O-algebra on
W (OC[p).

The fact that σ fixes W (O
L̂∞

[) is obvious, since σ fixes L̂∞
[
.

Lemma 3.5.4. With the action from Lemma 3.5.3 defined above, the Teichmuler map τ : OC[p →

W (OC[p) and Φn : W (OC[p)→ OC[p are Autcont(C[p/L̂∞
[
)-equivariant.
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Proof. Take any σ ∈ Gal(C[p/L̂∞
[
), we have

τ(σ(α)) = (σ(α), 0, ...) = σ(τ(α))

for all α ∈ OC[p . And
Φn(σ(α0), ..., σ(αn)) = σ(α)q

n
= σ(Φn(α0, ..., αn))

Lemma 3.5.5. The action from HEL
∼= Autcont(C[p/L̂∞

[
) to C[p is continuous.

Proof. We can proceed this similarly to the proof of Corollary 3.2.3.

To deduce the action fron HEL is also continuous on W (OC[p) w.r.t the weak topology, we need
the following general lemma

Lemma 3.5.6. Let B be a perfect topological kL-algebra, and G a profinite group acts continuously
on B as O-algebra automorphism, then the action

G×W (B) −→W (B)

(σ, (b0, b1, ..)) 7−→ (σ(b0), σ(b1), ...)

defines an O-algebra automorphism, which is continuous w.r.t the weak topology on W (B).

Proof. Take any σ ∈ G, and b ∈ W (B), where b = (b0, b1, ..), we recall that a fundamental system of
open neighborhood around b is of the form

b+ Va,m = {(a0, ..., am−1, ...), ai ≡ bi mod a, 0 ≤ i ≤ m− 1}

where a is an open ideal of B. For each bi(0 ≤ i ≤ m− 1), we can find Ui ⊆ G: an open subgroup and
bi: open ideals of B such that

σUi × (bi + bi) ⊆ σ(bi) + a

Take U :=
⋂m−1
i=0 Ui, b =

⋂m−1
i=0 bi, we have

σU × Vb,m ⊂ σ(b) + Va,m

Hence, the action from G to W (B) is continuous.

Using this, we obtain

Corollary 3.5.7. HEL acts continuously on W (OC[p) w.r.t the weak topology.

Proof. This follows easily from Lemma 3.5.5 and Lemma 3.5.6.

To establish the bijective map between Autcont(C[p/L̂∞
[
) and Autcont(Cp/L̂∞) we need the main

lemma

Lemma 3.5.8.

(i) The map ΘCp : W (OC[p → OCp) is HL-equivariant, in the sense that ∀σ ∈ HL, all α ∈W (OC[p),
we have

σ(ΘCp(α)) = ΘCp(σ
[(α))

(ii) The map ΘCp is open and continuous.

(iii) If we equip W (OC[p)/cW (OC[p) the quotient topology, then ΘCp induces a topologicali somorphism
, HL equivariant, between W (OC[p)/cW (OC[p) and OCp .
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Proof.

(i) We have

ΘCp

(∑
n≥0

σ[
(
πnτ(αn)

))
= ΘCp

(∑
n≥0

πnσ[(τ(αn))
)

= ΘCp

(∑
n≥0

πnτ(σ[(αn))
)

=

=
∑
n≥0

πnσ(αn)] =
∑
n≥0

πnσ(α]) = σ
(∑
n≥0

πnα]n

)
= σ

(
ΘCp

(∑
n≥0

τ(αn)πn
))

where the first identity follows from Lemma 3.5.3, the second is from Lemma 3.5.4, the third is
from the fact that ΘCp(τ(σ[(αn))) = (σ[(αn))] = σ(αn)], and the fourth identity follows from
σ(α)] = σ(α]).

(ii) Consider am := {α ∈ OC[p , |α|[ ≤ π
qm−1}. We have

ΘCp(Vam,m) ⊇ ΘCp(π
mW (OC[p)) = πmΘCp(W (OC[p)) = πmOCp

And because ΘCp is surjective ΘCp(Vam,m) is an ideal of OCp containing πmOCp . This yields for
any a ∈ ΘCp(Vam,m), a + πmOCp ⊂ ΘCp(Vam,m). Hence, ΘCp(Vam,m) is open in Cp. Since such
Vam,m forms a fundamental system of open neighborhood around 0 in W (OC[p) w.r.t the weak
topology. And this yields the map ΘCp is open.

On the other hand, for any α = (α0, α1, ..) ∈ Vam,m, we have α =
∑

n≥0 τ(α
1/qn

n )πn, and

ΘCp

(∑
n≥0

πnτ(α1/qn

n )
)

=
∑
n≥0

(α1/qn

n )]πn ≡
m−1∑
n=0

(α1/qn

n )]πn mod πmOCp

And
|(α1/qn

n )]| = |αn|1/q
n

[ ≤ |π|qm−1/qn ≤ |π|m−1−n

for all 0 ≤ n ≤ m − 1. It turns out that ΘCp(α) ∈ πm−1OCp . Hence, ΘCp(Vam,m) ⊆
πm−1OCp . This yields Θ−1

Cp (πm−1OCp) ⊇ Vam,m, and for each α ∈ Θ−1
Cp (πm−1OCp), α + Vam,m ⊆

O−1
Cp (πm−1OCp), and this yields Θ−1

Cp (πm−1OCp) is open inW (OC[p). Because {π
mOCp}m≥1 forms

a fundamental system of open neighborhood around 0 in Cp, this yields ΘCp is continuous.

(iii) It follows from (ii) that the induced map ΘCp from W (OC[p)/cW (OC[p) to OCp is continuous,
open, and bijective. Hence, we obtain W (OC[p)/cW (OC[p)

∼= OCp topologically.

We are now ready to prove

Proposition 3.5.9. The map Autcont(Cp/L̂∞)
σ 7→σ[−−−→ Autcont(C[p/L̂∞

[
) is bijective.

Proof. For the injectivity, assume that σ 7→ id in Autcont(C[p/L̂∞
[
), we then apply Lemma 3.5.8(i) to

see that
σ(ΘCp(α)) = ΘCp(σ

[(α)) = ΘCp(α)

And by the surjectivity of ΘCp , we get σ ≡ id.

We now take any σ ∈ Autcont(C[p/L̂∞
[
), by Lemma 3.5.3, and Corollary 3.5.7, σ acts continuously

onW (OC[p) as an automorphism ofO-algebra, that fixesW (O
L̂∞

[). And hence, σ preserves cW (O
L̂∞

[),
and it induces a continuous action on the quotient topology W (OC[p)/cW (OC[p)

∼= OCp which fixes

W (O
L̂∞

[)/cW (O
L̂∞

[) ∼= OL̂∞ . And by Lemma 3.5.8 (iii), we obtain σ] ∈ Autcont(Cp/L̂∞), which is
defined by
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σ](ΘCp(−)) := ΘCp(σ(−))

Now, it is sufficient to prove that (σ[)[ = σ. We note that from the construction of σ], the pair
(σ, σ]) satisfies for all α ∈ C[p

ΘCp(τ(σ(α))) = σ](ΘCp(τ(α)))

by Lemma 3.5.4. Take any α = (..., ai mod πOCp , ..., a0 mod πOCp), we have

ai ≡ (α1/qi)] mod πOCp = ΘCp(τ(α1/qi))

And we have α = (...,ΘCp(τ(α1/qi)) mod πOCp , ...), which yields

σ(α) = (...,ΘCp(τ(σ(α)1/qi)) mod πOCp , ...) = (..., σ](ΘCp(τ(α1/qi)) mod πOCp , ...) = (σ])[(α)

And hence, Autcont(C[p/L̂∞
[
) ∼= Autcont(Cp/L̂∞).

To get the second result for the tilting correspondences, we need this

Lemma 3.5.10. Let E be a complete, perfect, non-archimedean field of characteristic p > 0, then any
finite extension F/E is also complete and perfect.

Proof. The fact that F is complete follows from the general fact in the theory of extension of norms.
We now prove F is perfect. Let f(X) := Xp − a = (X − α)p, for some a ∈ F and α ∈ E, we have
α is separable over E, since E is perfect, and hence, separable over F , and this yields the minimal
polynomial of α over F is of degree 1, i.e. α ∈ F .

Proposition 3.5.11. Let K1 ⊆ K2 be perfectoid fields. If K[
2 is a finite extension of K[

1, then
[K[

2 : K[
1] = [K2 : K1]. Moreover, if K[

2/K
[
1 is finite, Galois, then so is K2/K1, and Gal(K[

2/K
[
1) ∼=

Gal(K2/K1).

Proof. We first note that since K[
1 is perfect, K[

2/K
[
1 is separable. Let K ′ be a finite Galois extension of

K[
1 containing K[

2. Then by Lemma 3.5.10, K ′ is complete, perfect and intermediate between L̂∞
[
and

C[p, it then follows by Theorem 3.3.14 that there exists some perfectoid field K, such that K[ = K ′.
Let us denote G := Gal(K[/K[

1) = Autcont(K[/K[
1) = Aut(K[/K[

1) ∼= Aut(K/K1), via the similar
proof to Proposition 3.5.9. We then have the commutative diagram

(W (OK[)/cW (OK[))G OGK

W (OK[
1
)/cW (OK[

1
)G OK1

∼=

∼=

i (3.10)

From the short exact sequence

0→W (OK[)
.c−→W (OK[)→W (OK[)/cW (OK[)→ 0

of G-modules, and since W (OK[)G = W (OK[
1
), we obtain the following exact sequence

0→W (OK[
1
)
.c−→W (OK[

1
)→ (W (OK[)/cW (OK[))G → H1(G,W (OK[

1
))

And this yields the following exact sequence

0→W (OK[
1
)/cW (OK[

1
)
i−→ (W (OK[)/cW (OK[))G → H1(G,W (OK[

1
))
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And one obtains from this that OGK/OK1
∼= coker(i) ⊆ H1(G,W (OK[

1
)), which is killed by |G|.

On the other hand, this first cohomology group is also an O-module, where a number prime to p is
invertible. Hence, H1(G,W (OK[

1
)) is killed by pn for some integer n. This yields OGK/OK1 is killed

by pn, which means that for any a ∈ OGK , pnx ∈ OK1 . Because p is invertible in K, we get KG = K1.
And it follows from Artin’s lemma in Galois theory that K/K1 is Galois, with Gal(K/K1) = G. If we
replace K1 by K2, we obtain easily that

[K[
2 : K[

1] = [K[ : K[
1]/[K[ : K[

2] = [K : K1]/[K : K2] = [K2 : K1]

From the above argument, when K[
2/K

[
1 is finite Galois, then so is K2/K1, and Gal(K[

2/K
[
1) ∼=

Gal(K2/K1).

To deduce the main theorem, we need a further

Lemma 3.5.12. For any finite extension E/EL in Esep
L , we have

(i) EL̂∞
[

= Eperf.

(ii)EL̂∞
[
∩ Esep

L = E.

(iii) If E/EL is Galois, then so is EL̂∞
[
/L̂∞

[
and Gal(E/EL) = Gal(EL̂∞

[
/L̂∞

[
).

Proof. (i) We can see easily that EL̂∞
[

= EEperf ⊂ Êperf. Also, since EL̂∞
[
/L̂∞

[
is finite, and L̂∞

[
is

perfect, by Lemma 3.5.10, we have EL̂∞
[
is complete, and perfect, hence EL̂∞

[
⊇ Êperf. This yields

EL̂∞
[

= Êperf.
(ii) Due to (i) and the fact that E/EL is finite, separable, it is sufficient to prove that there is

no proper finite field extension F/E, which is separable, contained in EL̂∞
[

= Êperf. Assume that
there exists F ⊆ Êperf and F/E is finite, separable of degree d ≥ 1. Then there exists d embedding
σi : F/E ↪→ Esep/E. By defining σi(α1/pm) = σi(α)1/pm , we can extend σi to embeddings F perf ↪→ E.
Note that for any α ∈ E, we have σi(α1/pm) = σi(α)1/pm = α1/pm . So, these embeddings can be seen
as F perf/Eperf σi−→ E/Eperf. And because σi preserves norms, we can further extend it to

F̂ perf/Êperf σi
↪−→ Ê/Êperf = C[p/Êperf

But since Êperf = EL̂∞
[
is perfect, and containing F , it also containing F perf. And since Êperf is

complete, we have Êperf ⊇ F̂ perf. The reverse inclusion is clear, since E ⊆ F . So, we have F̂ perf = Êperf,
and hence, σi is just the identity map. And this yields F = E.

(iii) When E/EL is finite, Galois, so is EL̂∞
[
/L̂∞

[
. We have, by similar argument to (ii), if

σ ∈ Gal(E/EL), then σ can be extended to an element in Aut(Êperf/Êperf
L ) = Gal(EL̂∞

[
/L̂∞

[
). So,

the induced map between the two Galois groups is injection. Take any σ ∈ Gal(EL̂∞
[
/L̂∞

[
), we can

see that σ is completely determined by its action on E, i.e. σ is determined by σ|E , which is obvious

in Gal(E/EL). Hence, Gal(E/EL) ∼= Gal(EL̂∞
[
/L̂∞

[
).

We are now ready to deduce a fundamental fact, which can be considered as the second tilting
correspondence.

Theorem 3.5.13. The isomorphism Gal(Qp/L∞) ∼= Gal(Esep
L /EL) is a topological isomorphism.

Proof. We recall that both groups above are profinite, and they have fundamental system of open
neighborhoods of id contains all open normal subgroups of finite index. Also, they are Hausdorff
and complete, and a bijection between them is the combination of Lemma 3.5.1, Lemma 3.5.2 and
Proposition 3.5.9. So, it is sufficient for us to prove the induced map between them are continuous.

Let us take U ⊂ HEL an open, normal subgroup of finite index, and E = (Esep
L )U , then E/EL is

Galois of degree [HEL : U ]. Using Lemma 3.5.12, we can pass it to Galois extension EL̂∞
[
/L̂∞

[
of
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degree [Autcont(C[p/L̂∞
[
) : U ], where U by abusing of notation, is a normal subgroup of finite index

of Autcont(C[p/L̂∞
[
).

Using Proposition 3.5.9, we can again pass U to V : a normal subgroup of finite index in Autcont(Cp/L̂∞).

By Proposition 3.5.11, there is a perfectoid field K containing L̂∞
[
such that K/L̂∞ is finite, Galois

and Gal(K/L̂∞) ∼= Gal(EL̂∞
[
/L̂∞

[
), and Gal(K/L̂∞) ∼= Autcont(Cp/L̂∞)/V .

We now use the Ax-Sen-Tate theorem to see that if K0 := K ∩ Qp, then K = K̂0. Via the
isomorphism HL

∼= Autcont(Cp/L̂∞), we can pass V to a normal subgroup W in HL, which is exactly
Gal(Qp/K0), by continuity. And this yields W is both of finite index and closed in HL. That means
W is open in HL. We therefore obtain HL

∼= HEL .

We can also look closer into the tilting correspondences, as an application of method in character-
istic p.

Lemma 3.5.14. Let K be a perfectoid field, and K1/K is a finite extension in Cp, then there exists
a Galois extension of finite degree F/K[ such that K1 ⊂ F ].

Proof. Let us denote Kper the union of all Galois extensions of K coming from F ], where F/K[ is
finite, Galois, as in Proposition 3.5.11 pointed out. It can be seen that K̂per is a perfectoid field inside
Cp, and (K̂per)[ = K̂sep = C[p, which means K̂per = Cp, and hence, Kper is dense in Cp. We also
have K/Kper is a Galois extension. Take any σ ∈ Gal(K/Kper), this is in fact a continuous map from
K/Kper to K/Kper, because it preserves absolute values. Hence, it can be extended to K̂/K̂per to
K̂/K̂per, which is the identity map on Cp. And hence, K = Kper.

From this, we have K1 ⊆ Kper, and hence, there exists some F/K[: finite, Galois such that
F ] = K1.

Via this lemma, we obtain the third tilting correspondence

Theorem 3.5.15.

1. If K1/K is a finite extension, where K is a perfectoid field, then so is K1.

2. If K1/K is an extension of perfectoid fields, then K1/K is finite iff K[
1/K

[ is finite, and in this
case, [K1 : K] = [K[

1 : K[].

3. Let K1,K be defined as in (ii), then K1/K is finite Galois iff K[
1/K

[ is finite Galois, and in this
case, Gal(K1/K) ∼= Gal(K[

1/K
[).

Proof.

1. As in the the proof of Lemma 3.5.14, we can find F2/K
[: finite, Galois, such that F ]2 =:

K2 ⊇ K1. And due to Proposition 3.5.11, we have Gal(F2/K
[) ∼= Gal(K2/K). Because any

intermediate field between K[ and F2 is complete, perfect, its un-tilt is perfectoid. And due to
the isomorphism, we conclude that any immediate field between K and K2 is perfectoid, and in
particular, K1 is perfectoid.

2. Assume that K1/K is finite, then by Lemma 3.5.14, there exists F/K[: finite, Galois, such that
F ] ⊇ K1, and hence, (F ])[ ⊇ K[

1, i.e. F ⊇ K[
1. And this yields K[

1/K
[ is finite.

Conversely, if K[
1/K

[ is finite, we can find F ⊇ K[
1, such that F/K[ is finite, Galois, and by

Proposition 3.5.11, [F : K[] = [F ] : K], and F ] ⊇ K1. This yields K1/K is finite.

We have in both cases, by Proposition 3.5.11,

[K[
1 : K[] = [Gal(F/K[) : Gal(F/K[

1)] = [Gal(F ]/K) : Gal(F ]/K1)] = [K1 : K]
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3. Assume that K1/K is finite, Galois, then by (ii) K[
1/K

[ is finite. By Lemma 3.5.14, there ex-
ists F/K[: finite, Galois, such that F ] ⊇ K1. By Proposition 3.5.11, we have Gal(F ]/K1) ∼=
Gal(F/K[

1), and Gal(F ]/K) ∼= Gal(F/K[). Because K1/K is Galois, we have Gal(F ]/K1)
is a normal subgroup of Gal(F/K[), and this yields K[

1/K
[ is Galois, and it follows that

Gal(K1/K) ∼= Gal(K[
1/K

[). By Proposition 3.5.11, we easily obtain the isomorphism between
the two absoute Galois groups.

3.6 Application I: p-cohomological dimension of GQp

Let us fix p an odd prime. We will restrict ourselves into the case L := Qp, we denote Q∞p := L∞
the field extension of Qp obtained by adjoining all pn-th roots of unity. In this case, kL = Fp, EL =
Fp((X)) =: E, ΓQp = Gal(Q∞p /Qp) and GQp = Gal(Qp/Qp), HQp = Gal(Qp/Q∞p ) ∼= Gal(Esep/E) =:
GE by Theorem 3.5.13. We will prove that the p-cohomological dimension of GQp is less than or equal
to 2, i.e. for any finite dimensional Fp-vector space V , with a continuous action from GQp w.r.t the
discrete topology on V , Hn(GQp , V ) = 0, for n > 2.

For the case V has the trivial action from GQp , because Hn(GQp , V ) = ⊕Hn(GQp ,Fp), where Fp
is equipped with the trivial action from GQp . Thus, it is sufficient to prove the statement for the case
Fp.

From the short exact sequence

0→ Fp → Esep φp−1−−−→ Esep → 0

of GE-modules, by Hilbert’s theorem 90, we have Hr(GE , E
sep) = 0 for all r ≥ 1, and this yields

Hs(GE ,Fp) = 0, for all s ≥ 2. It means that the Fp-cohomological dimension of GE is less than or
equal to 1, and it is exactly 1 since H1(GE ,Fp) = E/(φp − 1)E 6= 0.

Since GQp/HQp = ΓQp , it is sufficient to prove that the Fp-cohomological dimension of ΓQp is
smaller than or equal to 1, where ΓQp acts trivially on Fp. We note that ΓQp

∼= (Z/pZ)× × Zp and
H0
T ((Z/pZ)×,Fp) = Fp/Nm(Z/pZ)×(Fp) = 0, and H1

T ((Z/pZ)×,Fp) = Hom((Z/pZ)×,Fp) = 0, where
Hr
T denotes the r-th Tate cohomology group. And this yields by the periodicity of cohomology of

finite cyclic groups [Mil13](Proposition II.3.4) that Hr((Z/pZ)×,Fp) = 0 for all r ≥ 1. Hence, one can
apply the inflation-restriction sequence [Mil13](Proposition II.1.34) to get

Hr(Zp,Fp) ∼= Hr(ΓQp ,Fp)(∀r ≥ 1)

But since, Zp is a torsion-free procyclic group, it follows from [NSW00](Proposition 1.6.13) that
Hr(Zp,Fp) = 0 for all r ≥ 2. Hence, this yields Hn(GQp ,Fp) = 0, for n > 3.

To proceed the case of general V , let us denote G := GQp , we first note that cp(G) = cp(Gp), where
cp(G) is the p-cohomological dimension of G, and Gp is the Sylow p-group of G. So, it is sufficient to
prove that Hn(Gp, V ) = 0, for n > 3. It can be seen that

Lemma 3.6.1. V Gp 6= 0.

Proof. Because |V | is finite, we can represent |V | = |V Gp | +
∑

x∈V |Orb(x)|, where Orb(x) denotes
the orbit of x ∈ V under the action of Gp, and the sum runs over all non-trivial equivalence classes of
orbits. Because Gp is a pro-p group, Orb(x) is a power of p. And hence, p divides |V Gp |. This yields
|V Gp | 6= 0.

Now, from the short exact sequence of Fp vector space

0→ V Gp → V → V/V Gp → 0

where V Gp satisfies the statement, and |V/V Gp | < |V | by the previous lemma, we can use induction
on |V |. And the statement now follows.



Chapter 4

The category Modet(AL)

We first fix notations as in the previous chapter. We recall that the main goal of the thesis is to
prove the equivalence between RepO(GL) and Modet(AL). And this chapter is devoted to describe
the category Modet(AL), where AL is the ring of infinite Laurent series over O, as introduced in the
first section. One can define the action from ΓL to AL as follows

ΓL ×AL −→ AL

(γ, f(X)) 7−→ f([χL(γ)]φ(X))

where χL : Γ
∼=−→ O× as proved in the first chapter, and φ is a Frobenius series used to define L∞. And

ϕL is defined to be

ϕL : AL −→ AL

f(X) 7−→ f([π]φ(X))

With respect to the weak topology on AL, the actions of ΓL and ϕL is continuous, and one can
embed AL (topologically) into W (EL), and the actions of ΓL and ϕL on AL are compatible with the
actions of ΓL and Frobenius on W (EL). Note that it is a fundamental step to construct the Fontaine
ring A defined in the next chapter. To construct this embedding, we will need to lift the Teichmuller
map τ and ι : T → mEL in a specific way, where T is the Tate module. Via these liftings, we can
point out the existence of c ∈ W (O

L̂∞
[) such that c satisfies the conditions of Proposition 3.3.2, and

this completes the proof of tilting correspondences.
In the last section, we will introduce objects and morphisms in Modet(AL), and give some examples

for etale (ϕL,ΓL)-modules.

4.1 A two dimensional local field

In this section, we will describe the coefficients ring over which (ϕL,ΓL)-modules are defined.
We first introduce the ring

AL := lim←−
m

O((X))/πmO((X)) = lim←−
m

(O/πmO)((X))

We will point out that AL is exactly the ring of inifinte Laurent series, where coefficients go to 0
when the indicies go to −∞. First, let f(X) :=

∑
i∈Z aiX

i, where ai ∈ O, and limi→−∞ ai = 0, and
Am :=

∑
i∈Z(ai mod πmO)Xi. Because limi→−∞ ai = 0, when i is sufficient small, we have ai ≡ 0

mod πmO, and this yields, in fact Am ∈ (O/πmO)((X)), and it is clear that Am+1 ≡ Am mod πmO,
hence (Am)m ∈ AL.

Conversely, let (Am)m ∈ AL, where Am =
∑

i∈Z(am,i mod πmO)Xi, where for some i(m), and all
i ≤ i(m), we have am,i ≡ 0 mod πm. Because (Am)m ∈ AL, we have am+1,i ≡ am,i mod πm. And
this yields, there exists ai ∈ O, such that ai = limm→∞ am,i, and it follows that ai ≡ am,i mod πm.

63
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Let us denote f(X) :=
∑

i∈Z aiXi, then for any m, and i < i(m), we have am,i ≡ 0 mod πm. And
hence, for such i, ai ≡ 0 mod πm. And this follows that limi→−∞ ai = 0.

We can see from this that the identification is not just a bijection of sets, it is an O-algebra
isomorphism, with the usual Cauchy product on the ring of infinite Laurent series with coefficients
in O. And because AL = lim←−mO((X))/πmO((X)), πAL is a maximal ideal of AL, and AL/πAL

∼=
(O/πO)((X)) = k((X)).

Lemma 4.1.1. Any element in AL \ πAL is a unit

Proof. Let f =
∑

i∈Z aiX
i ∈ AL \ πAL, since limi→−∞ ai = 0, we can find a smallest integer i0, such

that ai0 6= 0 mod π, we can see that

f(X) =
∑
i<i0

aiX
i +Xi0

(∑
i≥i0

aiX
i−i0
)

= g(X) +Xi0u(X)

where g(X) =
∑

i<i0
aiX

i ∈ πAL, u(X) =
∑

i≥i0 aiX
i−i0 , which is invertible in O[[X]] ⊂ AL. And

hence,

f(X) =
( g(X)

Xi0u(X)
+ 1
)
Xi0u(X)

where g(X)
Xi0u(X)

∈ πAL. But then, 1 +πa, for any a ∈ AL is invertible, since AL is π-adically complete,
and hence, 1 + (−πa) + (−πa)2 + ... ∈ AL, and it is the invert of 1 + πa. This then yields f is
invertible.

By this, AL is a local ring with the unique maximal ideal πAL. We can further define the norm
of f =

∑
i∈Z aiX

i ∈ AL as |f | = maxi∈Z |ai|. One can see that it is in fact well-defined, since the
valuation in L is discrete. And it is obvious to see that |f | = 0 iff f = 0, and |f + g| ≤ max{|f |, |g|}.

Lemma 4.1.2. For any f, g ∈ AL, we have |fg| = |f |.|g|, and it follows that AL is an integral domain.

Proof. We can write |f | = |πm||ai|, for some f ∈ AL, m ≥ 0 and |ai| = 1. So it is sufficient for us to
deal with the case |f | = |g| = 1. In this case f, g ∈ AL \ πAL and hence, fg ∈ AL \ πAL, since πAL

is a maximal ideal of AL, and this yields |fg| = |f ||g| = 1. The second statement is immediate.

Now, via this proof, we can see easily that AL is a local domain. Its field of fractions is denoted
BL. By Lemma 4.1.1, we can write

BL =
⋃
m≥0

π−mAL = {f =
∑
i∈Z

aiX
i, ai ∈ L, sup |ai| <∞, lim

i→−∞
|ai| = 0}

And it can be seen that AL = {f ∈ BL, |f | ≤ 1}, and f ∈ πmAL iff |f | ≤ |π|m. Hence, with this
kind of norm, AL is a complete metric space, since this is identical with the π-adic topology.

We are going to explore the action from ΓL := Gal(L∞/L) to AL. First, for any g ∈ O[[X]], we
can define

ψg : O/πmO[[X]] −→ O/πmO[[X]]

f 7−→ f(g mod πmO)

In order to extend this to (O/πmO)((X)), we need g(X) to be invertible in (O/πmO)((X)). In
particular, if we take g(X) ∈ XO[[X]], and g(X) ∈ AL \ πAL, then we can extend

ψg : AL/π
mAL = O/πmO((X)) −→ AL/π

mAL = (O/πmO)((X))

f 7−→ f(g mod πmO)
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This is a homomorphism of O-algebra, and it is compatible with the inverse system defined AL.
Therefore, we obtain the map

ψg : AL −→ AL

f 7−→ f(g(X))

And this also extends to the same map from BL → BL. And in particular, it is injective. We now
apply this to the action from Lubin-Tate theory.

Let φ be a Frobenius series defining L∞, for any a ∈ O×, we have [a]φ(X) = ax mod deg 2, hence
[a]φ is invertible in AL, and we then obtain an action

O× ×AL −→ AL

(a, f) 7−→ f ◦ [a]φ(X)

And because χ : ΓL
∼−→ O×, we obtain an action

ΓL ×AL −→ AL

(σ, f) 7−→ f([χ(σ)]φ(X))

Because [π]φ = φ ≡ Xq mod πO[[X]], it is invertible in AL, we also have the map

ϕL : AL −→ AL

f 7−→ f ◦ φ

And because for any a ∈ O×, we have [a]φ ◦ [π]φ = [π]φ ◦ [a]φ, so the map ϕL is ΓL-equivariant.
Also ϕL is an injective map. We can deduce some facts about AL as φL(AL)-module.

Lemma 4.1.3. AL is a free ϕL(AL)-module with basis 1, X, ...,Xq−1.

Proof. See [Sch17](Proposition 1.7.3).

We can see that AL has a natural π-adic topology, but since k((X)) and its subrings O[[X]] also
has their own topology, so called X-adic topology, we want to equip a topology on AL with relation
to both π and X. We define

Ul,m := X lO[[X]] + πmAL(l ≥ 0,m ≥ 1)

They are O[[X]]-submodules of AL and it can be checked easily that there exists a unique topology
on AL such that such Ul,m forms a fundamental system of open neighborhoods around 0 in AL. This
topology is weaker than the π-adic topology, and it is said to be the weak topology on AL . If we
denote Um := Um,m, then we always have

Ul,m ⊇ Umax{l,m}

That means if we choose {Um} as a fundamental system of open neighborhoods around 0 in AL,
then the topology on AL is the same as above. Because {Um} is a filtered fundamental system, AL is
complete w.r.t the weak topology iff all Cauchy sequences in AL w.r.t the weak topology converges in
AL. Using this, we prove that

Lemma 4.1.4. With the weak topology defined as above, AL is Hausdorff and complete.

Proof. Take f 6= 0, f ∈ AL, and m = max{m,πmg = f, g ∈ AL}, then it can be seen that f /∈ U0,m+1.
That means, AL is Hausdorff.

Let (fn)n be a Cauchy sequence in AL, w.r.t the weak topology, we then have ∀m ≥ 1, there exists
nm such that nm+1 > nm, and for all n, n′ ≥ nm fn − fn′ ∈ XmO[[X]] + πmAL. We then form a
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subsequence ym := xnm of (xn)n, then it can be seen that ym+1 − ym = Xmgm + πmhm, for some
gm ∈ O[[X]], hm ∈ AL. This yields

ym+1 = Xmgm + πmhm + ym

Inductively, we have

ym+1 = (Xmgm +Xm−1gm−1 + ...+Xg1) + (πmhm + πm−1hm−1 + ...πh1)

where gi ∈ O[[X]], hi ∈ AL. Because O[[X]] is X-adic complete,
∑

i≥1X
igi is well-defined, and AL is

π-adically complete,
∑

i≥1 π
ihi is also well-defined. Let

y :=
∑
i≥1

Xigi +
∑
i≥1

πihi

then y is an element in AL. And it can be seen easily that y is a convergent value of (yn)n, and hence,
of (xn)n. This yields AL is complete w.r.t the weak topology.

Proposition 4.1.5. Restricting the weak topology on AL to O[[X]], we obtain the product topology on
ON0.

Proof. The fundamental system around 0 in O[[X]] by the induced topology from AL is

Vm := XmO[[X]] + πmO[[X]]

If we represent f ∈ O[[X]] as a sequence (a0, a1, ...) by grading, then it is easy to see that

f + Vm = {(b0, b1, ..., bm−1, ...) ∈ ON0 |bi ≡ ai mod πm, 0 ≤ i ≤ m− 1}

And this yields the topology on O[[X]] is the product topology on ON0 .

With the weak topology, we can prove that

Lemma 4.1.6. AL is a topological ring w.r.t the weak topology.

Proof. It is sufficient for us to prove that the multiplication map is continuous. Let f, g ∈ AL, and
m ≥ 1; then because the coefficients of f and g go to 0 when the indices go to −∞, we can find some
l such that X lf,X lg ∈ O[[X]] + πmAL = U0,m. And we have

(f + Ul+m,m)(g + Ul+m,m) = fg + fUl+m,m + gUl+m,m + Ul+m,mUl+m,m

⊆ fg +X−lU0,mUl+m,m + Um ⊆ fg + U0,mUm + Um ⊆ fg + Um

We conclude this section by proving that the action from ϕL and ΓL is continuous w.r.t the weak
topology.

Proposition 4.1.7. The action from ϕL and ΓL is continuous w.r.t the weak topology on AL

Proof. Because [π]φ = φ(X) ∈ XO[[X]], we have φ(Xm) ∈ XmO[[X]], and for any f ∈ AL, we have

ϕL(f + Um) = ϕL(f +XmO[[X]] + πmAL) ⊆ ϕL(f) + Um

So, ϕL acts continuously on AL. For the action from ΓL, we will sketch the proof, since ΓL ∼= O×,
it is sufficient to prove that the action O× ×AL → AL is continuous. It then follows, by computing
the degree, that for al a ∈ O×, f ∈ AL and there exists some m(f) such that for all b ∈ 1 + πm(f)O,
we have (ab, f) ∈ (a, f + Um), and since (a, Um) ⊆ Um this yields

ab× (f + Um) = (ab, f) + (ab, Um) ⊆ (a, f + Um) + Um ⊆ (a, f) + (a, Um) + Um ⊆ (a, f) + Um

Hence, the action from ΓL to AL is also continuous.
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4.2 The kernel of Θ
L̂∞

This section has two aims. First, we will prove that there exists c ∈W (O
L̂∞

[), such that Θ
L̂∞

(c) = 0

and |Φ0(c)| = |π|. Note that this implies kerK = cW (OK[), for all perfectoid field K, as proved
in Proposition 3.3.2. Via doing this, we will introduce the two important maps, so called lifts of
Teichmuller map, and ι as introduced in the introduction of this chapter.

We will first begin with the construction of ker ΘCp , and see how we can reduce to the case
O
L̂∞

[ . Let us begin with a sequence π0 = π, πqi+1 = πi, where πi ∈ OCp . It can be seen that (..., πi

mod πOCp , ..., π0 mod πOCp) defines an element in OC[p . Let us denote this element as π̃. We have

ΘCp(τ(π̃)) = (π̃)] = lim
i→∞

πq
i

i = π

Hence, one has τ(π̃)− π1W (OC[p
) is in the kernel of ΘCp . By abusing of notation, we often denote

π1W (O
K[

) as π1W for a perfectoid field K. We have

τ(π̃)− π1W = (π̃, 0, ..., 0)− (0, 1, ...) = (π̃, ...)

And |π̃|[ = |π̃]| = |π|. And this yields by Proposition 3.3.2 that τ(π̃) − π1W generates the kernel
of ΘCp .

To reduce this construction to Θ
L̂∞

, we first note that L̂∞
[

= Eperf
L , but EL itself is not perfect. So,

if our construction begins from EL, we will need to extend EL to E1/qj

L := {α ∈ EL, αq
j ∈ EL}. We can

see that E1/qj

L is an extension of EL, with maximal ideal ofO
E

1/qj

L

ism
E

1/qj

L

= {α ∈ O
E

1/qj

L

, αq
j ∈ mEL},

where mEL is the maximal ideal of OEL . Note that the Frobenius x 7→ xq denote as Fr : O
E

1/qj+1

L

→
O
E

1/qj

L

is now bijective, and the Frobenius on Witt vectors Fr : W (O
E

1/qj+1

L

) → W (O
E

1/qj

L

) is also

bijective. To find such an element generating ker Θ
L̂∞

, we will also need the Lubin-Tate formal group,
applying to the maximal ideal MEL of W (OEL). To do this, we need to study further the topology on
W (OC[p).

Lemma 4.2.1. Let K be a perfectoid field, α ∈ OK[ , α 6= 0, and |α|[ < 1, then (τ(α), π1W )m forms
a fundamental system of open neighborhoods in W (OC[p) w.r.t the weak topology.

Proof. Because (τ(α), π1W )2m ⊆ (τ(α)m, (π1W )m) ⊆ (τ(α), π1W )m, it is sufficient to prove that
(τ(α)m, π1mW ) forms such a fundamental system. Take any (α0, α1, ..) ∈W (OK[), we have

τ(αm)(α0, α1, ..) + πmW (OK[) = τ(α)m(τ(α0) + πτ(α
1/q
1 ) + ...+ τ(α

1/qm−1

m−1 ) + Vm(OK[) =

= τ(αmα0) + τ(αmqα1) + ...+ τ(αmq
m−1

αm−1) + Vm(OK[)

And this yields

(τ(αm), (π1W )m) = αmOK[ × αmqOK[ × ...× αmq
m−1OK[ ×OK[ ×OK[ ...

From this, we obtain
V
αmqm−1 ,m

⊆ (τ(α)m, (π1W )m) ⊆ Vαm,m

where Va,m is defined as in Section 6 of Chapter II. And it follows that (τ(αm), π1mW ) forms such a
fundamental system.

Via this lemma, we have

Lemma 4.2.2. Let K be as above, and α ∈ W (OK[), such that 0 ≤ |Φ0(α)| < 1, then (α, π1W )m

forms a fundamenal system of open neighborhoods around 0 in W (OK[), w.r.t the weak topology
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Proof. We assume that a = Φ0(α), then it follows from the previous lemma that (τ(a), π1W )m forms
such a fundamental system. But then

α− τ(a) = (0, ...) ∈ π1W (OK[)

So, (α, π1W ) = (τ(a), π1W ), and the conclusion now follows.

We next consider the map Φ0 : W (OEL) → OEL , it is a homomorphism of ring, and MEL :=
Φ−1

0 (mEL) = {(a0, a1, ...) ∈ W (OEL)|a0 ∈ mEL} is a maximal ideal of W (OEL). And one of our main
goals is to consider the topology on MEL . First, we can equip W (OEL) the product topology on each
factor OEL , and this yields W (OEL) ⊂ W (OC[p) is Hausdorff, and complete (Proposition 2.6.2). Due
to the characterization of MEL , it is also closed in W (OEL), and hence, complete, w.r.t the weak
topology.

Corollary 4.2.3. With respect to the weak topology, any α ∈ MEL is topological nilpotent, i.e.
limi→∞ α

n = 0

Proof. If α = 0, then the conclusion is trivial. Otherwise, by Lemma 4.2.1, we have (α, π1W )m forms
a fundamental system around 0 in W (OC[p), and hence, (αn)n forms a Cauchy sequence in W (OC[p).
It is obvious to see that 0 is a convergent value for (αn)n. But then, since W (OC[p) is Hausdorff, the
convergent value is unique, and we conclude that limi→∞ α

n = 0.

Now, let F := Fφ the Lubin-Tate formal group law w.r.t φ. Because MEL is Hausdorff, complete,
and any α ∈MEL is topological nilpotent, we have (MEL ,+F ) is an abelian group. We can then define
the action

O ×MEL −→MEL

(a, α) 7−→ [a]φ(α)

And this turns MEL into an O-module. Because EL ⊆ E
1/qj

L ⊂ L̂∞
[
, we can immitate these

constructions above for E1/qj

L . In particular, we define

M
E

1/qj

L

= Φ−1
0 (m

E
1/qj

L

) = {(α0, α1, ...) ∈W (O
E

1/qj

L

), α0 ∈ m
E

1/qj

L

}

= {(α0, α1, ...), α
qj

0 ∈ mEL} = (Fri)−1(MEL)
(4.1)

Also, (M
E

1/qj

L

,+F ) is an O-module. And we have

πjW (O
E

1/qj

L

) = {πj(a0, a1, ...), a
qj

i ∈ OEL} = {(0, ..., 0, aq
j

0 , a
qj

1 , ...} = Vj(OEL) (4.2)

Lemma 4.2.4. The map [π]φ : M
E

1/q
L

→ MEL is well-defined, and [π]φ is a homomorphism of O-
modules.

Proof. Take any α ∈M
E

1/q
L

, we have αq ∈MEL , and πα = (0, αq0, ...) ∈ V1(OEL) ⊂MEL . Hence,

[π]φ(α) = αq + πG(α) = αq + πβ ∈MEL

where [π]φ = Xq + πG(X) ∈ O[[X]], and β = G(α) ∈M
E

1/q
L

By the previous lemma, and 4.1, we obtain

MEL

[π]φ◦Fr−1

−−−−−−→MEL

is well-defined. We will show that it is in fact an O-module homomorphism.
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Lemma 4.2.5. The maps Fr : M
E

1/q
L

→ MEL, and Fr−1 : MEL → M
E

1/q
L

are isomorphism of
O-modules.

Proof. We will prove for Fr−1, and because Fr and Fr−1 are inverse of each other, this automatically
turns out that Fr is an isomorphism, too. Assume that F (X,Y ) = Fφ(X,Y ) =

∑
r,s cr,sX

rY s, we
have

F (Fr−1(α), F r−1(β)) =
∑
r,s

cr,sFr
−1(α)rFr−1(α)s =

∑
r,s

cr,sFr
−1(αrβs)

=
∑
r,s

Fr−1(cr,sα
rβs) = Fr−1

(∑
r,s

cr,sα
rβs
)

= Fr−1(F (α, β))

where the third identity follows from the fact that Fr−1 : W (O
E

1/q
L

) → W (OEL) is an O-algebra
homomorphism, and the fourth identity follows from the fact that the map Fr : OC[p → OC[p is an
homeomorphism, and so is the map W (Fr) = Fr : W (OC[p) → W (OC[p), and in particular, Fr is
continuous.

Also, if we assume [a]φ = a1X + a2X
2 + ..., then

Fr−1([a]φ(α)) = Fr−1(a1α+ a2α
2 + ...) = a1Fr

−1(α) + a2Fr
−1(α)2 + ... = [a]φ(Fr−1(α))

And this yields Fr−1 is an O-module homomorphism. Because Fr−1 is also bijective, it is an
O-module isomorphism.

By combining Lemma 4.2.4, and Lemma 4.2.5, we get

[π]φ ◦ Fr−1 : MEL →MEL

is an O-module homomorphism. We denote this map as {.}1. Here are some facts about {.}1.

Lemma 4.2.6. For all α, β ∈MEL, we have

(i) {α}1 ≡ α mod V1(OEL).

(ii) If α ≡ β mod Vi(OEL), then {α}1 ≡ {β}1 mod Vi+1(OEL).

(iii) {}i+1
1 (α) ≡ {}i1(α) mod Vi+1(OEL).

Proof.

(i) We can represent [π]φ(X) = Xq + πG(X) for some G(X) ∈ XO[[X]], and this yields

{α}1 = [π]φ ◦ Fr−1(α) = [π]φ(α1/q) = (α1/q)q + πG(α1/q) ≡ α mod V1(OEL)

(ii) Due to 4.2, we have Vi(OEL) = πiW (O
E

1/qi

L

). From the assumption α ≡ β mod Vi(OEL), we

have α ≡ β mod πiW (O
E

1/qi

L

), and that Fr−1(α) ≡ Fr−1(β) mod πiW (O
E

1/qi+1

L

). And hence,

it is sufficient to prove for any α, β ∈ W (O
E

1/qi+1

L

), if α ≡ β mod πi, then [π]φ(α) ≡ [π]φ(β)

mod πi+1. But it is clear, since [π]φ(X) = Xq + πG(X), and we easily get αq ≡ βq mod πi+1,
and π(G(α)−G(β)) ≡ 0 mod πi+1.

(iii) By (i), we have {α}1 ≡ α mod V1(OEL), and by (ii), {{α}1}1 ≡ {α}1 mod V2(OEL). So by
induction, we get {}i+1

1 (α) ≡ {}i1(α) mod Vi+1(OEL).
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Due to (iii) of the lemma above, for any α ∈MEL , we have ({}n1 (α))n forms a Cauchy sequence in
the π-adic topology of W (OC[p), and hence it is also a Cauchy sequence in the weak topology on MEL ,
which is Hausdorff and complete. Hence, we can define

{α} := lim
i→∞
{}i1(α) ∈MEL

There is an useful characterization of {.}.

Lemma 4.2.7.

(i) {.} : MEL →MEL is an O-module homomorphism.

(ii) For α ∈ MEL, {α} is the unique element such that {α} ≡ α mod V1(OEL) and [π]φ({α}) =
Fr({α})

Proof.

1. Let α, β ∈MEL , we have

{α+Fβ} = lim
n→∞

{}n1 (α+Fβ) = lim
n→∞

({}n1 (α)+F {}n1 (β)) = lim
n→∞

{}n1 (α)+F lim
n→∞

{}n1 (β) = {α}+F {β}

Also, for any a ∈ O, we have

{[a]φ(α)} = lim
n→∞

([π]φ◦Fr−1)◦...◦([π]φ◦Fr−1)([a]φ(α)) = lim
n→∞

[a]φ{}n1 (α) = [a]φ lim
n→∞

{}n1 (α) = [a]φ{α}

where the second identity follows from the fact that [a]φ commutes with [π]φ and Fr−1 (Lemma
4.2.5). And hence {.} is a homomorphism of O-module.

2. It can be seen by Lemma 4.2.6 that

{α} ≡ {α}1 ≡ α mod V1(OEL)

Also, we have

Fr ◦ {}n1 (α) = Fr ◦ ([π]φ ◦ Fr−1) ◦ ... ◦ ([π]φ ◦ Fr−1)(α) = [π]φ({}n−1
1 (α))

And because Fr and [π]φ commute with the limit, we have

lim
n→∞

Fr({}n1 (α)) = Fr( lim
n→∞

{}n1 (α)) = Fr({α})

And
lim
n→∞

[π]φ({}n−1
1 (α)) = [π]φ lim

n→∞
{}n1 (α) = [π]φ({α})

This implies [π]φ({α}) = Fr({α}). For the uniqueness, assume that there exists β1, β2 ∈ MEL

such that β1 ≡ β2 mod V1(OEL), and [π]φ(βj) = Fr(βj). This yields [π]φ ◦ Fr−1(βj) = βj ,
i.e. {βj}1 ≡ βj . Because β1 ≡ β2 mod V1(OEL), we have {β1}1 ≡ {β2}1 mod V2(OEL), i.e.
β1 ≡ β2 mod V2(OEL), and so on. We finally get β1 ≡ β2 mod Vi(OEL), for all i, and hence,
β1 = β2.

Via this lemma, we get that if β ∈ MEL , such that β ≡ α mod V1(OEL), and [π]φ(β) = Fr(β),
then β = {α}, say another words, {.} is completely determined by modulo V1(OEL). As a corollary,
we get
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Corollary 4.2.8. For all α ∈MEL, we have {α} = {τ(Φ0(α))}

Proof. We have {τ(Φ0(α))} ≡ τ(Φ0(α)) ≡ α mod V1(OEL). And because β := {τ(Φ0(α))} satisfies
[π]φ(β) = Fr(β), we obtain the statement by Lemma 4.2.7 (ii).

We now introduce the two important maps

τφ : mEL
τ−→MEL

{}−→MEL

ιφ : T
ι−→ mEL

τφ−→MEL

The map τφ is obviously well-defined, since MEL = Φ−1
0 (mEL). And since T is mapped to mEL via

ι, the second map is also well-defined. And the connections between τφ, ιφ and ΘCp are reflected via
the following

Lemma 4.2.9. For any α ∈ mEL, we have

ΘCp(τφ(a)) = lim
i→∞

[πi]φ(ai)

where a = (..., ai mod πOCp , ..., a0 mod πOCp). In particular, ΘCp(ιφ(t)) = ΘCp(τφ(ω)) where t =
(zn)n is the generator for the Tate module, and ω = ι((zn)n)

Proof. Because ΘCp is continuous (Lemma 3.5.8), we have

ΘCp(τφ(a)) = ΘCp({τ(a)}) = ΘCp( lim
i→∞

[πi]φFr
−i(τ(a))) = lim

i→∞
ΘCp([π

i]φFr
−i(τ(a)))

And we have

[πi]φ ◦ Fr−i(τ(a)) = [πi]φ((..., ai+1 mod πOCp , ai mod πOCp), 0, 0, ...) = [πi]φ(τ(a1/qi))

And because ΘCp is also an O-algebra homomorphism, we have

ΘCp([π
i]φ(τ(a1/qi))) = [πi]φ(ΘCp(τ(a1/qi))) = [πi]φ((a1/qi)])

We have (a1/qi)] ≡ ai mod πOCp , and hence [π]φ((a1/qi)]) ≡ [π]φ(ai) mod π2OCp . Inductively,
we get in general [πi]φ((a1/qi)]) ≡ [πi]φ(ai) mod πi+1OCp . And this yields

ΘCp(τφ(a)) = lim
i→∞

ΘCp([π
i]φ(τ(a1/qi))) = lim

i→∞
[πi]φ((a1/qi)]) = lim

i→∞
[πi]φ(ai)

Because for all i, we have [πi]φ(zi) = 0, and ιφ(t) = τφ(ω). And this follows from the previous
computation that

ΘCp(ιφ(t)) = ΘCp(τφ(ω)) = lim
i→∞

[πi]φ(zi) = 0

We note that τφ(ω) ∈ L̂∞
[
, so we have actually found an element τφ(ω) such that Θ

L̂∞
(τφ(ω)) = 0.

Furthermore, τφ(ω) = {τ(ω)} ≡ τ(ω) mod V1(OEL), so both τφ(ω) and τ(ω) has the same 0-th
coordinate, which is ω. And it follows from Lemma 3.2.6 that

|ω|[ = lim
i→∞
|zi|q

i
= πq/q−1

And we want to adjust this absolute value. So it is natural to consider τφ(ω1/q). We have

Lemma 4.2.10.
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(i) [π]φ(τφ(ω1/q)) = τφ(ω).

(ii) τφ(ω)/τφ(ω1/q) ∈ O
E

1/q
L

.

Proof.

(i) We have [π]φ(τφ(ω1/q)) = [π]φ{τ(ω1/q)} = {[π]φ(τ(ω1/q))}, and

{[π]φ(τ(ω1/q))} ≡ [π]φ(τ(ω1/q)) ≡ τ(ω1/q)q ≡ τ(ω) mod V1(OEL)

Since {τ(ω)} = τφ(ω), by Lemma 4.2.7, we get the conclusion.

(ii) This follows directly from (i), since [π]φ(X) ∈ XO[[X]].

And it is easy for now to prove that

Corollary 4.2.11. c := τφ(ω)/τφ(ω1/q) satisfies Θ
L̂∞

(c) = 0, and |Φ0(c)|[ = |π|.

Proof. We have ΘCp(c).ΘCp(τφ(ω1/q)) = 0, by Lemma 4.2.9, but then

ΘCp(τφ(ω1/q)) = lim
i→∞

[πi]φ(zi+1) = z1

And z1 6= 0, we so obtain ΘCp(c) = Θ
L̂∞

(c) = 0. On the other hand, {τ(ω1/q)} ≡ τ(ω1/q)

mod V1(OEL), so they have the same 0-th coordinate, which is (...., z1 mod πOCp). And that |ω1/q|[ =

|z1| = |π|1/q−1. So, we get |Φ0(c)|[ = |π|.

Via this proof, we now obtain the complete proof for our tilting correspondences in the previous
chapter.

4.3 The coefficient ring

We can now describe a topological embedding from AL to W (EL). We first prove that

Lemma 4.3.1.

(i) The diagam below is commutative.

MEL

T

mEL

Φ0

ιφ

ι

(ii) For all a ∈ O, and y ∈ T , we have

[a]φ(ιφ(y)) = ιφ([a]φ(y)) and Fr(τφ(y)) = [π]φ(ιφ(y))

Proof.

(i) The commutativity of the diagram above is equivalent to say that the 0-th coordinate of ιφ(y)
is ι(y). We have ιφ(y) = τφ(ι(y)) = {τ(ι(y))} ≡ τ(ι(y)) mod V1(OEL), and this yields the 0-th
coordinate of ιφ(y) and τ(ι(y)) is the same. But then τ(ι(y)) = (ι(y), 0, ...), and hence, the 0-th
coordinate of ιφ(y) is exactly ι(y).
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(ii) For the first equality, we have

[a]φ(ιφ(y)) = [a]φ({τ(ι(y))}) = {[a]φ(τ(ι(y)))}

where the last identity follows from the proof of Lemma 4.2.7 (i). And

ιφ([a]φ(y)) = {τ(ι([a]φ(y)))}

And it is sufficient to prove that the two elements in {.} above has the same 0-th coordinate.
For the first element, we have its 0-th coordinate is the 0-the coordinate of [a]φ(τ(ι(y))) =
[a]φ(ι(y), 0, 0, ...). And for the second element, its 0-th coordinate is the 0-th coordinate of
τ(ι([a]φ(y))), which is ι([a]φ(y)). But then, since things we are considering are in the maximal
ideal MEL , where series converge, so ι([a]φ(y)) = [a]φι(y). And this also follows easily that the
0-th coordinate of the first element is also [a]φι(y).

For the second identity, we have

Fr(ιφ(y)) = Fr({τ(ι(y))}) = [π]φ({τ(ι(y))}) = [π]φ(ιφ(y))

where the second identity follows from Lemma 4.2.7 (ii).

Let us denote ωφ := ιφ(t), where t is a generator for the Tate module. We can extend ιφ to the
map

O[[X]] −→W (OEL)

f(X) 7−→ f(ωφ)

Because ωφ ∈ MEL , which is topological nilpotent, the map above is a well-defined O-algebra
homomorphism, and it makes the diagram

O[[X]] W (OEL)

k[[X]] OEL

pr Φ0

∼

commute by Lemma 4.3.1(i). Because W (EL) is a local domain, since EL is a field extension of
k, with the unique maximal ideal V1(EL) = kerφ0, and X is mapped to ωφ = ιφ(t), that satisfies
Φ0(ωφ) = ω 6= 0. So ωφ is invertible in W (EL). And hence, the diagram above can be extended to

O((X)) W (EL)

k((X)) EL

pr Φ0

∼

And that πmf(X) in O((X)) is mapped to πmf(ωφ) in W (EL). So the induced map

O((X))/πmO((X))→W (EL)/πmW (EL)

is well-defined, and compatible with the inverse system. So, we obtain the map

j : AL = lim←−
m

O((X))/πmO((X)) −→ lim←−
m

W (EL)/πmW (EL) = W (EL)

X 7−→ ωφ
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We recall that AL is a D.V.R with the the unique maximal ideal generated by π, so the kernel
of j is either 0 of πmAL. If the latter case occurs, we have j(πm) = 0 = πm1W , which is absurd.
Hence j is an embedding. Actually, j is a topological embedding w.r.t the weak topology on both AL

and W (EL) [Sch17](Proposition 2.1.16(i)). We denote the image of j as AL. We will conclude this
section by proving the compatibility between (φL,ΓL) action on AL and (Fr,ΓL) actions on AL. At

this point, we recall that any σ ∈ GL = Gal(Qp/L) acts continuously on L̂∞
[
and HL = Gal(Qp/L∞)

fixes L∞, and hence, fixes L̂∞
[
. So, this action is reduced to ΓL. And the induced action from ΓL

to W (L̂∞
[
) is defined on each coordinate, which turns out to be continuous as the following lemma

points out.

Lemma 4.3.2. The action from ΓL to W (L̂∞
[
) is also continuous.

Proof. Note that ΓL is a profinite group, that acts on L̂∞
[
as automorphisms of O-algebra, and this

action is continuous. This then follows by Lemma 3.5.6 that ΓL acts continuously on W (O
L̂∞

[). We
also recall that due to the notions of Section 6, Chapter II about topology on Witt vectors

Ua,m = Va,m + πmW (L̂∞
[
)

where a is an open ideal of O
L̂∞

[ , forms a fundamental system in W (L̂∞
[
), and that for any σ ∈ ΓL,

we have σ(πmW (L̂∞
[
)) = πmW (L̂∞

[
). Hence, ΓL acts continuously on W (L̂∞

[
).

Proposition 4.3.3. For all f ∈ AL, γ ∈ ΓL, we have
(i) j(ϕL(f)) = Fr(j(f))

(ii) j(γ(f)) = γ(j(f))

Proof. Assume that f = f =
∑

i∈Z aiX
i with limi→−∞ = 0, then for all m ≥ 1, there exists some

nm such that for all n ≤ nm, an ≡ 0 mod πm. We can define fm :=
∑m−1

i≤nm . Then it can be seen
that f − fm =

∑
i<nm

aiXi +
∑

j≥m ajX
j ∈ Um, where we recall that Um = XmO[[X]] + πmAL.

Because AL is Hausdorff, we have limmfm = 0, where fm ∈ O[[X,X−1]]. Also, since all maps we
are considering are continuous, it is sufficient to prove both statements for f ∈ O[X,X−1]. But then,
because all the maps are also O-algebre homomorphism, it is sufficient to check for f = X. And the
statements are now reduced to

(i) j(ϕL(X)) = Fr(j(X)).
(ii) j(γ(X)) = γ(j(X)).
For (i), we have j(X) = ωφ = ιφ(t) and φL(X) = [π]φ(X), so it is equivalent to say

[π]φ(ιφ(t)) = Fr(ιφ(X))

which holds due to Lemma 4.3.1 (i). It is a little more difficult to prove (ii). We have

j(γ(X)) = j([χ(γ)]φ(X)) = [χ(γ)]φ(j(X)) = [χ(γ)]φ(ιφ(t)) = ιφ([χ(γ)]φ(t)) = ιφ(γ(t))

where the fourth identity follows from the action from ΓL to T . So it is now sufficient to prove that
ιφ(γ(t)) = γ(ιφ(t)). Because ιφ is the composition of τ, ι and {.}, it is sufficient to check that the three
maps is ΓL-equivariant. For both τ, ι, this follows directly from the definitions of the actions. For {.},
by Lemma 4.3.2, ΓL acts continously, hence, it is sufficient to check that [π]φ : M

E
1/q
L

→ MEL and

Fr−1 : MEL → M
E

1/q
L

are ΓL-equivariant. But this is also clear, since ΓL acts continuously, we then

deduce the statement for [π]φ. And for Fr−1, it follows from the fact that Fr : W (OC[p) → W (OC[p)

is ΓL-equivariant.
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4.4 (ϕL,ΓL)-modules

Because AL
∼= AL as topological rings, we can study the topology on AL via AL. We recall that a

fundamental system of open neighborhoods around 0 in AL is given by

Ul,m = X lO[[X]] + πmAL(l ≥ 0,m ≥ 1)

There is another characterization of Ul,m

Lemma 4.4.1. Ul,m = {f =
∑

i∈Z aiX
i ∈ AL, ai ≡ 0 mod πm, ∀i < l}.

Proof. Assume that f = f =
∑

i∈Z aiX
i satisfies ai ≡ 0 mod πm, for all i < l, we can write

f =
∑
i<l

aiX
i +
∑
j≥l

ajX
j ∈ Ul,m

Conversely, let f = f =
∑

i∈Z aiX
i ∈ Ul,m, we can represent

f = X lg(X) + πmh(X)

for g ∈ O[[X]], h ∈ AL. And this yields the part of degree smaller than l of f is the part of degree
< l of πmh(X), and this implies ai ≡ 0 mod πm for all i < l. We therefore obtain the statement.

Via this characterization, we can see

Lemma 4.4.2. Let f = f =
∑

i∈Z aiX
i, g =

∑
i∈Z biX

i in AL, then f ≡ g mod Ul,m iff ai ≡ bi
mod πm, for all i < m.

Proof. It is obvious from the previous lemma.

Lemma 4.4.3. Let R be a commutative ring, we have

R((X)) ∼= lim←−
l

R((X))/X lR[[X]]

as R[[X]]-modules.

Proof. We can see that the map

R((X)) −→ lim←−
l

R((X))/X lR[[X]]

f 7−→ (f mod X lR[[X]])l

is a well-defined R[[X]]-module homomorphism. So f ∈ R((X)) maps to 0 in the limit iff f ∈ X lR[[X]]
for all l ≥ 0. And this yields f = 0.

For the surjectivity, take any (fl)l ∈ lim←−lR((X))/X lR[[X]], then fl+1 ≡ fl mod X lR[[X]], for all
l, i.e. fl and fl+1 has the same part of deree less than l. Hence, for any l, we can define Fl := fl − f0.
It can be seen that Fl ∈ R[[X]], and Fl+1 − Fl ∈ X lR[[X]]. Hence liml→∞ Fl exists in R[[X]], which
is denoted F . Let f := F + f0, we can see easily that the image of f via the map above is (fl)l.

Remark 4.4.4. We can now deduce another proof for the fact that AL is Hausdorff and complete
w.r.t the weak topology.

Proof. We have

lim←−
l,m

AL/Ul,m = lim←−
m

lim←−
l

(O/πmO)((X))/X l((O/πmO)[[X]]) = lim←−
m

(O/πmO)((X)) = AL

where the second identity follows from Lemma 4.4.3.
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Because AL is a D.V.R, any finitely generated AL-module has a free part and a torsion part, where
the torsion part is of the form AL/π

n1AL⊕ ...⊕AL/π
nmAL. We can equip any free finitely generated

AL-module M the product on each factor AL via the isomorphism A n
L
∼−→ M . And for any finitely

generated AL-module, there is a surjective map A n
L �M , and we can equipM the quotient topology.

This kind of topology is said to be the weak topology onM . We will prove that, in fact, the topology
on finitely generated AL-modules behaves in a nice way.

Lemma 4.4.5. Ul,m is also closed in AL.

Proof. It is clear, since Ul,m is a O[[X]]-submodule of AL, so if we take any f /∈ Ul,m, we have
(f + Ul,m) ∩ (Ul,m) = ∅. So AL \ Ul,m is open, and Ul,m is closed.

We are now ready for the following important

Proposition 4.4.6. LetM be a finitely generated AL-module, thenM is also Hausdorff, and complete.
Let N ⊆ M be a submodule, then N is closed in M , and the weak topology on N is the same as the
subspace topology on N induced from M .

Proof. Step 1. We will check the proposition for AL itself. The first statement is already proved. Let
N ⊆ AL is an AL-submodule, then N is of the form πmAL. We can see first that πmAL = ∩l≥mUl,m,
which is closed in AL, by the previous lemma.

The map

AL −→ πmAL

a 7−→ πma

is an isomorphism of AL-modules, and it turns out that πmUl,n = πmX lO[[X]] + πm+nAL forms a
fundamental system around 0 in πmAL, by the definition. In the subspace topology, we have the
fundamental system around 0 in πmAL is of the form

(X lO[[X]] + πn+mAL) ∩ (πmAL) = πm(X lO[[X]] + πm−nAL) = πmX lO[[X]] + πnAL

This yields the weak topology on πmAL is the same as the subspace topology.
Step 2. Let M be a free generated AL-module, then we have A n

L
∼−→ M for some n, and this

yields by the definition that the weak topology on M is the same as the product topology on A n
L .

From this M is complete and Hausdorff. Let N be any submodule of M , then N is of the form
πn1AL⊕ ...⊕ πnkAL(k ≤ m), which is closed in M by Step 1, and the weak topology on N is also the
subspace topology on M , by Step 1 again.

Step 3. For the case M = AL/π
jAL, where M is equipped with the quotient topology from via

the projection from AL. Let us denote Aj := AL/π
jAL, Oj := O/πjO, then the fundamental system

in AL is of the form
Vl,m = X lOj [[X]] + πmAj

By the same arguments as in Remark 4.4.4, we obtain M is Hausdorff and complete. Note that any
submodule N of M is of the form πmAL/π

jAL(m ≤ j), which is isomorphic to AL/π
j−mAL as AL-

modules, which is complete, and Hausdorff since we can replace M by AL/π
j−mAL in the beginning

of Step 3. And proceeding similarly to Step 1, the weak topology on N is the same as the subspace
topology induced from M .

Step 4. Now, if M is an arbitrary finitely generated AL-module, then M is of the form M =
A m
L ⊕ AL/π

m1AL ⊕ ... ⊕ AL/π
mkAL. And by combining all previous steps, we get M satisfies the

statement.

As a corollary, we obtain
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Corollary 4.4.7. LetM,N be two finitely generated AL-modules, then any AL-module homomorphism
α : M → N is continuous w.r.t the weak topology.

Using this, we can deduce

Lemma 4.4.8. Let α : AL → AL be a continuous ring homomorphism, and M,N are two finitely
generated AL-module, and β : M → N an α-linear homomorphism, i.e. β(m1 + m2) = β(m1) +
β(m2), β(fm) = α(f)β(m), for all f ∈ AL,m1,m2 ∈M , then β is continuous.

Proof. Because β is α-linear, we want to linearize this map, so that we can use Corollary 4.4.7. We
denote AL ⊗ϕL,AL M the tensor product with the base ring AL, and AL on the left is considered as
AL-module via the map α. We note that, for this a⊗ b.m = b.a⊗m = α(b)a⊗m. We can define

βlin : AL ⊗ϕL,AL M −→ N

f ⊗m 7−→ fβ(m)

. The map βlin is now AL-linear. And there exists an AL-linear map β̃ making the following diagram
commute

A m
L A m

L = AL ⊗ϕL,AL A m
L A n

L

M AL ⊗ϕL,AL M N

αm

λM

β̃

id⊗λm λN

m7→1⊗m

β

βlin

We note that for term in the middle, if we consider α : AL → AL and denote B := AL on the left,
then AL has the structure of a bi-module AL(AL)B and A m

L has structure of a bi-module B(AL
m)AL .

And hence, AL(AL)B ⊗B B(AL
m)AL has the structure of AL-module, this yields the map

AL(AL)B ⊗B B(AL
m)AL −→ ALA m

L

a⊗ (a1, ..., am) 7−→ (aa1, ..., aam)

is hence, an isomorphism of AL-module.
This yields by Corollary 4.4.7 that all maps in the diagram above, except β and m 7→ 1 ⊗m is

continuous. But due to the universal property of quotient topology, we get β must be continuous as
well.

We are now turning to the definition of (ϕL,ΓL)-modules.

Definition. Let M be a finitely generated AL-module, then M is said to be a (ϕL,ΓL)-module if
(i) ΓL acts on M as semilinear continuous automorphism, where semilinear means that for all

γ ∈ ΓL, f ∈ AL,m,m2,m2 ∈M , we have γ(fm) = γ(f)γ(m), and γ(m1 +m2) = γ(m1) + γ(m2).
(ii) There exists a ϕL-linear endomorphism ϕM : M →M which commutes with the action of ΓL.
A (ϕL,ΓL)-moduleM is said to be etale if the linearized map ϕlin

M : AL⊗ϕL,ALM →M is bijective.

Due to Lemma 4.4.8, we know that the map ϕM is continuous, since ϕL is a continuous ring
homomorphism of AL.

Definition. Let M,N be two etale (ϕL,ΓL)-modules, then a morphism between M and N is an
AL-linear map, such that

α ◦ ϕM = ϕN ◦ α and α ◦ γ = γ ◦ α(∀γ ∈ ΓL)

We denote Modet(AL) the category of etale (ϕL,ΓL)-modules. It can be proved that

Proposition 4.4.9. Modet(AL) is an abelian category.
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Proof. Let α : M → N be a morphism between two etale (ϕL,ΓL)-modules. By the definition, it is
easy to see that kerα and cokerα are (ϕL,ΓL)-modules. Note that since AL is a D.V.R and it is a free
ϕL(AL)-module by Lemma 4.1.3, we have AL ⊗ϕL,AL − is an exact functor. From the exact sequence

0→ kerα→M → N → cokerα→ 0

we have

0→ AL ⊗ϕL,AL kerα→ AL ⊗ϕL,AL M → AL ⊗ϕL,AL N → AL ⊗ϕL,AL cokerα→ 0

is also exact, and it can be seen that the diagram below

0 AL ⊗ϕL,AL kerα AL ⊗ϕL,AL M AL ⊗ϕL,AL N AL ⊗ϕL,AL cokerα 0

0 kerα M N cokerα 0

ϕlin
kerα ϕlin

M ϕlin
N ϕlin

cokerα

is commutative, which rows are exact, and the two middle vertical arrows are isomorphism. This yields
that the left and right arrows are isomorphisms, too. Hence both kerα, cokerα are etale (ϕL,ΓL)-
modules. And hence, Modet(AL) is an abelian category.

Important Remark. The axiom for the continuous action from ΓL to etale (ϕL,ΓL)-modules
can be deduced from other axioms [Sch17](Theorem 2.2.8).

We finish this chapter by some examples about (ϕL,ΓL)-modules.

Example 4.4.10. M := AL is an etale (ϕL,ΓL)-modules, with ϕM := ϕL.

Example 4.4.11. Let M be an object in Modet(AL), and ψ : ΓL → O× is any homomorphism of
groups, then we can defined the twists of M , denoted M(ψ), whose underlying AL-module structure
is the same as M , and ϕM(ψ) := ϕM . But the action from ΓL is defined to be

ΓL ×M(ψ) −→M(ψ)

(γ,m) 7−→ ψ(γ) · γ(m)

where ψ(Γ) acts on M through χ−1
L : O× → ΓL.

Later, by using the equivalence of categories, we will prove that for the case of rank one module
M in Modet(AL), M is isomorphic to AL twisted by a character ψ : ΓL → O×.

Example 4.4.12. We will use an explicit method to constructM a free etale (ϕL,ΓL)-module of rank
1. For γ ∈ ΓL, we can assume that γ(e1) = Cγe1, with Cγ ∈ AL \ πAL, then γ(fe1) = γfCγe1. For

ϕM : M −→M

e1 7−→ De1

it is ϕL linear, i.e. ϕL(fe1) = ϕL(f)ϕM (e1) = ϕL(f)De1.
The condition φM commutes with ΓL actions means ϕM ◦ γ = γ ◦ ϕM , where

ϕM (γ(fe1)) = ϕM (γfCγe1) = ϕL(γfCγ)e1 = ϕL(γf)ϕL(Cγ)De1

γ(ϕM (fe1)) = γ(ϕL(f)De1) = γϕL(f)(γD)Cγe1

And the commutativity implies that φL(Cγ)D = (γD)Cγ , because φL is ΓL-equivariant. If we
choose further D ∈ AL \ πAL, then it is obvious that ϕlin

M is an isomorphism. We can reduce the last
condition to
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ϕL(C)D = (γD)C

It is equivalent to say C([π]φ(X))D(X) = D([χ(γ]φ(X))C(X). There is a possible solution for
this. We note that

[π]φ([χ(γ)]φ(X)) = [χ(γ)]φ([π]φ(X))

Taking the derivative both sides, we have

[π]′φ([χ(γ)]φ(X)).[χ(γ)]′φ(X) = [χ(γ)]′φ([π]φ(X)).[π]′φ(X)

And this yields an obvious solution C = [χ(γ)]′φ(X), D =
[π]′φ(X)

π . Note that we need to divide π
in D, since [π]φ(X) = πX + Xq + ..., and we need to choose D ∈ AL \ πAL. This example shows in
fact that the global differential form ALdX = Ω1

AL
is an etale (ϕL,ΓL)-module, with the action

γ(fe1) = f([χ(γ)]φ(X))[χ(γ)]′φ(X)dX

φM (fe1) = f([π]φ(X))
[π]′φ(X)

π
dX

It is proved in [SV16] that AL(χL) ∼= Ω1
AL

in Modet(AL).



Chapter 5

An equivalence of categories

In this chapter, we will prove that the categories of Galois representation RepO(GL) is equivalent to
the categories of etale (ϕL,ΓL)-modules. For the first step, we will construct the ring A, which contains
both O and AL as subrings. Later, we will describe functors between the two categories, and begin
the proof from the case π-torsion modules, and by devissage, deduce the equivalence of categories for
the case πm-torsion modules, and finally, move to the general case by a simple limit argument. We
finish this chapter by two applications of the equivalence of categories

• The classification of rank one Galois representations and rank one etale (ϕL,ΓL)-modules.

• The p-cohomological dimension of GQp .

5.1 The ring A

Because AL ∼= AL as topological ring, and Fr on the left is compatible with ϕL on the right, we have
for all f ∈ AL ϕL(f) ≡ f q mod πAL implies that Fr(a) ≡ aq mod πAL for all a ∈ AL. Let us
denote BL the fraction field of AL. We can see that BL is a complete, non-archimedean field with its
ring of integer AL, and its residue field EL.

Let C be an unramified extension of BL of degree d with its ring of integer OC we want to construct
the extension σ of Fr on OC such that σ is an O-algebra and σ(c) ≡ cq mod πOC , for all c ∈ OC . If
such extension exists, then we can use Proposition 2.5.1, to embed OC into W (Esep

L ).
Let b ∈ OC , so that OC = AL ⊕ALb⊕ ...⊕ALbd−1, and b has its minimal polynomial P (X) over

BL, such that P (X) := P (X) mod EL[X] is separable. Hence, to determine σ, we have σ(a0 + a1b+
...+ad−1bd−1) = ϕL(a0)+ϕL(a0)σ(b)+...+ϕL(ad−1)σ(bd−1). So, it is sufficient to determine σ(b). But
then, since OC ∼= AL[X]/PAL[X], where b is sent to X, we need a compatible condition between b and
σ(b), so that σ is a ring homomorphism. Say another words, if P (X) = a0 +a1X+ ...+ad−1X

d−1 +Xd,
then σ(b) is a root of Q(X) := ϕL(a0) + ϕL(a1)X + ... + ϕL(ad−1)Xd−1 + Xd. Because ϕL(a) ≡ aq

mod πAL, we have Q(Xq) = Q(X) mod π = P (X). This yields if α is a root of P (X), then αq is a
root of Q(X). So, in particular, Q(X) has d distinct roots, and it is separable, since P (X) is. Now,
b
q is a root of Q(X), and by Hensel’s lifting lemma, we can lift bq to a unique c ∈ OC , such that
Q(c) = 0, and c ≡ bq mod πOC . So, due to the uniqueness of root lifting, we need to have σ(b) = c.
From this, we obtain the existence and the uniqueness of the extension of Fr on OC .

We can now embed OC into W (Esep
L ) as follows. If we begin with F/EL a finite extension in Esep

L ,
then there exists a unique C/BL a finite unramified extension such that OC/πOC ∼= F . And by the
existence of σ in OC , by Proposition 2.5.1, there exists an O-algebra homomorphism s : OC →W (OC)
such that s is uniquely determined by the two commutative diagrams below.

OC W (OC)

OC

s

id
Φ0

(5.1)

80
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OC W (OC)

OC W (OC)

s

σ Fr

s

(5.2)

From 5.1, we obtain the following comutative diagram.

OC W (OC) W (OC/πOC) W (F ) W (Esep
L )

OC OC/πOC F Esep
L

s

id
Φ0

W (pr)

Φ0

∼

Φ0 Φ0

pr ∼

The composition map OC → W (Esep
L ) is hence, injective, since otherwise, πm 7→ 0 for some m,

but it is absurd, since π is not a zero divisor in W (Esep
L ) (Proposition 2.4.5) . We denote this image

as A(F ), then A(F ) ∼= OC via an O-algebra isomorphism. This follows that
(1”) A(F ) is a D.V.R with prime element π. This is clear via the isomorphism.
(2”) A(F )/πA(F ) ∼= F via Φ0. It is also clear from the commutative diagram

OC A(F )

F F.

∼

pr Φ0

We prove that such A(F ) satisfying AL ⊆ A(F ) ⊆ W (Esep
L ), and (1”), (2”) as above is unique, for

fixed F/E: finite, separable extension. In fact, if we fix an algebraic closure of the fraction field of
W (Esep

L ), then it contains a algebaic closure BL of BL, and because of conditions (1”) and (2”), the
fraction field of A(F ) is the unique finite unramified extension of BL in BL, with residue field F . We
can also see that the field A(F ) satisfies

(3”) The fraction field of A(F ) is a finite unramified extension of BL. This is clear.
(4”) The Frobenius Fr on W (Esep

L ) preserves A(F ).
For (4”), it follows from 5.5 that the diagram

OC W (OC) W (OC/πOC) W (F ) W (Esep
L )

OC W (OC) W (OC/πOC) W (F ) W (Esep
L )

s

σ Fr

W (pr) ∼

Fr Fr Fr

s W (pr) ∼

(5.3)

is commutative. Hence, we get the diagram

OC AL

OC AL

s

σ Fr

s

(5.4)

is also commutative, so that Fr fixes A(F ). We now denote

Anr :=
⋃

F/E:fin. sep.

A(F )

then it can be seen that
(1’) Anr is a D.V.R with prime element π, and Anr/πAnr ∼= Esep

L .
(2’) Frobenius on W (Esep

L ) preserves Anr.
(3’) The action from GL to W (OC[p) preserves Anr.
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For (3’), we recall that the action from ΓL and hence, GL preserves EL, because HL fixes L̂∞
and hence L̂∞

[
, and EL ⊆ L̂∞

[
. This yields GL preserves Esep

L . Also, the isomorphism AL
∼= AL

is ΓL-equivariant Proposition 4.3.3, so GL also preserves AL. Hence, for any γ ∈ GL, we have
AL ⊆ γA(F ) ⊆W (Esep

L ). And it is clear that γA(F ) also satisfies the conditions (1”) and (2”), because
γ acts as O-algebra automorphism. Due to the uniqueness of A(F ), we have γA(F ) = A(F ). This
yields GL perserves Anr.

We denote A the completion of Anr, w.r.t the π-adic topology. We will prove that A ⊆ W (Esep
L ).

But this follows easily, sinceW (Esep
L ) is π-adically complete by Corollary 2.4.4, and πmW (Esep

L )∩Anr =
πmAnr, so the π-adic topology on Anr is induced from the π-adic topology on W (Esep

L ). So we get
(1) A is complete D.V.R with prime element π, and A/πA ∼= Esep

L .
Also, any O-algebra homomorphism W (C[p) → W (C[p) is continuous w.r.t the π-adic topology,

because OC[p is perfect extension of k, and hence W (C[p) is a D.V.R with prime element π. And in
particular, Fr and the action from GL is continuous on W (Esep

L ) w.r.t the π-adic topology. So by
continuity and (2’), (3’), we get

(2) Frobenius Fr preserves A.

(3) GL preserves A, with HL fixes AL. This is because HL fixes W (L̂∞
[
) ⊇W (EL).

5.2 A description for the functors

Definition. We denote RepO(GL) the category consisting of finitely generated O-module V , where
GL acts continuously as O-linear endomorphisms, with respect to the π-adic topology on V .

In this section, we will describe the functors between RepO(GL) and Modet(AL). For the first
functor, we have to use the second tilting correspondence for absolute Galois groups. Recall that
Gal(Qp/L∞) = HL

∼= HEL = Gal(Esep
L /EL).

Lemma 5.2.1. AHL = AL.

Proof. We have (A/πA)HL = (Esep
L )HL = EL = AL/πAL. Consider the following diagram, where rows

are exact
0 AL/π

mAL AL/π
m+1AL AL/πAL 0

0 (A/πmA)HL (A/πm+1A)HL (A/πA)HL 0.

(5.5)

By induction, the left and right arrows are isomorphism. This yields the middle arrow is an
isomorphism, too. And we get (A/πmA)HL = AL/π

mAL for all m. From this, we get

AHL = (lim←−
m

A/πmA)HL = lim←−
m

(A/πmA)HL = lim←−
m

(AL/π
mAL) = AL.

Now, let V be any object in RepO(GL), we have A⊗O V is an A-module, with the action from GL

GL × (A⊗O V ) −→ A⊗O V
(σ, a⊗ v) 7−→ σ(a)⊗ σ(v)

Let us denote ϕ := Fr⊗id : A⊗OV → A⊗OV a linear map of A-module, and D(V ) := (A⊗OV )HL .
As in Lemma 5.2.1, because AHL = A, we have D(V ) is an AL-module. The action from ΓL on D(V )
is induced from the action from GL on A ⊗O V defined above, which is semi-linear, since if we take
any σ ∈ GL, a ∈ AL, then

σ(ab⊗ v) = σ(a)σ(b)⊗ σ(v) = σ(a)σ(b⊗ v)
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Furthermore, let us define ϕD(V ) := ϕ|D(V ), then it can be seen that ϕD(V ) is ϕL-linear, where
ϕL = Fr in AL, since

ϕD(V )(ab⊗ v) = Fr(ab)⊗ v = Fr(a)Fr(b)⊗ v = ϕL(a)(Fr(b)⊗ v) = ϕL(a)ϕD(V )(b⊗ v)

Also, since Fr acts onW (Esep
L ) is just bt taking q-th power of coordinates, it is obvious commutative

with the action from GL. Hence, we have a candidate for our first functor

D : RepO(GL) −→ Modet(AL)

V 7−→ D(V ) = (A⊗O V )HL

Later, we will show that D is actually well-defined. To do this, we will prove two things:
(D1) D(V ) is a finitely generated O-module.
(D2) The action from ΓL to D(V ) is continuous.
We also obtain a map

adV : A⊗AL D(V ) −→ A⊗O V
a⊗ (a′ ⊗ v) 7−→ aa′ ⊗ v

. And it is easy to check that adV ◦ (Fr ⊗ ϕD(V )) = ϕ ◦ adV , and adV is GL-equivariant.
And we obtain an additional property (that we will need to check)
(D3) adV is bijective.
And it can be deduced that (D1) and (D3) imply (D2) [Sch17](Proposition 3.1.12 (i)). Furthermore,

we have

Proposition 5.2.2. Let V ∈ RepO(GL) such that (D1) and (D3) holds for V , then V and D(V ) have
the same elementary divisors.

Proof. Because A,O, AL are DVRs, as O-module, we can write V =
⊕r

i=1O/πniO. And as AL-
module, due to (D1), we can D(V ) =

⊕s
i=1AL/π

miAL. We can write

A⊗O V = A⊗O
( r⊕
i=1

O/πniO
)

=
r⊕
i=1

A/πniA

And similarly

A⊗AL D(V ) =
s⊕
i=1

A/πmiA

Due to (D3), we then r = s, and ni = mi up to some permutation.

We now come to the second cadidate.

Lemma 5.2.3. (W (Esep
L ))Fr=1 = W (k) = O.

Proof. We have (W (Esep
L ))Fr=1 = {(a0, a1, ...) ∈ W (Esep

L ), aqi = ai,∀i}. And this yields ai ∈ k for all
i.

Now, let M be an object in Modet(AL), we have A ⊗AL M is an A-module. We can define
ϕ := Fr ⊗ ϕM : A⊗AL M → A⊗AL M , and the action from GL is defined as

GL ×A⊗AL M −→ A⊗AL M
(σ, a⊗m) 7−→ σ(a)⊗ σ(m)
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where σ acts on M by the reduction from GL to ΓL. We can see, by Lemma 5.2.3, that V (M) :=
(A⊗AL M)ϕ=1 is actually an O-module. And the action from GL is obvious O-linear, since GL fixes
L. And we then obtain a candidate for the second functor

V : Modet(AL) −→ RepO(GL)

M 7−→ (A⊗AL M)ϕ=1

To prove that V (M) is well-defined, we have to prove that
(V1) V (M) is finitely generated.
(V2) GL acts continuously on V (M).
And we also have a map

adM : A⊗O V (M) −→ A⊗AL M
a′ ⊗ a⊗m 7−→ a′a⊗m

It is easy to check that adM is GL-equivariant, and (Fr⊗ϕM ) ◦ adM = adM ◦ (Fr⊗ id). We have
an additional property of adM , that we need to check

(V3) adM is bijective.
Similarly, (V1) and (V3) imply (V2) [Sch17](Proposition 3.1.13 (i)), and similar to Propositi-

tion5.2.2, we obtain

Proposition 5.2.4. If M in Modet(AL) satisfying (D1) and (D3), then M and V (M) has the same
elementary divisors.

We also have

Lemma 5.2.5. Under the assumptions (D1), (D3), (V1) and (V3), we have D and V are quasi-inverse
of each other.

Proof. First, under the assuptions of (D1), (D3) and (V1), V(3), D ,V are well-defined. We have

V (D(V )) = (A⊗AL D(V ))Fr⊗ϕD(V )=1 ∼−→ (A⊗O V )Fr⊗id=1 = AFr=1 ⊗O V = V

where the second isomorphism follows from (D3). And similarly,

D(V (M)) = (A⊗O V (M))HL
∼−→ (A⊗AL M)HL = AHL ⊗AL M = M

where the second isomorphism follows from (V3), and the third identity is obtained from the fact that
M i fixed under the action of HL.

We are now ready to state the main theorem

Theorem 5.2.6. The functors D and V are well-defined functors between RepO(GL) and Modet(AL),
and are quasi-inverse of each other.

Via our above arguments, it is now sufficient to check the conditions (D1), (D3) for D , and (V1),
(V3) for V . In the next section, we will first begin with the case of π-torsion modules.

5.3 The equivalence of categories in the case π-torsion modules

If V in RepO(GL), and πV = 0, we can consider V as a finite dimensional k-vector space, and the
action of GL is continuous w.r.t the discrete topology on V . And in this case, D(V ) = (Esep

L ⊗k V )HL .
And for M in Modet(AL), with πM = 0, we can regard M as a finite dimensional EL-vector space.
And in this case V (M) = (Esep

L ⊗EL M)ϕ=1. We will prove first that D is well-defined.
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Lemma 5.3.1. Let F/E be finite Galois extension of fields with Galois group G, and V a finite
dimensional E-vector space, with a linear action from G, then there exists an F -basis of F ⊗E V such
that this basis is fixed by G.

Proof. We recall that if F/E is a finite Galois extension with Galois group G, then there exists b ∈ F ,
such that (g(b))g∈G forms an E-basis for F . Let us denote d := dimE V , and V tri be V as E-vector
space, with the trivial action from G. We can define a map

α : F ⊗E V tri −→ F ⊗E V(∑
g∈G

agg(b)
)
⊗ v 7−→

(∑
g∈G

agg(b)
)
⊗ g(v)

where ag ∈ E for all g ∈ G. It can be seen that α is an isomorphism of E-vector spaces, and G-modules.
Hence,

(F ⊗E V ) ∼= (F ⊗E V tri)G = V tri

Hence, there exists (u1, ..., ud) in F ⊗E V such that u1, ..., ud is linearly independent over E, and
they are fixed under the action of G. We will prove that they are linearly independent over F . Assume
that there exists c1, ..., cd ∈ F such that

∑
i ciui = 0, with c1 6= 0. By multiplying c1 with c−1

1 b, we
can assume that c1 = b. Taking the action for all g ∈ G to the sum above, and summing them up, we
obtain (∑

g∈G
g(b)

)
u1 + ...+

(∑
g∈G

g(cd)
)
ud = 0

But it is a contradiction, since
∑

g∈G g(ci) ∈ E, and
∑

g∈G g(b) 6= 0. Hence (u1, ..., ud) is an F -basis
for F ⊗E V .

Lemma 5.3.2. Let E be a field, and Esep a seperable closure of E with Galois group H, and V a
finite dimensional E-vector space, and an H-module, with dimE V = d. Assume that (u1, ..., ud) in
Esep ⊗E V is E-linearly independent, and they are fixed by the action of H, then (u1, ..., ud) is an
Esep-basis for Esep ⊗E V .

Proof. Assume that there exists ci ∈ Esep, such that
∑

i ciui = 0, with c1 6= 0. Let F be the normal
closure of E(c1, ..., cd), then F/E is a finite Galois extension with Galois group G, where G is a quotient
of H. And H fixes ui implies that G fixes ui, and hence, if we take actions of all g ∈ G, and sum them
up, we can apply the same trick as in the proof of the previous lemma, and obtain a contradiction.

Lemma 5.3.3. Let V be in RepO(GL), with πV = 0, there exists an Esep
L -basis of Esep

L ⊗k V that is
fixed by HL.

Proof. Because GL acts continuously on V , so does HL, and because the topology on V is discrete,
any {vi} ⊂ V is open, and hence, there exists an open normal subgroup N of HL such that N fixes V .
Because HL

∼= Gal(Esep
L /EL) topologically, we have N is an open normal subgroup of Gal(Esep

L /EL),
and therefore, is of finite index. Let F := (Esep

L )N , then F/EL is a finite Galois extension with Galois
group G := HL/N . And we have

(Esep
L ⊗k V )N = F ⊗k V

And hence,
(Esep

L ⊗k V )HL = (F ⊗k V )G (5.6)

Let W1 := EL ⊗k V , then the action of G on W1 is EL-linear, and by Lemma 5.3.3, there exists an
F -basis (u1, ..., ud) of F ⊗EL W1 = F ⊗k V that is fixed by G. And due to 5.6, (u1, ..., ud) is fixed by
HL. Let W2 := F ⊗k V , then (u1, ..., ud) are F -linearly independent in Esep

L ⊗F W2 = Esep
L ⊗k V fixed

by HL. Therefore, by Lemma 5.3.2, (u1, ...ud) is an Esep
L -basis of Esep

L ⊗F W2 = Esep
L ⊗k V .

We are now ready for one of the main results of this section
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Proposition 5.3.4. For any V in RepO(GL), with πV = 0, then D(V ) satisfies (D1) and (D3).

Proof. We recall that we can write D(V ) = (Esep
L ⊗k V )HL . Let (u1, ..., ud) be a basis in Lemma 5.3.3

above, where d := dimk V , then

(Esep
L ⊗k V )HL = (Esep

L u1 ⊕ ...⊕ Esep
L ud)

HL = ELu1 ⊕ ...⊕ ELud

Hence, D(V ) is a finite dimensional EL-vector space, and it satisfies (D1). And

Esep
L ⊗EL D(V ) = Esep

L ⊗EL
(
ELu1 ⊕ ...⊕ ELud

)
= Esep

L ⊗k V

And this yields D(V ) also satisfies (D3).

Now, via Proposition 5.3.4, we can see that the functor D is well-defined. We now turn to the case
of the functor V .

Let F be any separable closed field over k, and W is a finite dimensional F -vector space, with a
map f : W →W , such that f is φq-endomorphism, where φq is the Frobenius map, and the map

f lin : F ⊗φq ,F W −→W

a⊗ w 7−→ af(w)

is bijective. We will prove that dimkW
f=1 = dimF W , via several steps.

Note that since F φq=1 = k, for any w ∈W f=1, and a ∈ k, we have

f(aw) = aqf(w) = af(w) = aw

So, aw ∈W f=1, and W f=1 is a k-vector space. In the latter, we assume that W 6= 0.

Lemma 5.3.5. W f=1 6= 0.

Proof. Let us choose w0 6= 0 inW , and r ≥ 1 be the smallest integer such that w0, w1 = f(w0), ..., wr :=
f(wr−1) are linearly dependent. And there exists c0, ..., cr in F such that c0w0 + ...+ crwr = 0, where
cr 6= 0.

Assume that there exists d1, ..., dr in F such that d1w1 + ...+ drwr = 0, then since wi = f(wi−1),
we have d1f(w0)+ ...+drf(wr−1) = 0. Since f lin is bijective, f lin(d1⊗w0 + ...+dr⊗wr−1) = 0 implies
that d1 ⊗ w0 + ... + dr ⊗ wr−1 = 0, but this yields d1 = ... = dr = 0, since w0, ..., wr−1 are linearly
independent over F . Hence w1, ..., wr are also linearly independent. And we get c0 6= 0.

We consider now a linear combination w = x0w0 + ...+xr−1w
r−1, then f(w) = xq0w1 + ...+xqr−1wr.

We will find xi such that f(w) = w. This happen iff f(w)− w = 0, or equivalently

x0w0 + (xq1 − x
q
0)w1 + ...+ (xr−1 − xqr−2)wr−1 − xqr−1wr = 0

And this occurs iff there exists x ∈ F , such that

x0 = c0x

x1 − xq0 = c1x⇔ x1 = cq0x
q + c1x

xr−1 − xqr−2 = cr−1x⇔ xr−1 = cq
r−1

0 xq
r−1

+ ...+ cr−1x

xqr−1 + crx = 0⇔ cq
r

0 x
qr + ...+ cqr−1x

q + crx = 0

i.e. x is a root of the last equation. Because c0, cr 6= 0, the polynomial in the last equation is separable,
and hence, it has a root x in F . And have constructed w 6= 0 such that w ∈W f=1.

Lemma 5.3.6. dimkW1 ≤ dimF W , where W1 := W f=1.
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Proof. Assume that dimkW1 > dimF W , then sinceW 6= 0, we have dimkW1 ≥ 2. And we can choose
a smallest integer r ≥ 2 such that u1, ..., ur in W1, linearly independent over k, but linearly dependent
over F . Assume that w := c1u1 + ... + crur = 0, where ci ∈ F, cr 6= 0, then we must have ci ∈ F×,
since otherwise, it will contradict to the minimality of r. We can assume that cr = 1, and

f(w) = u1 + cq1u2 + ...+ cqrur = 0

And this yields (cq2 − c2)u2 + ...+ (cqr − cr)ur = 0, and this yields all cqi − ci = 0, i.e. ci ∈ k. and this
leads to a contradiction.

Lemma 5.3.7. We have

1. dimkW1 = dimkW .

2. The F -linear map

F ⊗k W1 −→W

a⊗ w 7−→ aw

is bijective.

3. The k-linear map f − id : W →W is surjective.

Proof. We will prove that there exists a k-basis ofW1 such that it is also an F -basis ofW by induction
on d := dimF W . Assume that d = 1, then by Lemma 5.3.5, W1 6= 0, and dimkW1 ≥ 1. By Lemma
5.3.6, dimkW1 = 1, and hence, there exists w1 ∈W1 such that w1 is both k-basis for W1 and F -basis
for W .

Now, let d ≥ 2, we can choose w1 ∈W1 such that w1 6= 0. Let W̃ := W/Fw1, and

f̃ : W̃ −→ W̃

w + Fw1 7−→ f(w) + Fw1

This map is well-defined since f(w1) = w1. And the map f̃ lin is bijective. In fact, the surjectivity
follows directly from the surjectivity of f lin. Moreover

f lin|Fw1 : F ⊗φq ,F Fw1 −→ Fw1

a⊗ bw1 7−→ abqw1

is well-defined, and hence bijective, since they have both dimension 1 over F . From this, we have
f(a⊗ w) ∈ Fw1 iff w ∈ Fw1. And this yields f̃ lin is also injective.

We next have the pair (W/Fw1, f̃
lin) satisfies the same condition as (W, f). Hence, by induction,

there exists w′2, ..., w′d a k-basis of (W/Fw1)f̃=1 such that w′2, ..., w′d is also an F -basis of W/Fw1.
And we have f̃(w′i) = w′i implies that f(w′i) = w′i + aiw1, for some ai ∈ F , and 2 ≤ i ≤ d. Take
wi = w′i + xiw1, we will find xi such that f(wi) = wi, i.e.

w′i + xiw1 = wi = f(wi) = f(w′i + xiw1) = f(w′i) + xqi f(w1) = w′i + aiw1 + xqiw1

And it is sufficient to have xi is a root of fi(x) := xq−x+ai. These polynomiasl are clearly separable,
so they have roots in F . And via the construction, we obtain (w1, ..., wd) ∈W1 is a desired basis.

From this construction, we easily obtain the second statement. For the third statement, it can be
seen that the map f − id on W corresponds to the map (φq − id)⊗ id on F ⊗kW1. But for any c ∈ F ,
the equation xq−x = c is seperable and hence, has solutions in F . This yields f − id is surjective.

We are now going to apply the first two parts of this lemma to the functor V , where F :=
Esep
L ,W := Esep

L ⊗EL M , and f := φq ⊗ ϕM , then we will get
(V1) V (M) is a finite dimensional k-vector space.
(V3) Esep

L ⊗k V (M) ∼= Esep
L ⊗EL M .

Hence, we obtain
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Proposition 5.3.8. Let M be in Modet(AL), such that πM = 0, then V (M) satisfies (V 1) and (V 3).

Via Proposition 5.3.8, Proposition 5.3.4, and Lemma 5.2.5 we obtain in the case of π-torsion
modules, D , V are well-defined functors, and they are quasi-inverse of each other.

5.4 The case of πm-torsion modules

We will begin this section with applications of Hilbert’s 90 theorem.

Lemma 5.4.1. Let F/E be a finite Galois extension of fields, with Galois group G, and V/E is a
finite dimensional E-vector space, with a linear action from G, then H1(G,F ⊗E V ) = 0.

Proof. We recall the result of Lemma 5.3.1 that there exists an F -basis (u1, ..., ud) of F ⊗E V such
that it is fixed by G. Let c : G→ F ⊗E V be a 1-st cocycle, we can represent

c(g) =
d∑
i=1

ci(g)ui

where ci(g) : G → F . Because ui is fixed under the action of G, due to Hilbert’s 90 theorem, we can
represent ci(g) = g(xi)− xi where xi ∈ F . Then

c(g) =
d∑
i=1

(g(xi)− xi)ui =
d∑
i=1

(g(xi)ui − xiui) =
d∑
i=1

(g(xiui)− xiui)

So, if we denote x :=
∑d

i=1 xiui, then c(g) = g(x)− x, i.e. H1(G,F ⊗E V ) = 0.

We now come back to the case Esep
L ⊗k V , where V is in RepO(GL), such that πV = 0. One can

see that HL := Gal(Esep
L /EL) and hence, for any a ∈ Esep

L , there exists an open subgroup U of HL

that fixes f . Because the topology on V is discrete, for any v ∈ V , there exists an open subgroup U ′

of HL that fixes v. And this yields Esep
L ⊗k V is a discrete HL-module, since U ∩ U ′ fixes a⊗ v. And

one obtains from this that

H1(HL, E
sep
L ⊗k V ) = lim−→H1(HL/N, (E

sep
L ⊗k V )N )

where N runs over all open normal subgroup of HL. Again, due to V is discrete, for any open normal
subgroup U of HL, there exists an open normal subgroup N ⊆ HL such that N ⊂ U . And with such
N , we have

(Esep
L ⊗k V )N = (Esep

L )N ⊗k V

Let F := (Esep
L )N , and G = Gal(F/E) = HL/N , we have

H1(HL/N, (E
sep
L ⊗k V )N ) = H1(G,F ⊗k V ) = H1(G,F ⊗EL (EL ⊗k V )) = H1(G,F ⊗EL W ) = 0

where W := (EL ⊗k V ) is a finite dimensional EL-vector space with a linear action from G, and the
last equality follows from the lemma above. We obtain from this that

Proposition 5.4.2. Let V be in RepO(GL), such that πV = 0, then H1(HL, E
sep
L ⊗k V ) = 0.

Let V be in RepO(GL), such that πmV = 0. We note that the topology on V is discrete. If we
begin with a short exact sequence in RepO(GL)

0→ V0 → V → V1 → 0

then since π is not a zero divisor in A, we have

0→ A⊗O V0 → A⊗O V → A⊗O V1 → 0
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is still exact. And one can see that both V0, V1 are also πm-torsion, and the topology on them are
also discrete. In the case πV0 = 0, we have A⊗O V0 = Esep

L ⊗k V0, and by Proposition 5.4.2, we have
H1(HL, A⊗O V0) = 0, and this yields by a long exact sequence of HL-modules induced from the short
exact sequence above that

0→ (A⊗O V0)HL → (A⊗O V )HL → (A⊗O V1)HL → 0

is exact.
One can choose V0 := πm−1V , and V1 = V/V0 = V/πm−1V , we can see that V0 is π-torsion, and

V1 is πm−1-torsion. By Proposition 5.3.4, we have D(V0) is finitely generated AL-module, and by
induction, so is D(V1). This yields D(V ) is also a finitely generated AL-module. And hence, D(V )
satisfies (D1). For (D3), we begin from the commutative diagram

0 A⊗AL D(V0) A⊗AL D(V ) A⊗AL D(V1) 0

0 A⊗O V0 A⊗O V A⊗O V1 0

adV0 adV adV1
(5.7)

where rows are exact. Again, by induction, we obtain that the arrows on the left and the right are
isomorphisms, so is the middle arrows. Hence, D(V ) satisfies (D3). This yields

Proposition 5.4.3. For any V in RepO(GL) such that πmV , for m ≥ 1, then V satisfies (D1) and
(D3). Moreover, in the sub-category of πm-torsion modules, D is an exact functor.

Proof. It is sufficient to prove the second statement. If we begin with a short exact sequence

0→ V0 → V → V1 → 0

where πm = 0, then we have short exact sequences

0→ πm−1V0 → V → V/πm−1V0 → 0

0→ πm−2V0/π
m−1V0 → V/πm−1V0 → V/πm−2V0 → 0

...

0→ V0/πV0 → V/πV0 → V/V0
∼= V1 → 0

So we get

(A⊗O V )HL � (A⊗O V/πm−1V0)HL � ...� (A⊗O V/πV0)HL � (A⊗O V1)HL

where all surjective maps obtained from Proposition 5.4.2. Now, this yields

0→ D(V0)→ D(V )→ D(V1)→ 0

is also exact.

We now move to the functor V . Let

0→M0 →M →M1 → 0

be an exact sequence in Modet(AL), we then have the commutative diagram

0 A⊗AL M0 A⊗AL M A⊗AL M1 0

0 A⊗AL M0 A⊗AL M A⊗AL M1 0

ϕ−1 ϕ−1 ϕ−1 (5.8)

where rows are exact. We will prove that



90 CHAPTER 5. AN EQUIVALENCE OF CATEGORIES

Lemma 5.4.4. If πmM = 0, then ϕ− 1 is surjective, and

0→ V (M0)→ V (M)→ V (M1)→ 0

is exact.

Proof. For the first statement, when m = 1, this follows from Lemma 5.3.7. So by 5.8, we can use
induction with M0 := πm−1M . For the second statement, we can see that V (M) is a kernel of the
map ϕ− 1, and hence, the exact sequence follows from the snake lemma.

Proposition 5.4.5. If πmM = 0, then V (M) satisfies (V1) and (V3), and the functor V restricted
on the sub-category of πm-torsion modules are exact.

Proof. The exactness of V follows directly from the lemma above. For (V1), we can apply the previous
lemma with M0 := πm−1M , and induction. For (V3), from the exact sequence

0→ V (M0)→ V (M)→ V (M1)→ 0

and the following commutative diagram

0 A⊗O V (M0) A⊗O V (M) A⊗O V (M1) 0

0 A⊗AL M0 A⊗AL M A⊗AL M1 0

adM0 adM adM1
(5.9)

where rows are exact. If we again apply this to the case M0 := πm−1M , then by induction, the arrows
on the left and the right are exact, and so is the arrow in the middle.

Via Proposition 5.4.5, Proposition 5.4.3, Proposition 5.2.2, and Proposition 5.2.4, we obtain that if
we restrict on the case of πm-torsion modules, then the two sub-categories of RepO(GL) and Modet(AL)
are equivalent, and the functors D and V are exact and quasi-inverse of each other.

5.5 The general case

In order to pass to the general case, we will use the inverse limit argument, and apply the result of
the previous section, for πm-torsion modules. In order to do this, we need the following

Lemma 5.5.1. Let D0 ⊆ D be DVRs with the same prime element π, and D is complete. If N is a
finitely generated D0-module, then

D ⊗D0 N = lim←−
m

D ⊗D0 (N/πmN)

Proof. Since we can write N =
⊕j

i=1D0/π
niD0, and both ⊗ and lim←−m are additive, it is sufficient

to prove for the case N = D0/π
nD0. If n 6= ∞, then for m ≥ n, πmN = 0, and this yields directly

that the statement holds. When n = ∞, i.e. N ∼= D0 as D0-modules, we have D ⊗D0 N = D, and
lim←−mD ⊗D0 (N/πmN) = lim←−mD/π

mD. Since D is complete, we have D = lim←−mD/π
mD.

Using this, we can now deduce facts about the functor D .

Lemma 5.5.2. For any V in RepO(GL), we have

1. D(V ) = lim←−m D(V/πmV )

2. The natural map D(V/πm+1V ) to D(V/πmV ) is surjective,

3. If 0→ V0 → V → V1 → 0 is exact, then 0→ D(V0)→ D(V )→ D(V1)→ 0 is also exact.
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Proof. 1. We have

D(V ) = (A⊗ V )HL = (lim←−
m

A⊗O V/πmV )HL = lim←−
m

(A⊗O V/πmV )HL = lim←−
m

D(V/πmV )

where the second identity follows from Lemma 5.5.1, the third identity follows from the fact that lim←−m
is commutative with (.)HL .

2. This follows from the short exact sequence

0→ πmV/πm+1V → V/πm+1V → V/πmV → 0

and the case of πm-torsion modules.
3. By 1, the statement is equivalent to prove that

0→ lim←−
m

D(V0/π
mV0)→ lim←−

m

D(V/πmV )→ lim←−
m

D(V1/π
mV1)→ 0

is exact. But it follows from the fact that

0→ D(V0/π
mV0)→ D(V/πmV )→ D(V1/π

mV1)→ 0

is exact, for any m, due to the case πm-torsion modules.

With this lemma at hand, we have

Proposition 5.5.3. For all V in RepO(GL), then D(V ) satisfies (D1) and (D3) and D is an exact
functor.

Proof. For (D1), there exists an exact sequence

0→ V tor → V → V/V tor → 0

in RepO(GL), where V tor is the torsion part of V . We can see that V tor is πm-torsion, for some m ≥ 1.
Hence, D(V tor) is a finitely generated AL-module, due to the case πm-torsion. And V/V tor is free
finitely generated O-module. And since D is exact by the lemma above, it is sufficient to have (D1)
for the case V is free, finitely generated O-module.

One has D(V ) = lim←−m D(V/πmV ), and from the exact sequence πmV → V → V/πmV → 0, we
have D(V/πmV ) = D(V )/πmD(V ). Let e1, ..., ed be an EL-basis for D(V )/πD(V ) = D(V/πV ). By
Nakayama’s lemma, e1, ..., ed is also a basis for the free AL/πmAL-module D(V )/πmD(V ) (note that
the freeness follows since for D(V/πmV ), D preserves elementary divisors). And this yields e1, ..., ed
is also a basis for the free AL-module D(V ) = lim←−m D(V )/πmD(V ). And this yields D(V ) satisfies
(D1).

From the finite generation of D(V ), we can now apply Lemma 5.5.1, to obtain

A⊗AL D(V ) = lim←−
m

A⊗AL (D(V )/πmD(V )) = lim←−
m

A⊗AL D(V/πmV ) = lim←−
m

A⊗O V/πmV = A⊗O V

where the third identity follows from (D3) for the case of πm-torsion modules, and the last equality
follows from Lemma 5.5.1 again.

The exactness of D follows from Lemma 5.5.2 above.

By the similar argument, we also obtain that V satifies (V1) and (V3), and it is also an exact
functor. We conclude this section by the main theorem

Theorem 5.5.4. The functors D : RepO(GL) → Modet(AL) and V : Modet(AL) → RepO(GL)
are well-defined exact functors and quasi-inverse of each other. Moreover, they preserve elementary
divisors.

Proof. By the arguments above, D satifies (D1), and (D3), and hence D is well-defined, and is exact.
Similarly, V satisfies (V1), (V3) and V is also well-defined, and exact. Applying Lemma 5.2.5 that
they are inverse of each other.



92 CHAPTER 5. AN EQUIVALENCE OF CATEGORIES

5.6 Application II: The case of rank 1 representations

We are now interested in the case of free modules of rank 1. Due to Lemma 5.2.5, D and V preserve
elementary divisors, and hence, they send free modules of rank 1 to free modules of rank 1. We will
prove in this section that all rank 1 Galois representations and rank 1 (ϕL,ΓL)-modules come from
the twist of characters.

Let V in RepO(GL) be such a module, then because V ∼= O as O-modules, so to understand the
action from GL to V , it is sufficient to look at how GL acts on O. Let us denote ψ(γ) := γ(1), for
γ ∈ GL, then it can be seen that γ(1) ∈ O×, and this yields a continuous homomorphism ψ : GL → O×.

Conversely, let ψ : GL → O× be any continuous character, then there exists an open subset Nm of
GL such that ψ(Nm) ⊆ 1+pmO. We can then twist O as follows. Let O(ψ) be an O-module, identical
with O as O-module, but the action from GL is defined as

GL ×O(ψ) −→ O(ψ)

(γ, c) 7−→ ψ(γ)c

then

Lemma 5.6.1. O(ψ) with the GL actions defined as above is in RepO(GL).

Proof. We can see easily that GL acts linearly on O(ψ). It is sufficient to prove that the action from
GL is continuous on O(ψ). Let ψ(γ)c + pmO be an open neighborhood of ψ(γ)c in O. By using Nm

defined as above, we have

(γNm, c+ pmO) ⊆ ψ(γ)(1 + pmO)(c+ pmO) ⊆ ψ(γ)c+ pmO

It then follows that the action is continuous.

Lemma 5.6.2. If ψ : GL → O× is not a trivial character, then O is not isomorphic to O(ψ) in
RepO(GL).

Proof. Assume that

α : O −→ O(ψ)

f 7−→ fe

is an isomorphism between the two modules in RepO(GL), where e ∈ O× is a generator of O(ψ) as
O-module. Then for all f ∈ O, γ ∈ GL, we have

α(γf) = fe = γα(f) = γ(fe) = fγe

It then follows that e = ψ(γ)e, and hence ψ(γ) = 1, i.e. γ is the trivial character.

And this yields

Proposition 5.6.3. Any free module of rank 1 in RepO(GL) comes from twist of O by a continuous
character.

We can now take a look what happens in the side of etale (ϕL,ΓL)-modules of rank 1. It can be
seen from the definition that AL is an etale module of rank 1. Then for any character χ : ΓL → O×,
we can define the twist module AL(χ) with the AL module structure is identical with AL, and the
action from ΓL is defined as

γf := χ(γ)χL(γ) · f = (χχL)(γ) · f

Then AL(χ) also an etale free module of rank 1.
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Lemma 5.6.4. If χ is not a trivial character, then AL is not isomorphic to AL(χ) in Modet(AL).

Proof. Assume that

α : AL −→ AL(χ)

f 7−→ fe

is an isomorphism between two etale modules, then for all f ∈ AL, γ ∈ ΓL, we have

α(γf) = γα(f) = γ(fe)

We have α(γf) = (χL(γ) · f)e, and γ(fe) = (χχL)(γ) · (fe). Then (χL(γ) · f)e = (χχL)(γ) · (fe) if
and only if

f(χ−1
L (γ) · e) = χ(γ) · (fe) = (χ(γ) · f)(χ(γ) · e) (5.10)

If e is a constant, we have χ−1
L · e = χ(γ) · e = e, and this yields by (5.10) that f = χ(γ) · f for all

f ∈ AL, γ ∈ ΓL, and hence χ is the trivial character.
If e is not a constant, then for any a 6= b in O×, we have

e([a]φ(X)) 6= e([b]φ(X))

since [a]φ(X) = aX + ..., and when f = 1, by (5.10), we have

χ−1
L (γ) · e = χ(γ) · e

for all γ ∈ ΓL, and this follows that χ = χ−1
L . And from (5.10) again, we have for all f ∈ AL, γ ∈ ΓL

f = χ−1
L (γ) · f

And this yields χ−1
L is the trivial character, a contradiction.

We are now able to see that all free etale modules of rank one, in the case L := Qp with cyclotomic
extension, come from twist, too. If we begin with ψ : GL → O× is any continuous character, then for
any N ⊆ O×: an open subgroup, then ψ−1(N) is also an open normal subgroup of GL of finite index
(since N is of finite in O×), and GL/ψ−1(N) is a finite abelian group, which is a Galois group of an
abelian extension of L. It means that this quotient group is a quotient group of Gab

L = Gal(Lab/L).
Moreover, via ψ, GL/ψ−1(N) maps to O×/N . Taking the limit when N runs through all open
subgroups of O×, we obtain a map from H := lim←−GL/ψ

−1(N) to lim←−O
×/N ∼= O×. It can be seen

thatH is a quotient group of Gab
L
∼= ΓL×Gal(Lur/L). And by using the embedding map ΓL ↪→ Gab

L , we
then obtain an induced character χ : ΓL → O×. Since for the case L = Qp, we can factor ψ = χaLψ0,
for some a ∈ Zp and ψ0 is an unramified character. And in this case, via the functors of the two
categories, we can see that D(O(ψ)) ∼= AL(χ).

Conversely, if we begin with χ : ΓL → O× is any character, then because O× is a profinite group,
and so is ΓL, by the universal property of profinite group, we can lift χ to χc : ΓL → O×, where χc is
continuous. And we then obtain from this a continuous character ψ : GL → O× as the composition of
the two continuous maps

GL → ΓL
χc−→ O×

And via the functors again, we obtain V (AL(χ)) ∼= O(ψ). We hence obtain

Proposition 5.6.5. In the case L = Qp with cyclotomic extension, all free rank one modules in
Modet(AL) comes from a twist of AL by a character from ΓL to O×.
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5.7 Application III: Another proof for the p-cohomological dimension
of GQp

In this section, we will sketch another the proof about p-cohomological dimension of GQp is not larger
than 2, by [Her98]. We restrict ourselves to the case L := Qp, π := p, and L∞ in this case is Q∞p , the
field obtained from Qp by adjoining all pn-th root of unity. We denote Fp((X)) = EL =: E,Γ := ΓL ∼=
Z×p , G := GQp . Note that in this case Γ is a procyclic group with a (topological) generator γ. We also
denote Repp−tor(GQp) the subcategory of RepZp(GQp) containing p-torsion modules, and similarly for
Modetp−tor(AQp). By results from Section 3 of this chapter, Repp−tor(GQp) and Modetp−tor(AQp) are
equivalent via functors D and V .

We recall a theorem of Grothendieck: Assume that C , D are abelian categories such that C has
enough injectives, and (Tn)n≥0 is a δ-functor from C to D . If (Tn)n>0 is effaceable, then T 0 is left
exact and Tn is isomorphic to the n-th derived functors RnT 0.

Let us consider the category C := lim−→Modetp−tor(AQp), whose objects are injective limits of objects
in Modetp−tor(AQp), then C is abelian with enough injectives. And Modetp−tor(AQp) is a subcategory of
C is an obvious way.

For any object M in C , we define the Herr’s complex

C(M) : 0→M
α−→M ⊕M β−→M → 0→ 0→ ...

where α(x) = ((ϕM −1)x, (γ−1)x), and β(y, z) = (γ−1)y− (ϕM −1)z. And one can define a functor

Hn : C −→ Ab
M 7−→ Hn(C(M))

And the key result of Herr [Her98] is that hn is effaceable for n > 0, and hence, hn is just the n-th
right derived functors of h0, where h0(M) = MϕM=1,γ=1. Using this, we can prove that

Theorem 5.7.1. Let V be an object in Repp−tor(GQp), then Hn(G,V ) = 0, for all n ≥ 3.

Proof. The functor

(.)G : Repp−tor(GQp) −→ Ab

V 7−→ V G

has its n-th derived functor Hn(G,−). And

V G = V (D(V ))G = ((Esep ⊗E D(V ))φp⊗ϕD(V )=1)G = ((Esep ⊗E D(V ))G)φp⊗ϕD(V )=1) =

= D(V )ϕD(V )=1,γ=1 = h0(D(V ))

This yields the derived functors Hn(G,−) and hn(D(−)) are just the same. And it follows easily from
the Herr’s complex that Hn(G,V ) = 0, for n ≥ 3.
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