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by DINAMO DJOUNVOUNA

In algebraic geometry, classification is a key question. When studying geometric
objects, it is desirable to classify them according to different criteria in order to be able
to distinguish the equivalent classes in this category. Moduli problems are essentially
classification problems. Given a collection of geometric objects, we want to classify
them up to a notion of equivalence that we are given. Moduli spaces arise as spaces
of solutions of geometric classification problems, and they may carry more geometric
structures than the objects we are classifying. The construction of moduli spaces is
important in algebraic geometry and difficult in general. To any moduli problemM,
corresponds a moduli functor, and the study of the classification problem reduces
to that of the representability of that functor. On the other hand, moduli spaces
may arise as the quotient of a variety by a group action. Quotients of schemes by
reductive groups arise in many situations. Many moduli spaces may be constructed
by expressing them as quotients. Geometric Invariant Theory (GIT) gives a way of
performing this task in reasonably general circumstances.

The aim of this thesis is to construct moduli spaces both in the functorial point of
view and as quotients.
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Chapter 1

Introduction and Summary

1.1 Introduction

In algebraic geometry, one of the significant fields of research is Moduli Theory.
Moduli theory is the study of the way in which objects in algebraic geometry (or in
other areas of mathematics) vary in families and is fundamental to an understanding
of the objects themselves. The theory goes back at least to Riemann in the mid-
nineteenth century, but moduli spaces were first rigorously constructed in the 1960s
by Mumford and others. The theory has continued to develop since then, perhaps
most notably with the infusion of ideas from physics after 1980. Frequently, one
would like to parametrize a class of objects of certain fixed type, that is to find an
algebro-geometric object (such as a variety, a scheme, a manifold or an algebraic
stack) whose underlying set of points corresponds bijectively to the equivalence
classes of the objects we want to parametrize.

Then, a moduli space appears to be a solution to the classification problem. If a
moduli space M exists, then the bijection between the set of equivalence classes and
the underlying set of points |M | of M allows us to transport any structure on |M | to
the set of equivalence classes, so that the latter can be seen as a geometric object.

1.2 Motivation

As Brian Osserman [23] said in his introduction,

The idea of a moduli space is that its points correspond to a geometric
object of interest. The underlying set of the space is thus determined, but
not its geometric structure. In most cases, one can describe a geometric
structure in an ad hoc manner, but it is not immediately obvious how
to rigorously formulate the idea that the resulting object is "the" moduli
space for the problem. This is the problem addressed by the theory of
representable functors, with the key idea being that we specify not only
the objects of interest, but also what families of these objects should look
like.

As above, moduli spaces arise in nature as geometric solutions to classification
problems in algebraic geometry. More precisely, given a collection A of objects (such
as vector bundles, varieties, algebraic manifolds, subschemes, linear subspaces of
dimension d of an n-dimensional vector space V , morphisms, elliptic curves), we
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would like to parametrize them with respect to an equivalence relation that we are
free to choose. Moduli spaces tell us which objects can be considered as the same
and how the objects vary continuously in families. We need the notion of families of
objects in order to assign a topology on the moduli space.

A simple motivating example is the following. Given an algebraically closed
field k and a positive integer n, one may consider the set of all lines in kn+1 passing
through the origin. The set A of all lines passing through the origin is in fact the
set of equivalence classes of all lines in kn+1 with respect to the colinearity (which
defines an equivalence relation on the set of all lines). From basic algebraic geometry,
it is known that the set A is in fact the projective space Pn. Moreover, Pn is not just
a set; it is a topological space endowed with the Zariski topology. This gives an
algebro-geometric object.

We would like to do the same construction with the collection of all linear sub-
spaces of dimension d of kn+1; that is we would like to endow the collection of
d-dimensional linear subspaces of kn+1 with an algebro-geometric structure (for in-
stance a structure of projective variety or scheme). Our task will be to prove that it is
always possible to endow this collection with a structure of variety. The geometric
object obtained is called the Grassmannian of degree d. The Grassmannian is a fun-
damental object of study in algebraic geometry. This object plays an important role
in the construction of moduli spaces, and found also application in security network
channel. They are not only important in constructing other interesting algebraic
object but have a rich structure (structure of variety, scheme) and are of interest in
their own right.

Another important object that motivates the development of Moduli Theory was
the construction of an algebro-geometric object parametrizing Riemann surfaces.
This study started with Riemann, and he was the first to use the term moduli space
for the object parametrizing a collection of objects.

1.3 Objectives

The objectives of this thesis are to:

(1) Give a rigorous formulation of the notion of moduli problem and moduli space;

(2) Construct a fine moduli space (the Grassmannian) for the moduli problem of
d-dimensional linear subspaces of an n-dimensional vector space V ;

(3) Construct a coarse moduli space for the moduli problem of projective curves of
genus g;

(4) Give a relationship between the notions of coarse moduli spaces and categorical
quotients;

(5) Study the moduli problem of projective hypersurfaces using the techniques of
Geometric Invariant Theory due to Mumford.



1.4. Structure of this thesis 3

1.4 Structure of this thesis

This thesis is divided into two parts:

• Moduli problems and the representability of the moduli functor (Chapters 2, 3
and 4 ),

• Moduli spaces and Geometric Invariant Theory (Chapters 5, 6 and 7).

The first part of this thesis is devoted to a rigorous formulation of the main objects
of concern. In Chapter 2, following the ideas of [1, Chapter 4], we define the main
notions of this thesis, such as family of objects, moduli functors, fine moduli spaces,
universal families, coarse moduli spaces and tautological families. Chapter 3 is
devoted to the construction of a concrete example of a fine moduli space, namely
the Grassmannian G(d, n) which parametrizes all d-dimensional vector subspaces of
an n-dimensional vector space V over a field k. Following the ideas of [10, Chapter
8], [23, Appendix A] and [6, Chapter VI], we proved that the moduli problem of
d-dimensional linear subspaces of an n-dimensional k-vector space V admits a fine
moduli space called the Grassmannian. The notion of the Grassmannian is then
the generalization of the projective space. However, most of the moduli problems
that arise in nature do not admit a fine moduli space. An example of such moduli
problem is that consisting of the parametrization of nonsingular projective curves of
a fixed genus g up to isomorphism. The goal of Chapter 4 is to show that the moduli
problem of nonsingular projective curves does not admit a fine moduli space, but
does, however, admit a coarse moduli space.

The second part of the thesis is devoted to the construction of moduli spaces
as quotient varieties. The Geometric Invariant Theory, developed by Mumford [4],
is one of the oldest methods dealing with the construction of moduli spaces. This
method provides a useful tool to compute moduli spaces as quotient varieties. The
aim of Chapter 5 is to describe the necessary tools for the construction of coarse
moduli spaces as quotients. We first recall the different notions of quotients, such as
categorical quotient, geometric quotient and good quotient following the exposition
of [21], [4], [5], and [19]. We then give a relationship between the notion of a coarse
moduli space and a categorical quotient. Constructing quotient leads to the study of
stable objects for the group action; and stable elements form an open subset. A coarse
moduli space can then be realized as a quotient of the set of stable or semistable
elements by a group action. Therefore, to construct a moduli space we need to
compute stable or semistable elements for the group action. The computation of
stable or semistable elements of a group action is sometimes not an easy task. A
powerful criterion for the description of stable or semistable elements is given by the
Hilbert-Mumford numerical criterion. This is the goal of Chapter 6. In Chapter 7,
following the ideas of [21], [5], [19] and [13], we apply those techniques to the moduli
problem of hypersurfaces that consists of classifying hypersurfaces of fixed degree d
in a projective space Pnk up to the action of the automorphism group PGLn+1.
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1.5 Background

Given a setM of objects a certain set of axioms defined on them, along with a rule
∼M for saying when two objects can be identified (equivalence relation), one looks
for a variety that classifies these objects. In this context, to classify objects means to
find a variety whose closed points are in bijective correspondence with the classes
of objects we want to parametrize. As we want our moduli space to be assigned
with a topological structure, the first step should be to formulate a concrete notion
of a family of these objects, and from that notion we define a moduli functor that
encodes the information on the objects of our study. A moduli problem consists of
two things: a class of objects of concern along with an equivalence relation defined
on our objects, and a notion of family of objects. The study of a moduli problem
reduces to that of its associated moduli functor, and for this reason we frequently
identify a moduli problem with its moduli functor. Then, a natural question that
arises immediately when studying a moduli problem is: to what extent, is the moduli
functor representable? An affirmative answer to this question leads to the notion of
fine moduli spaces. A variety representing a moduli functor is called a fine moduli
space and it does really parametrize the objects of concern. This representing variety
comes with a universal family corresponding to the identity morphism idM . Most
moduli functors fail to be representable. However, even if the moduli functor is not
representable, one can still parametrize the objects we are concerned with by looking
for a weaker notion rather than the representability. By requiring only a natural
transformation which satisfies the additional conditions of

(1) being bijective when restricted to closed points, and

(2) of being universal among morphism from an arbitrary object to M ,

we obtain the notion of a coarse moduli space, and it gives again a parametrization of
our geometric objects of concern. The notion of a coarse moduli space is the second
best possible notion of a moduli space.
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Chapter 2

Moduli Problems and Moduli Spaces

2.1 Overview of this chapter

Suppose we are given a setM of objects possessing some fixed algebro-geometric
structure in Geometry, along with an equivalence relation ∼M onM that we are free
to choose. Then we may consider the set of equivalence classesM/ ∼M. This defines
a set. But we can get onM/ ∼M more than a set-theoretic structure. Our goal is to
describeM/ ∼M algebro-geometrically. More precisely, it may be possible to put
an algebro-geometric structure on the setM/ ∼M. A first fundamental question a
moduli problem addresses is to find an object M such that there is a natural bijective
correspondence between the underlying set |M | and the setM/ ∼M. If there is such a
bijective correspondence, from this bijection we may then induce the structure on |M |
toM/ ∼M. For this, we start by choosing carefully a category C called a parameter
category, in such a way that its elements are sets possessing that algebro-geometric
structure and its morphisms are morphisms of the underlying sets that are compatible
with the algebro-geometric structure we want to put onM/ ∼M. After choosing the
parameter category for our moduli problem as in 2.2.9, we look for an object M ∈ C
that represents the moduli functor. If we are able to find such an object M , we say
that M is a fine moduli space. The notion of a fine moduli space appears then to be
the best solution possible of the moduli problem. However, most of moduli problems
of interest do not admit fine moduli spaces (for instance the moduli problemMg

consisting to classify complex nonsingular projective curves of fixed genus g is not
representable, as shown in Chapter 4), and we can still get a solution by relaxing the
conditions on the moduli functor. By requiring only for a natural transformation
with some extra conditions and the universality of the moduli functor, we obtain the
notion of a coarse moduli space which is the best approximation of the notion of a
fine moduli space that we can get. A coarse moduli space still classifies our objects.

As we want to understand the geometry of the elements of M, the next step
will be naturally to relate the structure onM/ ∼M to the structure already on the
elements of M in a natural way. This is done by using the notion of a family of
elements ofM/ ∼M. So, the second fundamental question to be answered while
studying a moduli problem is to investigate the ways in which the properties of
families influence the structure on M .
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2.2 Families of objects

The notion of a family of objects is fundamental in Moduli Theory and it is impossible
to define a moduli problem without giving a clear notion of families of objects we
are interested in. In fact, the notion of families allows us to assign a topology on the
moduli space. In this section, we define families of objects following the exposition
of [1, Chapter 4]. For this, we start by determining the notion of a classification
problem in 2.2.2. Then, in 2.2.9 we fix the requirements for the category in which we
would like to find a solution for our moduli problem. Having defined the parameter
category, we then formulate the notion of families of objects ofM in 2.2.11 as the
values taken by a functor called classifying functor or moduli functor on base objects
in the parameter category.

2.2.1 Definition of a classification problem

A classification problem is a problem of the following form: given a set of mathematical
objects together with a notion of equivalence relation, find out which object we have
up to this equivalence relation. In order words, given a set M of objects and an
equivalence relation ∼ defined onM, a classification problem consists of describing
the set of equivalence classes M/ ∼ algebro-geometrically (that is to assign an
algebro-geometric structure toM/ ∼).

Assume that we are given a collectionM of algebro-geometric objects of certain
fixed type, together with a notion of an equivalence relation ∼M on these objects.
LetM/ ∼M be the set of equivalence classes. Our ultimate goal is to classify these
objects according to different criteria. There are two types of classification problems:
the set-theoretical and the structural classification problems.

Definition 2.2.2. A set-theoretic classification problem overM consists of finding some
discrete invariants ofM. A discrete invariant is a function f : M/ ∼M−→ Z that
partitionsM/ ∼M.

Example 2.2.3. Suppose that we are given the setM1 of all elliptic curves. We define
the equivalence relation onM1 as follows: two elliptic curves are equivalent if and
only if there exists an isomorphism between them. We know that the j-invariant
function classifies them. So, the j-invariant function is a solution to the set-theoretic
classification problem of elliptic curves.

Example 2.2.4. LetM be the set of all finite dimensional vector spaces over some
fixed field k, and let say that two vector spaces are equivalent if there exists an
isomorphism between them. As two finite dimensional k-vector spaces V and W are
isomorphic if and only if they have the same dimension, it follows that these objects
are classified by their dimensions. So, the discrete invariant is given by the function

f :M/ ∼M −→ N
[V ] 7−→ dimV.

Example 2.2.5. Let M be the collection of all finite subsets of R. We define the
equivalence relation∼M onM as follows. Two subsets are equivalent if there exists a
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bijection between them. But, we know that two finite sets are in bijection if and only
if they have the same cardinality. So, as in the previous example, we define a map

f :M/ ∼M −→ N
[A] 7−→ Card(A).

On the other side, one usually would like to endowM/ ∼M with a geometric
structure in order to understand the geometry of the objects we are interested in. This
is known as a structural classification problem.

Definition 2.2.6. A structural classification problem consists of finding a variety M
whose closed points are in bijective correspondence with the equivalence classes
M/ ∼M. When the structure onM/ ∼M is naturally compatible with that on the
elements ofM, we say that the structural classification problem is well formulated.

Example 2.2.7. Let us find all possible plane conics. First, a plane conic is defined
by the zero set {(x, y) ∈ R : h(x, y) = 0}, where h is some polynomial of degree 2,
h(x, y) = ax2 + by2 + cxy + dx + ey + f. Two conics are equivalent if they have the
same points. All conics are determined by variation of the coefficients a, b, c, d, e, f .
So, there are six parameters to characterize all conics. But, for any non-zero scalar
λ, the parameters (a, b, c, d, e, f) and (λa, λb, λc, λd, λe, λf) determine the same conic.
This means that the parameter space is given by the set

{(a, b, c, d, e, f) ∈ R6 : (a, b, c) 6= (0, 0, 0)}/ ∼M

with the equivalence relation being defined by identifying the pairs (a, b, c, d, e, f)
and (λa, λb, λc, λd, λe, λf) for any non-zero scalar λ.

2.2.8 How to put an additional geometric structure onM/ ∼M
Suppose we are given a setM of algebro-geometric objects along with an equivalence
relation∼M onM, and that we want to endow the set of equivalence classesM/ ∼M
with some fixed algebro-geometric structure. The first thing to do is to organize our
search in the category C whose objects are sets possessing that algebro-geometric
structure and whose morphisms are those on the underlying sets preserving that
algebro-geometric structure. The category C is called the parameter category for the
classification problem. Then we try to find an object M in the category C for which
the elements of the underlying set of M , denoted |M |, are naturally in bijective
correspondence withM/ ∼M. If such an object M exists, then the bijection between
the underlying set |M | andM/ ∼M allows us to transport the structure on |M | to
M/ ∼M.

2.2.9 Requirements for the parameter category

Suppose that we want to put an algebro-geometric structure on the set of equivalence
classesM/ ∼M. The choice of the parameter category is fundamental. The parameter
category C must be chosen in such a way that the following conditions are satisfied
[1]:
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(1) Obj(C) = {sets possessing the given algebro-geometric structure},
and the morphisms in C are maps on the underlying sets which are compatible
with that structure, that is to say, those morphisms of the underlying sets that
preserve the given algebro-geometric structure. Moreover, if f : A −→ B and g :
B −→ C are morphisms in C and g ◦ f is the composition, then the corresponding
map of the underlying |g ◦ f | is the composition |g| ◦ |f | of the underlying maps
of sets.

(2) C is a locally small category, that is, for all A,B ∈ C, HomC(A,B) is a set.

(3) Let

ϕ : C −→ Set

A 7−→ |A|

(A
f−→ B) 7−→ (|A| |f |−→ |B|)

be the functor from the category C to the category Set of sets, which to each object
A in C, associates the underlying set |A| of A, and to each morphism f : A −→ B
in C, associates the associated set-theoretic map |f | : |A| −→ |B|. Then for each
A,B ∈ C, the induced map by the above functor

HomC(A,B) −→ HomSet(|A|, |B|)
f 7−→ |f |

must be injective.

(4) There exists an object P in C such that |P | = {pt} is a single point and there exists
a canonical identification HomC(P,M) ∼= |M | for each M ∈ C in the following
sense: if f : M −→ N is a morphism in C, then |f | : |M | −→ |N | is defined by the
natural map

Hom(P,M) −→ Hom(P,N)

ψ 7−→ f ◦ ψ.

A point P above is called a base point.

Example 2.2.10. The category of schemes over an algebraically closed field k obvi-
ously satisfies the requirements above. In this case, the base object is just Speck and,
|M |will denote the set of closed points of M .

Next, we would like to relate in a natural way the given algebro-geometric
structure to the structure of the elements ofM. This is done by using the notion of
families of objects that we introduce now.

2.2.11 Families of objects

Given a classification problem (M,∼M), and a parameter category C satisfying the
conditions 2.2.9 above, we want to endow the setM/ ∼M of equivalence classes with
an algebro-geometric structure in a natural way. This leads to the notion of families
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of objects. For instance, many objects, like elliptic curves, that are usually defined
over fields, one can extend the notion to an elliptic curve over a scheme B. Such an
object can be thought of as a family of elliptic curves, one elliptic curve over each
point in the underlying set of B.

Definition 2.2.12. [1, Definition 4.2.3] A functor of families of objects for the classifica-
tion problem (M,∼M) is a contravariant functor Fam : C −→ Set such that:

(a) Fam(P ) =M/ ∼M, for each base point P of C as defined above,

(b) For each B ∈ C, we can define an equivalence relation ∼B on the set Fam(B)
which restricts to the initial equivalence relation ∼M when B is a base point P ,

(c) For any morphism f : A −→ B in C, the induced morphism

Fam(f) : Fam(B) −→ Fam(A)

transforms ∼B-equivalent elements in Fam(B) into ∼A-equivalent elements in
Fam(A): if T, T ′ ∈ Fam(B) such that T ∼B T ′, then Fam(f)(T ) ∼A Fam(f)(T ′).

Definition 2.2.13. [1, Remark 4.2.4] Let B be an object in C. A family of objects ofM
parametrized by B (or family ofM over B) is an element of the set Fam(B).

Hence, equivalence relation of families of objetcs satisfies:

(1) A family parametrized by a base point (a single point) is an object ofM/ ∼.

(2) The equvalence class of two families X and X ′ paramtrized respectively by base
points P and P ′ is the equivalence class of the two base points P and P ′.

Notation 2.2.14. The map Fam(f) in 2.2.12 is frequently denoted by f ∗, and for each
family T over B we say that the family f ∗(T ) is obtained by base change along
f , and we sometimes call it the pullback family of T along f . In this case we write
f ∗T = A×B T = TA. One of the most important cases that we will use several times
is when A is just a single point b, that is to say, if we have {b} ↪→ B an inclusion of a
point, then Tb is the fiber of the family over the point b ∈ B.

2.2.15 The classification functor

As our ultimate goal is to classify the elements ofM up to the equivalence relation
∼M, and by the hypotheses of the functor of families Fam, the assigment

F : Copp −→ Set

B 7−→ Fam(B)/ ∼B
(f : A −→ B) 7−→ [f ∗] : Fam(B)/ ∼B−→ Fam(A)/ ∼A

T/ ∼B 7−→ f ∗(T )/ ∼A

defines a unique functor called the classification functor or the moduli functor associated
to the moduli problem (M,∼M). By the use of the axioms of the functor Fam
defined in 2.2.12, it follows that the moduli functor associated with a moduli problem
(M,∼M) satisfies the following conditions:
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(1) For each object A ∈ C, there exists a set F(A) of equivalent families of objects of C
parametrized by A, with respect to some equivalence relation ∼A on Fam(A) that
restricts to the initial relation ∼M onM if A is taken to be a base point,

(2) For every morphism f : A −→ B in the category C, there is a pullback map (or
a base change map) F(f) := [f ∗] : F(B) −→ F(A) which transforms equivalent
families over B into equivalent families over A.

The pullback map [f ∗] : F(B) −→ F(A) satisfies the following:

(i) F(P ) =M/ ∼M, for each base point P in C. This means that a family parametrized
by a base point P is an object ofM/ ∼M. The equvalence class of two familiesX
and X ′ parametrized respectively by the base points P and P ′ is the equivalence
class of P and P ′.

(ii) For any morphism φ : S ′ −→ S and for any family X parametrized by S, there
is an induced family [φ∗X] parametrized by S ′.

(iii) If f = idA : A −→ A is the identity map, then [id∗Aπ] = π for every π ∈ F(A).

(iv) The equivalence relation on families is compatible with the pullback. In order
words, if f : A −→ B is a morphism in C and π, π′ ∈ F(B) are two equivalent
families over the same base B; that is, π ∼B π′, then the base change families
[f ∗π] and [f ∗π′] are equivalent families over A.

(v) If f : A −→ B and g : B −→ C are morphisms in C and π is a family over A,
then [(g ◦ f)∗π] = [f ∗][g∗]π.

The associated moduli functor defined above is fundamental for the study of the
given moduli problem, and we will see that the study of a classification problem
reduces to that of the representability of its associated classification functor. Before
to take further the study of a classification, we need to define the notion of the
representability of a functor.

2.3 Representable functors

The notion of a representable functor that we define below is fundamental in the
study of any classification problem, and in particular for the notion of moduli spaces
that will be defined in the next section. The aim of this section is to provide the
necessary tools of representable functors that we will use to study the classification
problem in general, and the moduli problem in particular.

The notion of representable functors is the modern language for the classification
problem. In fact, given any classification problem (M,∼M) there is an associated
classification functor F as in 2.2.15 such that F(P ) = M/ ∼M, for any base point
P . Since we are looking for an object M in the parameter category C such that
the elements of the set |M | are canonically in bijective correspondence with the
equivalence classes M/ ∼M, it will be enough to look for an element M in the
category C whose functor of points hM = HomC(−,M) is isomorphic to the functor F.
This is because if there exists such an isomorphism F −→ HomC(−,M), by restricting
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to a base point P we obtain thatM/ ∼M= F(P ) ∼= Hom(P,M). But, by the fourth
assumption on the parameter category C, HomC(P,M) ∼= |M |. By the Yoneda’s lemma,
the functor HomC(−,M) does really determine uniquely the object M .

2.3.1 The functor of points

We can embed any (locally small) category C into the category Funct(Copp, Set) of
presheaves on C. This embedding allows viewing an object of C as a functor. There
are many advantages viewing an object as a functor. First, it is much easier to describe
the product of two objects by their respective representing functors rather than those
objects themselves. Second, this way of viewing objects as functors is useful in moduli
theory. In fact, in the moduli theory, one usually seeks for a variety that parametrizes
a class of some objects of a given structure. It seems to be easier to look for a functor
that represents such an object rather than that object itself. Another advantage of this
embedding is that we can gain a lot of information about the geometry of an object
by studying its representing functor. As we are mostly interested here in formulating
a notion of moduli spaces, this justifies the motivation of this subsection.

Definition 2.3.2. [11] Let Z be a scheme. The Z-valued points of a scheme X are
defined to be maps Z −→ X , and denoted X(Z). For a ring A, the A-valued points
of a scheme X are defined to be the (SpecA)-valued points of the scheme X , and
denoted X(A). The most common case of this is when A is a field.

In general to understand the structure of an object X in some good category A
(such as locally small categories, small categories), it is sufficient to know all the
morphisms from any object Y to X . We recall that a category A is locally small if
HomA(Y,X) is a set for each X, Y ∈ A. And a category A is small if it is locally small
and its collection of objects Obj(A) is a set.

The hypothesis 2.2.9 on the parameter category C shows that it is actually a small
category. This simplifies a lot of difficulties.

Definition 2.3.3. [6] Let X be an object in a locally small category A. The functor of
points of X is the contravariant functor

hX := HomA(−, X) : A −→ Set

Y 7−→ HomA(Y,X)

f 7−→ f∗ := − ◦ f

from the category A to the category of sets defined by assigning to every object Y
in A the set HomA(Y,X) of morphisms in A from Y to X ; and that assigns to every
morphism f : Y −→ Z in A the induced morphism

hX(f) := f∗ : HomA(Z,X) −→ HomA(Y,X)

α 7−→ α ◦ f

Furthermore, a morphism f : X −→ Y in A induces a natural transformation of
functors:

hf : hX −→ hY
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given by:

hf,Z := hf (Z) : hX(Z) = HomA(Z,X) −→ hY (Z) = HomA(Z, Y )

α 7−→ f ◦ α.

Definition 2.3.4. Let A be a locally small category. We recall that a presheaf with
values in A is a functor F : Aopp −→ Set. The presheaves with values in A form a
category, denoted Psh(A) = Funct(Aopp, Set) whose morphisms are given by natural
transformations. With these notations, we obtain a functor h : A −→ PSh(A) given
by:

h : A −→ Psh(A)

X 7−→ hX

(X
f−→ Y ) 7−→ (hX

hf−→ hY ).

Remark 2.3.5. The category Psh(A) of presheaves onA is not in general locally small.
However, it is always locally small if the category A is small.

This is the first step to construct a functor that represents the scheme X . The next
step should be naturally to show that this way of representing a scheme really does
determine that scheme. The latter follows easily from the use of Yoneda’s lemma.
Yoneda’s lemma says, roughly speaking, that the condition of representing a given
functor uniquely determines an object of a category.

2.3.6 Yoneda’s lemma

Lemma 2.3.7 (Yoneda’s Lemma). [6, Lemma VI-1] Let A be a locally small category.
Then for any X ∈ A and any presheaf F ∈ Psh(A)

(a) There is a bijection

{natural transformations η : hX −→ F} ←→ F(X)

η 7−→ ηX(idX)

that assigns to every natural transformation η the value ηX(idX).

(b) If the functors HomA(−, X) and HomA(−, X ′) from A to the category of sets are
isomorphic, then X and X ′ are isomorphic. More generally, the maps of functors
from HomA(−, X) to HomA(−, X ′) are the same as maps from X to X ′; that is, the
functor

h : A −→ Funct(Aopp, Set) = Psh(A)

X 7−→ hX

is an equivalence of Awith a full subcategory of the category of functors.

Definition 2.3.8. Let A be a locally small category. A presheaf F ∈ Psh(A) is repre-
sentable if there exists an object X ∈ A and an isomorphism of functors

Ψ : F −→ HomA(−, X).
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Therefore, F(Y ) ' HomA(Y,X) functorially in each Y ∈ A. We say that the pair
(X,Ψ) represents F . A use of the Yoneda Lemma shows that the pair (X,Ψ) is
uniquely determined. An example of a representable functor is given by the functor
of points HomA(−, X) for each X ∈ A, and in this case the representative is just the
pair (X, idHomA(−,X)).

The representability of functors is a useful property in general, and in particular
for functors representing moduli problems, it allows us to gain more information on
the structure of the objects to be classified.

2.4 Moduli problems

In this section, we introduce the main concepts of our study: the notion of moduli
problem and moduli space. A moduli problem is essentially a classification, and a
moduli space should be ideally a solution to a moduli problem.

2.4.1 Definition of a moduli problem

Suppose we are given an object C of a parameter category C as defined in 2.2.9, a
classification problem (M,∼M) where the morphisms and the objects to be classified
are defined intrinsically in terms of the given object C, and a functor Fam of families
of objects of M defined over the elements of the parameter category C. Assume
in this subsection that a family of object X ∈ F(S) is always given by a morphism
X −→ S satisfying some extra conditions. In fact, in all the thesis, our families will
be always given by a morphism of the form above.

The following two questions are essential while studying a classification problem.

Question 2.4.2. Does there exist an object M in the parameter category C and a
bijective map between the underlying set of points |M | and the set of equivalence
classesM/ ∼M?

Question 2.4.3. What influence do the properties of families have on the structure of
the object M found in 2.4.2?

These two questions lead to the fundamental notion of moduli problems. Note
that there exist many ways to formulate moduli problems. Here, our moduli problems
are defined as follows.

Definition 2.4.4. [1, p. 149] A moduli problem is a classification problem that ad-
dresses the questions 2.4.2 and 2.4.3 above. More concretely, to formulate a moduli
problem consists of specifying the following data:

(1) an object C in a category C,

(2) a classificaton problem (M,∼M) in which the objects of M are defined with
respect to C,

(3) a functor Fam of families of objects as in 2.2.12.
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Roughly speaking, a moduli problem consists of objects, families of objects, and
equivalence relation of families as defined in 2.2.15.

Suppose we have successfully found an object M that answers the question 2.4.2,
that is, there exists an object M ∈ C and a bijective map ϕ :M/ ∼M−→ |M |. From
this bijection, we can transport the structure on |M | onto M/ ∼M, which makes
M/ ∼M into an algebro-geometric object. Moreover, we know from Yoneda’s lemma
that the structure of M is uniquely determined by its functor of points Hom(−,M).
Therefore, the investigation of the ways in which the families of objects parametrized
by elements of M influence the structure of the object M can be reduced to the
investigation of the ways the properties of families of objects parametrized by objects
of C influence the morphisms of the form X −→M , where X is an arbitrary element
ofM. The investigation of the influence of the properties of families of objects ofM
consists of the following questions [1, p. 149].

Question 2.4.5. Suppose we are given an object Y ∈ C, a family X ∈ Fam(M) and a
morphism f : Y −→M in the category C. So we have a diagram of the form:

X

Y M

φ

f

By change of basis, we can complete this diagram into a commutative diagram

f ∗X X

Y M

pX

pY φ

f

That is, we obtain an induced family f ∗X −→ Y over the fixed object Y by pulling
back the family φ : X −→M parametrized by M along the morphism f .

Conversely, a natural question one may ask is the following: suppose we are
given a family φ : F −→ Y over Y . Does there exist a morphism fF : Y −→M and
a family XF −→ M such that its pullback along fF gives back the initial family F
parametrized by the object Y ? That is, f ∗F (XF ) = F ? In other words, given a family
φ : F −→ Y over Y , can we complete it into a commutative diagram of the form
below?

f ∗F (XF ) = F XF

Y M.

pXF

φ ∃π

∃fF

Now we consider all the families over the fixed object Y and we want to know
if there exists a family as above which does not depend on a particular family
parametrized by Y . More precisely, we may ask the following question.
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Question 2.4.6. Does there exist a single family π : X −→M over M which gives an
affirmative answer to the question raised in 2.4.5 for any family F −→ Y over the
fixed object Y ?

f ∗X = F X

Y M.

pX

∀φ ∃!π

∃f

We may still ask the same question as above if instead we let Y vary over C, and
consider all the morphisms over each object Y ∈ C.

Question 2.4.7. Does there exist a single family X −→ M over M which gives an
affirmative answer to the question raised in 2.4.5 for any object Y ∈ C?

f ∗X = F X

∀Y M.

pX

∀φ ∃!π

∃f

An affirmative answer to Question 2.4.7 implies respectively an affirmative answer
Question 2.4.5 and 2.4.6, so that it will be enough to affirmatively answer Question
2.4.7.

Remark 2.4.8. Before we start analysing these questions, let us give a meaning to the
requirement that the structure of an object of the category C on the set of equivalence
relationM/ ∼M should relate in a natural way and reflect the properties of families
of objects ofM over elements of C. For this, suppose that we are able to affirmatively
give an answer to the question 2.4.7. Then, for each Y ∈ C, we can consider all the
families over Y . This completely determines Fam(Y ), the set of families of objects
ofM parametrized by Y . And for each such family X/Y in Fam(Y ), we then obtain
a morphism φX : Y −→ M as follows. For each closed point y ∈ Y , consider the
inclusion map iy : {y} ↪→ Y . Then by the properties of families of objects, the
pullback (iy)

∗X of the family X parametrized by Y along the morphism iy gives
rise to a family parametrized by the base point {y}. But a family parametrized by a
base point is an object ofM/ ∼M. Thus we obtain an element ofM/ ∼M, and this
element can be viewed as an element of M via the bijection betweenM/ ∼M and M .
This determines a morphism

φX : Y −→ M.

y 7−→ (iy)
∗X

Hence for any Y ∈ C, we obtain a map

Fam(Y ) −→ HomC(Y,M).

X/Y 7−→ φX

Then, for each Y in C, Fam(Y ) determines HomC(Y,M), and this in a functorial
way. Therefore, any property related to the functor Fam should translate into that of
HomC(−,M).
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2.4.9 Examples of moduli problems

The goal of this subsection is to illustrate the notions of moduli problems by concrete
examples. The first example we consider here is the moduli problem of complete
varieties.

Example 2.4.10 (Moduli of complete varieties). Let us formulate a moduli problem
for complete varieties as follows.

(1) M = {all complete varieties}.

(2) Two complete varieties X and Y are equivalent if they are isomorphic. This
defines an equivalence relation onM.

(3) We consider the parameter category C to be the category Var of all varieties.

(4) A family of complete varieties parametrized by a variety S is a pair (X, f), where
X is a variety and f : X −→ S is a flat morphism whose geometric fibers
Xs = f−1(s) are complete varieties.

(5) Two families (X, f) and (X ′, f ′) of complete varieties are equivalent if there exists
an isomorphism h : X −→ X ′ of varieties over S, that is f = f ′ ◦ h.

(6) For each variety S ∈ C, let Fam(S) be the set of families of complete varieties
parametrized by S. Suppose that h : S ′ −→ S is a morphism of varieties, and
(X, f) is a family of complete varieties parametrized by S. Then the pullback
family along the morphism h is the fiber product S ′ ×S X , which is a family
parametrized by S ′. This defines a functor

F : Varopp −→ Set

S 7−→ Fam(S)/ ∼S
(h : S ′ → S) 7−→ [h∗] : Fam(S)/ ∼S−→ Fam(S ′)/ ∼S

X/ ∼S 7−→ [S ′ ×S X]/∼S′

This clearly defines a moduli problem. This example is just an overview of
Chapter 4.

Example 2.4.11 (Moduli problem of vector bundles). Let X be a fixed variety. We
can formulate a moduli problem for vector bundles over X as follows.

(1) M = {all vector bundles over X}.

(2) Two vector bundles p : E −→ X and p′ : E ′ −→ X are equivalent if they are
isomorphic. This again defines an equivalence relation onM.

(3) We consider the parameter category C to be the category Var of all varieties.

(4) A family of vector bundles over X parametrized by a variety S is a vector bundle
p : E −→ S ×X over S ×X .

(5) Two families p : E1 −→ S ×X and p : E2 −→ S ×X of vector bundles over X
parametrized by S are equivalent if there exists a line bundle L over S such that
E1
∼= E2 ⊗ p∗SL.
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(6) For each variety S ∈ C, let Fam(S) be the set of families of vector bundles over
X parametrized by S. Suppose that h : S ′ −→ S is a morphism of varieties,
and p : E −→ S ×X is a family of vector bundles parametrized by S. Then the
pullback family along the morphism h is the family (h× idX)∗E −→ S ′ ×X

(h× idX)∗E E

S ′ ×X S ×X

pX

pS×X p

h×idX

So the notion of families of vector bundles over X pametrized by S is compatible
with pullback. Note that the restriction ps : Es −→ {s} ×X ∼= X is again a vector
bundle over X .

Therefore, the associated moduli functor is given by:

F : Varopp −→ Set

S 7−→ Fam(S)/ ∼S
(h : S ′ → S) 7−→ [h∗] : Fam(S)/ ∼S−→ Fam(S ′)/ ∼S

[E
p−→ S ×X]/ ∼S 7−→ [(h× idX)∗E

p′−→ S ′ ×X]/∼S′

Example 2.4.12 (Quadruple of points in P1). [15, p.5-19] The main goal of this example
is to illustrate the steps to formulate a moduli problem. For this, we will describe
each object in the definition of a moduli problem in the sense of Definition 2.4.4. Let

M = {x = (x1, x2, x3, x4) ∈ (P1)4 : xi 6= xj, for i 6= j}

be the collection of all quadruples (x1, x2, x3, x4) on the projective line P1. By
quadruple, we always mean a set of four distinct ordered points in P1. We recognize
here that our objects (quadruples in P1) are defined in terms of C = P1. We would
like to classify these quadruples up to automorphisms of P1. So, two quadruples
(x1, x2, x3, x4) and (y1, y2, y3, y4) are equivalent if there exists an automorphism f :
P1 −→ P1 such that f(xi) = yi, for i = 1, 2, 3, 4. We would like to put a structure of an
algebraic variety over C on the set of equivalence classesM/ ∼M. So, we consider
our parameter category C to be the category of algebraic varieties over C. The next
step is to define a notion of families of quadruples of points parametrized by each
base variety B ∈ C. Let B ∈ C be an algebraic variety over C. We define a family of
quadruples parametrized by B to be the projection map

π : B × P1 −→ B

(x, p) 7−→ x

with four disjoint sections (that is, their images are disjoint sets)

σi : B −→ B × P1

x 7−→ (x, pi)
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of π (that is π ◦ σi = idB), for i = 1, 2, 3, 4. We will denote a family of quadruples
of points over a base variety B by the tuple (B, π, (σ1, σ2, σ3, σ4)). Also, it is clear
that these sections σi of π are completely determined by the data of four distinct
points (p1, p2, p3, p4) ∈ (P1)4. So, we identify a family of quadruples parametrized by
a base variety B to the data of a projection π : B × P1 −→ B and four distinct points
(p1, p2, p3, p4) on the projective space P1. For this reason, we may sometimes just write
a family over B just by (B, π, (p1, p2, p3, p4)).

Now, we should verify that the fiber over each base point b ∈ B is exactly a
quadruple of points in P1. For each base point b ∈ B, the fiber of π over b is exactly
{b} × P1 (which is a copy of the projective space P1), and for this point b the four
sections σi give four distinct points on P1; so an element of C.

Let f : A −→ B be a morphism in C and let (B, π, (σ1, σ2, σ3, σ4)) be a family of
quadruples over B ∈ C. The pullback of π along f is clearly the projection

πA : A× P1 −→ A

(a, p) 7−→ a

with sections

σi : A −→ A× P1

a 7−→ (a, pi)

So, our definition of families of quadruples over a base variety is compatible with
taking pullback.

We define an equivalence relation∼B on families of quadruples over the same base
variety B as follows. Two families of quadruples (B, π, (σ1, σ2, σ3, σ4), (p1, p2, p3, p4))
and (B, π′, (σ′1, σ

′
2, σ

′
3, σ

′
4), (q1, q2, q3, q4)) parametrized by the same base variety B ∈ C

are equivalent if there exists an automorphism f : P1 −→ P1 such that f(pi) = qi, i =
1, 2, 3, 4. So, the functor of families of objects ofM over objects of C is defined by:

Fam : Copp −→ Set

B 7−→ Fam(B) = {π : B × P1 −→ B, σi : B −→ B × P1, i = 1, 2, 3, 4}

Therefore, the moduli functor associated with the moduli problem of quadruples
in P1 is given by:

F : Copp −→ Set

B 7−→ Fam(B)/ ∼B .

We claim that the moduli functor F above is representable and we will prove this
fact later. For this, we will prove it step by step as we are going on using the notion
of universal family that we will introduce soon. The variety representing this moduli
problem will be called a fine moduli space, a notion that we introduce now.
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2.5 Fine moduli spaces

The happiest situation while studying a moduli problem (M,∼M) is when the asso-
ciated moduli functor F defined in 2.2.15, is representable in the sense of Definition
2.3.8, say represented by an object M in C.

2.5.1 Definition of a fine moduli space

Definition 2.5.2. Let F : (C)opp −→ Set be the moduli functor associated with a
moduli problem (M,∼M). A fine moduli space for the moduli problem (M,∼M) is
pair (M, η) representing the moduli functor F in the sense of Definition 2.3.8. In other
words, (M, η) is a fine moduli space for a moduli problem (M,∼M) if there is an
isomorphism of functors η : F −→ hM = HomC(−,M). If this happens, for any object
S in C, we get a bijection

ηS : F(S) := {families over S}/ ∼S−→ hM(S) := {morphisms S −→M}. (2.1)

In particular, if S = {pt} is a base point, then the underlying set of points |M |
of M is in bijection with the setM/ ∼M. Indeed, on the left-hand side of (2.1) we
have F({pt}) which is the set of equivalence classes of the elements ofM, and on
the right-hand side we have hM({pt}) = HomC({pt},M) ∼= |M |. This proves that M
does really parameterize the elements ofM. The bijection

η{pt} :M/ ∼M −→ |M |

allows us to transport any structure on the object M to the set of equivalence classes.
Furthermore, these bijections ηS are compatible with morphisms f : T −→ S, in

the sense that we have a commutative diagram

F(S) hM(S)

F(T ) hM(T ).

ηS

F(f)=f∗ hM (f)

ηT

In particular, ηM : F(M) −→ hM(M) = HomC(M,M) is an isomorphism, and since
idM ∈ HomC(M,M) there is a unique family U/M parametrized byM , corresponding
to the identity map idM . The family U will be called the universal family on the fine
moduli space M .

Proposition 2.5.3. Suppose that a moduli problem (M,∼M) admits a fine moduli
space (M, η). Then for each family X/B of objects ofM parametrized by each B ∈ C,
there exists a morphism ϕX : |B| −→ M , called the morphism associated to the
family X/B (or the corresponding morphism to the family X/B).

Proof. The proof of this proposition is the same as the construction given in 2.4.8. Let
us recall again how this is constructed.

Assume that (M, η) is a fine moduli space for the moduli problem (M,∼M). Let
X/B be a family parametrized by B ∈ C. For each closed point b ∈ B, consider the
inclusion map ib : {b} ↪→ B, which is a morphism. Then we can take the pullback
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of the family X along the morphism ib to obtain a family (ib)
∗X parametrized by

the single point {b}. But a family parametrized by a single point is an element of
M/ ∼, so that the family (ib)

∗X is an element ofM/ ∼. By the bijection between
M andM/ ∼, we can view the object (ib)

∗X as an element of M . This determines a
morphism

φX : |B| −→ M

b 7−→ (ib)
∗X

as desired.

When a fine moduli space M exists, there is a special family U parametrized by
M with a map U −→ M such that the fiber over each point m ∈ M is precisely the
object in the equivalence class parametrized by the single point m. Such a family U
satisfies a universal property.

2.5.4 Universal families and moduli spaces

Let (M,∼M) be a moduli problem as in 2.4.1. We would like to find a family U/M of
objects ofM parametrized by an object M ∈ C that affirmatively answers Question
2.4.7. If such a familiy exists, it is called a universal family for the moduli space M .

Definition 2.5.5. [1, Definition 4.5.3.3.1] A universal family for the moduli (M,∼M) is
a family U/M of objects ofM parametrized by an object M ∈ C which satisfies the
following universal property: for any family Z/T parametrized by each T in C, there
exists a unique morphism φZ : T −→M such that the corresponding map

φ∗Z : F(M) −→ F(T )

X/ ∼M 7−→ φ∗ZX/ ∼T

sends the equivalence class [U/M ] of the family U/M to the equivalence class of the
initial family Z ∈ Fam(T ) (that is, φ∗ZU/ ∼T= Z/ ∼T ). So, if we have a universal
family, then the questions 2.4.5, 2.4.6, 2.4.7 will all be affirmatively answered.

Now we would like to relate the notion of fine moduli spaces with that of universal
families. We would like to show that the family U/M corresponding to the identity
morphism idM is a universal family. The next theorem states that this is actually a
universal family.

Theorem 2.5.6. Let (M, η) be a fine moduli space for the moduli problem F : (C)opp −→
Set, and let U/M be the family of objects ofM parametrized by M , corresponding to
the identity morphism idM . Then U/M is a universal family.

Conversely, if U/M is a universal family parametrized by an arbitrary object
M ∈ C, then M is a fine moduli space.

Proof. Let X/S be any family of objects ofM parametrized by S ∈ C, and let φX :
S −→M be the corresponding morphism via the isomorphism

η(S) : F(S) −→ hM(S).
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Since U is a family over M , we can take its pullback along the morphism φX to obtain
a family φ∗XU over S. We claim that φ∗XU = X.

Let us prove the claim above. Since M is a fine moduli space, we have a natural
transformation η : F −→ hM of contravariant functors such that the maps η(S) :
F(S) −→ hM(S) are bijective for each S ∈ C. By the naturality of η, the diagram

F(M) HomC(M,M)

F(S) HomC(S,M).

η(M)

F(φX)=φ∗X hM (φX)=−◦φX
η(S)

is commutative. That is, η(S) ◦ φ∗X = hM(φX) ◦ η(M). So, we obtain that

η(S) ◦ φ∗X(U) = hM(φX) ◦ η(M)(U).

But hM(φX) ◦ η(M)(U) = hM(φX)(idM) = idM ◦ φX = φX . On the other hand,
(η(S) ◦ φ∗X) (U) = η(S) (φ∗X(U). Hence, η(S)(φ∗X(U)) = φX . Also, η(S)(X) = φX
since φX is the morphism corresponding to the family X/S via the morphism η(S) :
F(S) −→ hM(S). It follows that η(S)(φ∗X(U)) = η(S)(X). As η(S) is bijective, we
deduce that φ∗X(U) = X as desired.

For the converse, assume that U/M is a universal family. Then, by definition,
for any family X/S parametrized by each S in C, there exists a unique morphism
φX : S −→M such that the corresponding map

φ∗X : F(M) −→ F(S)

Z/ ∼M −→ φ∗XZ/ ∼S

sends the equivalence class [U/M ] of the family U/M to the equivalence class of the
initial family X ∈ Fam(S) (that is, φ∗XU/ ∼S= X/ ∼S). Then we consider the functor
η : F −→ hM defined for every S ∈ C by:

η(S) : F(S) −→ hM(S),

X/S 7−→ φX

where φX is the unique morphism above. By the uniqueness of φX , we deduce that
η(S) is injective. For the surjectivity, let φ ∈ hM(S). Taking the pullback of the
universal family U along the morphism φ gives rise to a family φ∗U parametrized by
S.

Theorem 2.5.7. Let (M, η) be a fine moduli space for the moduli problem F : (C)opp −→
Set, and let X/B be any family of objects ofM parametrized by an object B ∈ C.
Then, there exists a unique morphism f : B −→M in C such thatX = f ∗U = B×M U .

f ∗U U

B M.

prU

prB u

∃!f



22 Chapter 2. Moduli Problems and Moduli Spaces

Furthermore, M is unique up to unique isomorphism and parametrizes all the
equivalence classes of the moduli problem (M,∼M).

Proof. Let ϕ : B −→ B′ be a morphism in C. Since F is represented by M , the diagram

F(B′) HomC(B
′,M)

F(B) HomC(B,M).

ηB′

ϕ∗ −◦ϕ

ηB

commutes, with ηB and ηB′ being bijective. Taking B = M , we have F(M) ∼=
HomC(M,M) via ηM . By definition, F(M) is the set of equivalence classes of families
of objects ofM parametrized byM . Since the identity morphism idM ∈ HomC(M,M),
it follows from the isomorphism ηM that idM corresponds to the universal family U .

Let us consider an arbitrary family π : X −→ B overB, that isX ∈ F(B). We want
to find a morphism f : B −→M such thatX = f ∗U . Since ηB : F(B) −→ HomC(B,M)
is an isomorphism, then X corresponds to a unique morphism f : B −→M , that is
ηB(π) = f . Then, the diagram

F(M) HomC(M,M)

F(B) HomC(B,M),

ηM

f∗ −◦f

ηB

U � //
_

��

idM_

��

X � // f

commutes so that ηB(f ∗(U)) = (−◦f)(ηM(U)) = (−◦f)(idM) = idM ◦f = f. Therefore,
from ηB(π) = f = ηB(f ∗(U)), it follows that f ∗(U) = π. Hence f ∗(U) = X as desired.

For the unicity of M , assume that there is another pair (η′,M ′) with the same
property as (η,M). We have a universal family U ′ −→ M ′ by definition of M ′.
For this family, there exists unique morphism f : M ′ −→ M in C such that U ′ =
f ∗(U). Similarly, for the universal family U −→M , there exists a unique morphism
g : M −→ M ′ such that U = g∗(U ′). Hence, U = g∗f ∗(U) = (f ◦ g)∗U and U ′ =
f ∗g∗(U ′) = (g ◦ f)∗U ′. By uniqueness, it follows that f ◦ g = idM and g ◦ f = id′M , that
is M ∼= M ′ as desired.

The last statement of the theorem has already been proven after Definition 2.5.2.

Remark 2.5.8. The theorem above tells us that any fine moduli space comes with a
universal family that answers the questions 2.4.5, 2.4.6 and 2.4.7, so that it makes
sense to say that the notion of fine moduli spaces is the best possible we can expect
from a moduli problem.

Proposition 2.5.9. [1] Let F : Copp −→ Set be the moduli functor associated with a
moduli problem (M,∼M). Suppose that F admits a fine moduli space (M, η). Let
U/M be a universal family associated with (M, η). Then
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1. The fiber Um of U over each m ∈ M is in the same ∼M-equivalence class as
represented by m itself.

2. If X/B and Y/B are two families of objects ofM parametrized by the same
base object B ∈ C and are such that [Xb] ∼M [Yb] for all b ∈ B, then the families
X/B and Y/B are equivalent.

Therefore, there is an equivalence between fine moduli space and the associated
universal family. It is sometimes useful to define a fine moduli space through the
notion of univesal family as follows.

Definition 2.5.10. Let (M,∼M) be a moduli problem as in 2.4.4. A fine moduli space
for (M,∼M) is a pair (U,M), where U is a universal family and M is the space
representing the associated moduli functor F.

Example 2.5.11. Let k be an algebraically closed field and let V be a vector space of
dimension n over k. So, we may identify V with kn. We would like to parametrize the
1-dimensional linear subspaces of V , that is, all lines through the origin. We consider
the classM of all lines through the origin. We know that each nonzero vector v ∈ V
determines a unique line L; namely L = 〈v〉 ⊂ kn. Moreover, two nonzero vectors v
and v′ determine the same line if they are colinear, that is if there exists a nonzero
constant c such that v = cv′. Hence, we may define an equivalence relation onM
by saying that two lines L = 〈v〉 and L′ = 〈v′〉 are equivalent if v = cv′ for some
nonzero constant c. Therefore, the isomorphism class of lines through the origin is
the quotient (V − {0})/k∗, called the projective space, and denoted by P1

k. We claim
that there exists a universal family.

2.5.12 Conclusion

If a moduli problem F : (C)opp −→ Set admits a fine moduli space M , then M
parameterizes all the equivalence classes of the objects of our study. Furthermore,
there is a 1-to-1 correspondence between the equivalence classes of families over a
fixed base objectB and morphismsB −→M in C. Therefore we are to understand the
geometry of families of the moduli problem F through the geometry of the moduli
space M .

2.6 Pathological behaviour

Most of the moduli problems fail to admit fine moduli spaces. The following two
pathologies may prevent a moduli problem from admitting a fine moduli space:

(1) The jump phenomenon: moduli may jump in families in the sense of Definition
2.6.1.

(2) The moduli problem of our study may be unbounded. This means there is no
family X −→ B over an object B which parameterizes all the objects we are
interested in. This pathology can be solved by reducing to stable objects that are
well behaved.



24 Chapter 2. Moduli Problems and Moduli Spaces

Definition 2.6.1. Let C = Sch/k be the category of schemes over a field k. A jump
phenomenon for a moduli problem (M;∼M) is a family X −→ S of elements ofM
parametrized by an integral scheme S of dimension at least one, of finite type over k,
such that all fibers Xs for s ∈ S are isomorphic except for one fiber Xs0 which is of
different type.

Proposition 2.6.2. Let (M;∼M) be a moduli problem admitting a jump phenomenon
X −→ S. Then there does not exists a fine moduli space for this moduli problem.

Proof. By contradiction, assume that there is a fine moduli space for that moduli
problem. Then for the family X −→ S, there corresponds a unique morphism
f : S −→ M . The morphism f maps the point s0 to a point of M and the other
closed points to another point of M which must be different from f(s0). But this is
not possible for a morphism of schemes, so a fine moduli space for F fails to exist.
Therefore a jump phenomenon prevents the existence of a fine moduli space.

Example 2.6.3. Let us give a first example that exhibits the jump phenomena. Con-
sider the family Et : y2 = x3 + t2x+ t3 of algebraic curves parameterised by the t-line.
Then for any t 6= 0 we get smooth elliptic curves all with the same j-invariant (see
Definition 4.2.7)

j(Et) = 123 4t6

4t6 + 27t6
=

123 × 4

31
,

which is independent of t; and hence all isomorphic. But for t = 0 we get the singular
cubic E0 : y2 = x3. This is typically a jump phenomena, so the cusp curve cannot
belong to a class having a fine moduli space.

Remark 2.6.4. The example above is constructed from the following observation. To
any elliptic curves of the form E : y2 = x3 + Ax + B, are associated the quantities:

the discriminant ∆ = −16(4A3 + 27B2) and the j-invariant j = −1728
(4A)3

∆
. This

suggests that in order to produce a family of elliptic curves with jump phenomena,
it suffices to choose the coefficients A and B such that ∆ is proportional to A3, that
is ∆ = uA3, for some constant u. In this case, we have: 4A3 + 27B2 = uA3. Thus
B2 = vA3 for some constant v. In particular, for A = t2 and u = 1, we get the family
of elliptic curves in the example above.

Example 2.6.5 (Jump phenomenon). LetM be the collection of all pairs (V, T ), con-
sisting of a k-vector space V of dimension n and an endomorphism T ∈ End(V ).
We define an equivalence relation onM as follows: two pairs (V, ϕ) and (W,ψ) are
∼M-equivalent if there exists an isomorphism h : V −→ W such that h ◦ ϕ = ψ ◦ h.

Define a family of objects of M over a k-vector space S to be a rank n vector
bundle X over S with an endomorphism ϕ : X −→ X . Two families (X,ϕ) and
(Y, ψ) are isomorphic under ∼S if there is an isomorphism h : X −→ Y such that
h ◦ ϕ = ψ ◦ h. Let C be the category of k-vector spaces. It is clear that the category C
satisfies the conditions 2.2.9, so that the data above define a moduli problem as in
2.4.4. Let F : Copp −→ Set be the moduli functor associated.

Let n ≥ 2. It is always possible to construct families with jump phenomenon. Let
us construct families which exhibit the jump phenomenon for n = 2. Consider the
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family over the affine line A1 given by (X = O⊕2
A1 , ϕ) and

ϕs =

(
1 s
0 1

)
for s ∈ A1. We claim that this family exhibits a jump phenomenon. Indeed, for
any s, t 6= 0, the matrices ϕt and ϕs are similar so that ϕt ∼ ϕs. But, ϕ0 and ϕ1 are
not similar so that ϕ0 � ϕ1 since these matrices have distinct Jordan normal forms.
Therefore this family exhibits a jump phenomenon as desired, so that the associated
moduli functor F s not representable.

Example 2.6.6 (Example of unbounded moduli problem). The moduli problem of
complete varieties given in Example 2.4.10 is unbounded since there can be no variety
that parametrizes all such varieties of all dimensions.

Example 2.6.7 (Non representability of the moduli problem of vector bundles). Let r
be a fixed non negative integer. LetM be the collection of all vector bundles of rank
r over smooth mainifolds. We define the equivalence relation onM to be that given
by the isomorphy of rank r vector bundle over manifolds. Let C := Diff denote the
category of differentiable manifolds. The associated moduli functor is defined as:

F : Diffopp −→ Set

B 7−→ {isomorphism classes of vector bundles of rank r over B}.

We claim that the functor F is not representable by a smooth manifold. By
contradiction, assume that F is represented by a smooth manifold M . By Theorem
2.5.7, for any family π : X −→ B over B, there exists a unique morphism of smooth
manifolds f : B −→ M such that X = f ∗U = B ×M U , where U is the universal
family corresponding to idM .

X = f ∗U U

B M.

pU

pB u

f

Let us prove first that a vector bundle X −→ B is trivial if and only the corre-
sponding morphism f : B −→ M is trivial. Let {Ui}i be a trivializing open cover
for U . As f is continuous, each f−1(Ui) is an open subset of B so that {f−1(Ui)}i is a
trivializing open cover for f ∗(U). If the morphism f is constant, say f = c for some
constant c, then for each i,

f−1(Ui) =

{
B if c ∈ Ui
∅ otherwise .

This means that B itself is a trivializing cover, that is, the morphism X −→ B is
trivial. Conversely, suppose that

f−1(Ui) =

{
B if c ∈ Ui
∅ otherwise ,
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for all i. We claim that f is constant. Otherwise, we can find two distinct points
a, b ∈ f(B). As manifolds are Kolmogorov spaces, then at least one of the points a and
b has a neighborhood not containing the other. Without loss of generality, suppose
that there exists a neighborhood U of a such that b /∈ U . As a, b ∈ f(B), we can write
a = f(a′) and b = f(b′) for some a′, b′ ∈ B. Since f(a′) = a ∈ U , then a′ ∈ f−1(U), so
that f−1(U) 6= ∅. On the other hand, since f(b′) = b /∈ U , then b′ /∈ f−1(U) so that
f−1(U) 6= B. But then f−1(U) is neither ∅, nor B, which is a contradiction.

Let X −→ B be a trivial vector bundle of rank r. By definition of a trivial vector
bundle, all rank k trivial vector bundles over the same base B are isomorphic to the
bundle pB : B × kr −→ B, where pB is the canonical projection over B. By Theorem
2.5.7, pB : B × kr −→ B corresponds to a unique morphism of smooth manifolds
B −→ M such that X = g∗U . From what we showed previously, the morphism
g : B −→M must be constant. That is, there exists a unique x ∈M such that g(b) = x
for all b ∈ B. Thus g : B −→ {x}. Therefore, any rank r trivial vector bundle over a
smooth manifold B is given as a pullback along the constant morphism B −→ {x},
for some unique x ∈M .

Let us consider the case of non-trivial vector bundles. Let π : X −→ B be a rank
r non-trivial vector bundle over a smooth manifold B with trivializing open cover
{Ui}i. By the same arguments as above, there exists a unique morphism of smooth
manifolds f : B −→M such that X = f ∗(U). As the restriction morphism EUi

−→ Ui
is trivial for each i, it follows from the paragraph that the restriction of f to each Ui
must be the constant morphism fUi

: Ui −→ {x}. It follows that f itself is the constant
morphism f : B −→ {x}, which contradicts the fact that the vector bundle X was
chosen non-trivial. This shows that the moduli functor cannot be represented by a
smooth manifold M .

What goes wrong? The problem is the following. Since each vector space has
non-trivial automorphisms, even if our vector bundle X is trivial on each Ui, it
is possible to glue these trivial bundles in a non-trivial vector bundle. In general,
moduli problems classifying objects with non-trivial automorphism fail to admit fine
moduli space. This is the case of complex smooth projective curves of a fixed genus
g.

As proved above, most moduli problems do not admit fine moduli spaces. Usually
one can deal with this problem either by rigidifying the problem, or by enlarging the
category of schemes to the category of stacks, or by looking for a weaker solution.
Here, we will be interested in the latter case. Before introducing the notion of coarse
moduli spaces, let us say few words on the first two solutions.

Rigidifying the problem

Since automorphisms of the objects we are parametrizing are what prevent the
existence of a fine moduli space, it is necessary to find a way to eliminate objects
with non-trivial automorphisms. Rigidifying a moduli problem consists of changing
the moduli problem by asking objects and morphisms to satisfy some additional
properties in such a way that the objects obtained with these additional properties
no longer have non-trivial automorphisms. For instance, an idea is to decorate the
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objects with some extra structure so that only the identity automorphism preserves
the extra structure. This means the new moduli problem consists of classifying a
certain subcategory of the objects of interest. The new classfication problem is called
the rigidified problem. Then we can construct a fine moduli space for the rigidified
problem. This gives a solution to our new classification problem, but one drawback
of this solution is that the fine moduli space obtained does not parameterize the
objects we were primary interested in, but a certain subclass. However, it gives an
idea of how we can study the moduli problem in its generality. This can be achieved
by taking a quotient via an appropriate group action.

Algebraic stacks

Another possible attempt is the look for a solution in a category larger than that of
schemes. In 1969, Pierre Deligne and David Mumford introduced algebraic stacks as
generalisations of algebraic spaces in general. In particular, algebraic stacks generalise
algebraic varieties and schemes. The moduli problem may not be representable in
the category of schemes, but it may be representable in the category of stacks. This is
probably the most satisfying solution, but in this thesis, we will be concerned with
the third solution which consists of finding the best approximation possible of the
solution.

2.7 Coarse moduli spaces.

Fine moduli spaces are desirable, but they do not always exist and are frequently
difficult to construct, so it is sometimes useful to consider a weaker notion which
approximates the best the notion of fine moduli spaces. The concept we are interested
in here is that of coarse moduli spaces. The main idea is to require for weaker
conditions rather than of the representability of the moduli functor in such a way
that the moduli problem remains unchanged. The first condition is to require only
for a natural transformation η : F −→ hM for some object M in C. If this is the case,
for every B ∈ Sch and for every family π : X −→ B over B, from the commutativity
of the diagram

F(B) HomC(B,M)

F(X) HomC(X,M).

ηB

F(π) −◦π

ηX

we obtain that f = ηB(π) ∈ HomC(B,M). Hence there still exists a morphism f =
ηB(π) : B −→M as in Theorem 2.5.7. Furthermore, these morphisms are still natural
in the sense that if, π′ : π∗X = X×BB′ −→ B′ is the base change along the morphism
ϕ : B′ −→ B, then f ′ = η(π′) = η(π) ◦ ϕ. However, asking only for a natural
transformation is far from determining M . In fact, if we have a solution (M, η), then
for any morphism µ : M −→M ′ we get another solution (M ′, µ ◦ η). In particular, if
we take M ′ = {pt} a single point and η(π) to be the unique morphism B −→ {pt},
then we get a new solution; which implies that each point was a solution of our
moduli problem. This is a pathological solution.
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Then we are tempted to require that the underlying set of points of M should
correspond bijectively to the objects we are interested in. Even with this requirement,
it does not fix the geometric structure on the spaceM : in fact, as long as the morphism
µ : M −→ M ′ is bijective on base points, we have the freedom to compose with µ
as above to get a new solution. This pathological behaviour may be removed by
asking that the natural transformation η : F −→ hM be universal among such natural
transformation.

2.7.1 Definition of a coarse moduli space

Definition 2.7.2. An object M ∈ C is a coarse moduli space for a moduli functor F if
there exists a natural transformation of functors η : F −→ hM which is universal
among such natural transformations, and which is bijective on the level of closed
points. More concretely, M is a coarse moduli space for F if η satisfies the following
two properties:

(a) ηP : F(P ) −→ hM(P ) is bijective, for any base point P .

(b) For any scheme N and natural transformation ν : F −→ hN , there exists a unique
morphism of schemes f : M −→ N such that ν = hf ◦ η, where hf : hM −→ hN is
the corresponding natural transformation of presheaves.

Remark 2.7.3. Given a functor F : Copp −→ Set, we say thatM is a best approximation
of F if there exists a natural transformation η : F −→ hM which is universal among
such natural transformations. So a coarse moduli space is a best approximation of F
satisfying the assertion (a) of Definition 2.7.2.

Proposition 2.7.4. A coarse moduli space for a moduli problem M, if it exists, is
unique up to unique isomorphism.

Proof. Suppose that (M, η) and (M ′, η′) are two coarse moduli spaces forM. Since
(M, η) is a coarse moduli space forM, by taking N = M ′ and ν = η′ then Property
(b) implies that there is a unique morphism f : M −→ M ′ such that η′ = hf ◦ η.
Similarly, since (M ′, η′) is a coarse moduli space forM, by taking N = M and ν = η
then Property (b) implies that there is a unique morphism f ′ : M ′ −→M such that
η = hf ′ ◦ η′. Hence η = hf ′ ◦ η′ = hf ′ ◦ hf ◦ η. We can also write η as idM ◦ η. So by the
uniqueness of hf ′ ◦ hf and the Yoneda’s Lemma 2.3.7 we get f ′ ◦ f = idM . Similarly,
f ◦ f ′ = idM ′ .

Example 2.7.5. A fine moduli space is a coarse moduli space. In fact, the assertion
(a) of Definition 2.7.2 is easily satisfied since η is an isomorphism. For the second, it
suffices to take hf = ν ◦ η−1.

2.7.6 Tautological family

When a moduli problem F does not admit a fine moduli space, we lose the notion of
a universal family. However, there may exists a weaker notion of family in the case of
coarse moduli space, namely the notion of tautological family that we define below.
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Definition 2.7.7. [1, Definition 4.8.1.1.1] Let (M,∼M) be a moduli problem and
F : C −→ Set be the associated moduli functor. A tautological family for the moduli
functor F is a pair (X, β), where X ∈ Fam(T ) for some T ∈ C, and β :M/ ∼M−→ |T |
is a set theoretic map satisfying:

(i) The map β is a bijection of sets, that is for any base-point-object P ∈ C

β : F(P ) =M/ ∼M−→ HomC(P, T ) = |T |

is a bijection identifying a ∼M-equivalence class of objects ofMwith the under-
lying points of T ;

(ii) For each point t ∈ |T | (which we may think of as a morphism ϕt ∈ HomC(P, T )
by the identification HomC(P, T ) = |T |), the equivalence class Xt/ ∼M of the
fiber Xt of X over t (that is the equivalence class ϕ∗t (X) ∈ F(P ) =M/ ∼M) is
equal to that determined by β, that is β−1(t).

Example 2.7.8. Let (M0,∼M0) be the moduli problem that consists of classifying
nonsingular projective curves of genus 0 over k, up to isomorphism. We may consider
the parameter category to be the category of schemes over k. ThenM0 has a single
element, namely P1. One shows that M = Speck is a coarse moduli space, and the
trivial family P1 −→ Speck becomes a tautological family (see Proposition 4.1.9). On
the other hand, we will see in §4.2 that the j-line is a coarse moduli scheme for curves
of genus 1, but that it has no universal family (a counterexample is provided by
Example 2.6.3).

Remark 2.7.9. A universal family of objects ofM satisfies the assertion of Definition
2.7.7, so that any universal family of objects ofM is a tautological family. It is clear
that if a taulogical family does not exist, then a universal family does not exist because
the notion of a universal family is stronger than the notion of a tautological family.
Therefore, to show for instance that a moduli problem does not admit a universal
family (or a fine moduli space), it is sufficient to show it does not admit a tautological
family. We will use this observation in Chapter 4 to show that the moduli problem of
nonsingular porjective curves of genus g does not admit a fine moduli space.

Proposition 2.7.10. [12, Proposition 23.1, p.152] If the functor F associated with a
moduli problem (M,∼M) is representable by an object M ∈ C, then M is also a
coarse moduli space for F, and the universal family U/M associated with M is a
tautological family.

Now, we may ask the following question: what are the conditions that a coarse
moduli space should satisfy to be a fine moduli space? The following proposition
gives an answer to this question.

Proposition 2.7.11. Let (M, η) be a coarse moduli space for a moduli problemM.
Then (M, η) is a fine moduli space if and only if

(1) there exists a family U −→M over M such that ηM(U) = idM ,

(2) for families F −→ S and G −→ S parametrized by the same base object S, we
have F ∼S G ⇐⇒ ηS(F) = ηS(G).
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Proof. In fact, condition (1) corresponds to the surjectivity of η(T ) for all T ∈ C and
condition (2) corresponds to the injectivity of η(T ) for all T ∈ C.

Definition 2.7.12. [12, p.153] Suppose C is the category of schemes. Let X/S be a
family parametrized by S. We say that X/S is trivial if it is obtained by base extension
from the family Y/{pt} consisting of one element ofM over a point.

If S is a scheme of finite type over k, we say that the family X −→ S is fiberwise
trivial or isotrivial if all the fibers Xs are isomorphic for all closed points s ∈ S.

Lemma 2.7.13. Suppose M admits a fine moduli space M . Then every fiberwise
trivial family is trivial.

Proof. This is because any family X/S is obtained by pulling back the universal
family at Speck.

For instance, we can use this property to prove that the one-point coarse moduli
space for complex nonsingular projectives curves of genus 0 is not a fine moduli
space.
Conclusion: Coarse moduli spaces parameterise moduli spaces, but the require-
ments for coarse moduli spaces are not sufficient enough to guarantee the existence
of a universal family as in the case of fine moduli spaces. Moreover, we do not have
an equivalent version of Theorem 2.5.7 in the case of coarse moduli spaces.

After defining the fundamental notions of fine moduli space, coarse moduli space
and their related properties, we woud like to study concrete example of moduli
problems illustrations the notions above. The first example of moduli space that we
will study is the Grassmannian. According to V. Lakshmibai and Justin Brown [16]:

"In algebraic geometry, Grassmannian varieties form an important fun-
damental class of projective varieties. In terms of importance, they are
second only to projective spaces; in fact, a projective space itself is a certain
Grassmannian".

They can be realized as moduli spaces of the moduli problem of the classification
of linear subspaces. This gives our first example of fine moduli space. The aim of
the next chapter is to prove that the moduli functor corresponding to this moduli
problem is representable.
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Chapter 3

The Representability of the
Grassmannian Functor

Let k be an algebraically closed field and V a vector space over k. Let 0 < d ≤ n be
integers. In this chapter, we study the classification problem of linear subspaces of
an n-dimensional k-vector space V .

To begin with, the projective space Pn(k) parametrizes 1-dimensional linear sub-
spaces of kn+1. In other words, it is defined as the isomorphism class (with respect to
colinearity) of all lines in kn+1 passing through the origin. This parametrization can
be generalised to the collection of all linear subspaces of an arbitrary fixed dimension
d of a fixed vector space V of dimension n. The space parametrizing d-dimensional
subspaces of V is known as Grassmannian of degree d in V , and it is an important
object of study in Algebraic Geometry. The construction of Grassmannians can be
used to construct other moduli spaces such as Hilbert schemes. The goal of this
chapter is to formulate a moduli problem for d-dimensional vector subspaces of V
and to prove that such moduli problem admits a fine moduli space. We will first for-
mulate our moduli problem in the context of schemes. We will define the families of
d-dimensional subspaces parametrized by a scheme to be a vector bundle with some
extra conditions. In order to be able to do so, we will need to make the connection
between locally free sheaves and vector bundles. From this, we will freely switch
between schemes and vector bundles.

The main references for this chapter are [10, Chapter 8], [23, Appendix A] and [6,
Chapter VI].

3.1 Moduli problem of d-dimensional linear subspaces

Let Grass(d, n) denote the class of all d-dimensional linear subspaces of an n-dimensional
k-vector space V . That is,

Grass(d, n) = {W ⊂ V : W is a linear subspace of V , dimW = d}.

We define the equivalence relation on Grass(d, n) to be the equality of subspaces of V .
It is clear that the set of equivalence classes is again Grass(d, n). Our aim is to put a
structure of variety or scheme on Grass(d, n). So, we choose our parameter category
C to be the category of k-schemes, that is C = Sch/k. Now we would like to define a
notion of families of d-dimensional linear subspaces of V parametrized by schemes
S ∈ Sch/k. Such families should pullback on closed points to a d-dimensional vector
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bundle, so that the adapted notion to define such families is through vector bundles
over S. For this, we need first to make the connection between locally free sheaves
and vector bundles.

3.1.1 Connection between locally free sheaves and vector bundles

This subsection is introduced only to give a connection between locally free sheaves
and vector bundles. This is useful in the sense that it will imply that locally free
sheaves are generalizations of vector spaces. We will use this connection to build up
the family of d-dimensional vector subspaces of V over a base scheme S.

Definition 3.1.2. A sheaf of modules F over a scheme X is said to be free if it is
isomorphic to a direct sum of copies of OX . The number of copies of OX is called the
rank of the free sheaf F .

Definition 3.1.3. A sheaf of modules on a topological space X is said to be locally free
if there exists a cover of X by open subsets such that F |U is a free OX |U -module. It
follows immediately that a locally free module is quasi-coherent, and it is coherent if
it has finite rank. In the case where the topological space X is connected, the rank is
the same on each component.

Proposition 3.1.4. [11] The coherent sheaf associated with a finitely generated mod-
ule M is locally free if and only if it is a projective module. In other words, if there
exists N such that M ⊕N is free.

Definition 3.1.5. [21, p. 10] Let X and E be varieties and π : E −→ X be a morphism
of varieties. A trivialisation of π over an open subset U of X , is an isomorphism

ψ : U × F −→ π−1(U),

for some variety F such that π ◦ ψ = πU . The morphism π is said to be locally trivial
if X can be covered by open subsets over each of which π admits a trivialisation.

Definition 3.1.6. [21, p. 10] A vector bundle of rank n over X consists of a variety E,
a morphism π : E −→ X , and a structure of n-dimensional vector space over each
fiber Ex = π−1(x), such that for all x ∈ X ,

(i) the vector structure on Ex is compatible with the structure of variety induced
from that of E;

(ii) there exists a neighbourhood U of x and a trivialisation

ψ : U × kn −→ π−1(U)

of π over U such that the map

kn −→ Ey

v 7−→ ψ(y, v)

is linear for all y ∈ U .
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A vector bundle of rank 1 is called a line bundle.

Example 3.1.7. Take E = X × kn, and give Ex = {x} × kn the obvious structure of
vector space. The axioms of the definition of a vector bundle are easily satisfied. This
bundle is denoted by In.

Definition 3.1.8. [21, p. 11] Let (E1, ϕ1) and (E2, ϕ2) be two vector bundles over X .
A homomorphism from (E1, ϕ1) to (E2, ϕ2) is a morphism h : E1 −→ E2 such that

(i) π2 ◦ h = π1;

(ii) for all x ∈ X , h restricts to a linear map from E1x to E2x.

We define in the usual way the term isomorphism, endomorphism, automorphism,
and so on.

Definition 3.1.9. [21, p. 11] A trivial vector bundle is a vector bundle E which isomor-
phic to the bundle In.

A section of a vector bundle (E, π) over X is a morphism σ : X −→ E such that
π ◦ σ = idX .

Example 3.1.10. Let X be a variety. Then for each integer n, and for E = X × An
with the projection morphism π : E = X × An −→ X is a vector bundle called the
trivial vector bundle.

Example 3.1.11 (Example of locally free sheaves). Let d be an integer. Then we define
the locally free sheaf, denoted OPn(d), of rank 1 on the projective space Pn to be the
sheaf that associates to each open set U , the set

{f/g : f , g homogeneous functions, g is non-zero on U and deg f − deg g = d }.

It is locally free since by restricting to a standard copy of affine space, we have
that U ⊂ An is associated to rational functions f/g defined everywhere on U . So we
get precisely OPn|An .

Theorem 3.1.12 (The correspondence between vector bundles and locally free sheaves).
[27, Section 13.1] There exists a bijective correspondence between locally free sheaves
and vector bundles.

Proof. Let π : E −→ X be a vector bundle. We associate a locally free sheaf as follows.
To any open set U ⊂ X , define

OX(U) = {s : U −→ E : π ◦ s is the identity on U}.

We claim that this sheaf is locally trivial, and the open sets U can be taken to be
those for which π−1(Ui) ∼= Ui × An. Indeed, on these sets, we are looking at functions
Ui → Ui × An such that the composition with the projection gives the identity. That
is, we are looking at morphisms Ui → An = A1 × . . . × A1, which is simply the list
of n regular functions on Ui. Therefore, any vector bundle is a locally free sheaf. In
particular, every vector space is a locally free sheaf so that locally free sheaves are
generalisations of finite dimensional k-vector spaces.
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Conversely, let F be a locally free sheaf on X of rank n. Then we can find an
open cover {Ui}i of X such that F |Ui

is locally free for each Ui. As the varieties are
quasi-compact, we may choose the cover to be finite. Hence, we have isomorphisms
gi : F |Ui

→ OnUi
and gj : F |Uj

→ OnUj
. If we restrict each of these isomorphisms to the

intersection Uij = Ui ∩ Uj , we obtain two different isomorphisms gij : F |Uij
−→ OnUij

,
with gij = gjg

−1
i is an automorphism F|Uij

. With the isomorphism OnUij
, we may

identify this with an n× n square matrix of regular functions defined on Uij .
The next step consists of gluing the pieces of X together. Let Ui ×An and Uj ×An

be open sets. We can identify them along their intersection Uij by the map

Uij × An −→ Uij × Uij
(x, v) 7−→ (x, gij(v)).

And we perform this for all i, j, and we call this object E. It comes with a morphism
E −→ X by forgetting the vector coordinate on each point. Hence the fibers are copies
of the affine space An which sends (x, v) ∈ Uij × An to (x, gij(v)). By construction,
around each point there is a neighborhood on which the space is U × An. It remains
to shows that this is really a vector bundle. It is enough to show that it is a variety.
Certainly, it has an open cover by affine varieties by construction. Moreover, this
cover is finite. The result follows easily from the fact that the composition map
gij ◦ gjk ◦ gki is the identity map. This establishes the desired correspondence.

3.1.13 Families of d-dimensional vector subspaces over S

Now we come back to the construction of Fam(d, n), the functor of families of d-
dimensional subspaces of V . For any scheme S, we would like to define the set
Fam(d, n)(S) of families of d-dimensional vector subspaces of V parametrized by S.
That is, Fam(d, n)(S) has to satisfy the following properties:

(P1) For every morphism of schemes f : T −→ S, the set Fam(d, n)(T ) is obtained by
pulling back Fam(d, n)(S) via the morphism f . In other words Fam(d, n)(T ) =
f ∗(Fam(d, n)(S)) := Fam(d, n)(S)×S T .

(P2) For every field k, Fam(d, n)(Speck) (which we may simply denote by Fam(d, n)(k))
is the set of all d-dimensional vector subspaces of the vector space kn.

Now we have to understand the construction of the Grassmannian families over
an arbitrary scheme S. This means that we have to find the correct meaning of a d-
dimensional subspace while defining Fam(d, n)(S). The property (P2) to be satisfied
by Fam(d, n)(S) suggests that the natural way to define a notion of a family of d-
dimensional subvector spaces of V is in terms of subbundles of the trivial vector
bundle over S. Therefore, we have the following definition.

Definition 3.1.14. A family of d-dimensional subvector spaces of V parametrized by a
variety S is a subbundle of the trivial vector bundle Adk × S.

Furthermore, the equivalence in Theorem 3.1.12 between locally free sheaves
and vector bundles allows us to translate the notion of families G(d, n) defined with
respect to subbundles in terms of locally free sheaves. These two formulations are
equivalent and the latter is sometimes easier to handle. So we will define our notion
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of families of d-dimensional subvector spaces of V parametrized by schemes instead
of varieties. From Theorem 3.1.12, we may rephrase the definition of vector a bundle
in terms of locally free sheaves as follows.

Definition 3.1.15. [27, Subsection 13.1.5] A vector bundle of rank d over a scheme S is
a locally free sheaf F −→ S over S of rank d.

Definition 3.1.16. [23, Definition A.3.1] Let F −→ S be a vector bundle over S of
rank d, and let 0 ≤ r ≤ d. A rank r subbundle of F is a subsheaf G of F which is
locally free of rank r and such that the quotient F/G is also locally free (which is
necessarily of rank d− r).

Remark 3.1.17. The condition that F/G is locally free actually implies that the sub-
sheaf G is locally free, and the converse is not true in general. The definition is
formuated in this way because we want our families of d-dimensional subspaces to
be invariant under pullback along morphisms in order to satisfy (P2). The condition
that F is locally free is made in order to ensure that any family should be invariant
under pullback along morphisms. Furthermore, we would like that injective maps of
locally free sheaves correspond to injective maps of vector bundles. The additional
condition that the quotient F/G is also locally free is to ensure that injective maps on
sheaves correspond to injective maps on the corresponding locally free sheaves.

Proposition 3.1.18. [2, Lemma 1.2] Let E be a locally free sheaf and F be a subsheaf
of E . Then the following are equivalent:

(i) For each x ∈ S, the map restricted to the fibers F|x −→ E|x is injective,

(ii) F is a subbundle of E , that is both F and E/F are locally free.

The equivalence relation on families is given by equality. That is, two families of d-
dimensional subvector spaces are equivalent if and only if they are equal. Therefore,
we have a well formulated notion of families of d-dimensional linear subspaces
over each scheme S, so that we can define the moduli functor associated to this
classification problem as follows.

3.1.19 Grassmannian Functor

From the previous subsection, we can define the functor of families of linear vector
subspaces of V as follows:

Fam(d, n) : (Sch/k)opp −→ Set

S 7−→ Fam(d, n)(S).

Hence the moduli functor associated to this moduli problem, that we call the Grass-
mannian functor, is defined by:

F(d, n) : (Sch/k)opp −→ Set

S 7−→ Fam(d, n)(S)/ ∼S,
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and for each morphism f : T −→ S we associate the pullback map

F(d, n)(f) : F(d, n)(S) −→ F(d, n)(T )

which sends an equivalence class of families over S to equivalence class f ∗F/ ∼T of
families over T obtained by pulling back F along f .

More precisely, Fam(d, n)(S)/ ∼S is the set of equivalence classes of rank d sub-
bundles of the trivial bundle O⊕nS .

Now, we turn our attention to the study of the representability of the Grassman-
nian functor F(d, n). We want to find a scheme that represents the above Grassman-
nian functor. We may construct this only for affine schemes S = SpecA because of
the gluability property of schemes. In fact, schemes are defined by gluing together
affine schemes. We proceed by first constructing the Grassmannian scheme in the
affine case. For an arbitrary scheme S, we can cover it by affine open schemes, say
{Uα}. Then we construct the Grassmannians {F(d, n)(Uα)}, and glue them to obtain
the Grassmannian scheme over the scheme S. So we may assume that S is affine.

The main point is to prove the following result.

Theorem 3.1.20. There exists a scheme G(d, n) ∈ Sch/k which represents F(d, n).

The strategy to prove that F(d, n) is representable is to show that it is covered by
representable subfunctors. If this happens, we then glue the local solutions of the
covers and then obtain a scheme which will represent F(d, n). The following result
gives a justification to this stragy.

Theorem 3.1.21. [10, Theorem 8.9] Let F : (Sch/S)opp −→ Set be a functor that
satisfies:

(a) F is a sheaf for the Zariski topology,

(b) F has a Zariski open covering (fi : Fi −→ F )i∈I by representable functors Fi.

Then F is representable.

Proof. See [10, Theorem 8.9] or [23] for the proof.

So, to prove that the Grassmannian functor is representable, it is enough to prove
that it is a Zariski sheaf and that it has a Zariski open covering by representable
subfunctors. This is done through Lemma 3.1.26, Lemma 3.1.27 and Proposition
3.1.28.

Definition 3.1.22. [11, Definition, p.64] Let X be a topological space and F be a
sheaf of groups, rings, modules, etc. A subsheaf of F is a sheaf G of groups, rings,
modules etc., such that for every open subset U of X , G (U) is a subgroup, subring,
submodules etc., and the restriction maps of the sheaf G are induced by those of F .

Definition 3.1.23. [10, Definition 8.5] Let f : F −→ G be a natural transformation in
PSh(Sch). We say that f is representable if for any X ∈ Sch and any g : hX −→ G, the
fiber product functor F ×G hX is representable. Note that the fiber product F ×G hX is
defined to be the functor that assigns to each scheme S the object F (S)×G(S) hX(S).
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Definition 3.1.24. Let F,G : Sch −→ Set be functors. An open immersion of F into
G is a natural transformation F −→ G such that for every X ∈ Sch, the fiber product
hX ×G F is isomorphic to hY , for some Y ∈ Sch, and a map Y −→ X given by
hX ×G F −→ hX is an immersion.

Definition 3.1.25. Let G be a functor. An open covering of G is a collection {Fi −→
G, i ∈ I} of natural transformations such that each natural transformation Fi −→ G
is an open immersion and for every field K, the map⋃

i∈I

Fi(SpecK) −→ G(SpecK)

is surjective.

Lemma 3.1.26. [23, Lemma A.3.5] The Grassmannian functor F(d, n) is a Zariski
sheaf.

Proof. The proof follows from the definition of a sheaf. In fact, a subsheaf F is
determined in a unique way by an open cover {Uα}α of subsheaves of F which agree
on the intersections.

Lemma 3.1.27. The Grassmannian functor F(d, n) admits an open covering.

Proof. Let us produce a collection of open subfunctors that cover the Grassmannian
functor F(d, n). Let {e1, . . . , en} be a basis of the k-vector space V . Let I ⊆ {1, . . . , n}
containing n− d elements. The inclusion I ↪→ {1, . . . , n} induces an homomorphism
of S-bundle O⊕IS −→ O

⊕n
S . By S-bundle, we mean a vector bundle over S. We define

a subfunctor FI(d, n) of F(d, n) by setting:

FI(d, n)(S) := {U ∈ F(d, n)(S) : O⊕IS ↪→ O⊕nS � O
⊕n
S /U is an isomorphism of S-bundles}.

Or equivalently,

FI(d, n)(S) := {U ∈ F(d, n)(S) : 0→ O⊕IS → O
⊕n
S → O

⊕n
S /U → 0 exact seq. of S-bundles}.

In other words, FI(d, n)(S) consists of those families U ∈ F(d, n)(S) that are rank-d
direct summands of O⊕IS , that is, such that U ⊕ O⊕IS = O⊕nS and U ∩ O⊕IS = ∅. The
inclusion FI(d, n)(S) −→ F(d, n)(S) induces a morphism of functors between FI(d, n)
and F(d, n), say

ιI : FI(d, n) −→ F(d, n).

We claim that the functors FI(d, n), where the I’s are the subsets of {1, . . . , n}with
n−d elements, are open subfunctors of F(d, n) and that they cover the Grassmannian
functor F(d, n).

Let us show that ιI : FI(d, n) −→ F(d, n) is an open immersion. That means,
for any scheme X , we would like to show that hX ×F(d,n) FI(d, n), the fiber prod-
uct of hX −→ F(d, n) along the natural transformation ιI : FI(d, n) −→ F(d, n),
is isomorphic to hY , for some scheme Y , and that the morphism Y −→ X given
by hX ×F(d,n) FI(d, n) −→ hX (in the Yoneda’s lemma) is an open immersion. Let
g : hX −→ F(d, n) be a natural transformation. Then, by the Yoneda’s lemma, the data
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of a natural transformation hX −→ F(d, n) is equivalent to the data of an element [U ⊂
O⊕nX ] of F(d, n)(X). Now we have to compute the fiber product hX ×F(d,n) FI(d, n).
Again, by the Yoneda’s lemma, a map from hY to hX×F(d,n) FI(d, n) is equivalent to an
element of hX(Y )×F(d,n)(Y ) FI(d, n)(Y ). But an element of hX(Y )×F(d,n)(Y ) FI(d, n)(Y )
is a pair (φ : Y −→ X, [FY ⊂ O⊕nY ]) such that two elements obtained from φ and
[FY ⊂ O⊕nY ] are the same. Therefore,

hX ×F(d,n) FI(d, n)(Y ) = {(φ,U) ∈ hX(Y )× FI(d, n)(Y) | φ∗U ∈ FI(d, n)(Y)}

=
{

(φ,U)∈hX(Y )×FI(d,n)(Y )|O⊕I
Y ↪→O⊕n

Y �O⊕n
Y /φ∗F

is an isomorphism

}
.

Now we consider the projection U −→ O⊕IX , and define

U I := {x ∈ X : U|x −→ O⊕IX |x is an isomorphism.}

Then U I is open, and hence

hX ×F(d,n) FI(d, n)(Y ) = {φ : Y −→ X : φ(Y ) ⊂ X}
= {φ : Y −→ U I : φ(Y ) ⊂ X}.

This shows that hX ×F(d,n) FI(d, n) is representable and represented by U I .
Moreover, the collection FI(d, n) covers the Grassmannian functor F(d, n). Let

K be a field and h :
⋃
I FI(d, n)(SpecK) −→ F(d, n)(SpecK) a map. We want to

show that h is surjective. By definition, F(d, n)(SpecK) is the set of all d-dimensional
subspaces of V . The map h sends an (n− d)-dimensional subspace W to its dual W∨.
Now take a d-dimensional subspace W in F(d, n)(SpecK). Then its dual W∨ is an
(n− d)-dimensional K-vector subspace of Kn, so belongs to some FI(d, n)(SpecK).
But W∨∨ = W , so that h(W∨) = W . Hence h is surjective, and this shows that the
collection {FI(d, n) −→ F(d, n) : I ⊂ {1, . . . , n}, |I| = n− d} is a an open cover of the
Grassmannian functor (d, n).

Proposition 3.1.28. The functor FI(d, n) is represented by the affine variety Ad(n−d).

Proof. Let us prove that FI(d, n) is isomorphic to Hom(−,Ad(n−d)). We follow the
proof of [10, Lemma 8.13 (2)]. Let X ∈ Sch and U ∈ FI(d, n)(X) be a representative
of an element of FI(d, n)(X). By definition of FI(d, n)(X), we have an isomorphism
w : O⊕IX −→ O

⊕n
X /U . Let uU be the composition

uU : O⊕nX � O
⊕n
X /U −→ O⊕IX ,

where the first arrow stands for the projection uI : O⊕nX � O
⊕n
X /U and the second is

the inverse of w, w−1 : O⊕nX /U −→ OIX . Then the Ker(uU) = U and uU ◦ uI = idOI
X

.
Conversely, if u : O⊕nX −→ O

⊕I
X is a homomorphism such that u ◦ uI = idO⊕I

X
, then

we get Ker(u) ∈ FI(d, n)(X). This defines a bijective map

M(X) := {u ∈ HomOX
(O⊕nX ,O⊕IX ) : u ◦ uI = idO⊕I

X
} −→ FI(d, n)(X)

u 7−→ Ker(u),

which is functorial in X . Hence, we obtain an isomorphism of functor M −→
FI(d, n).
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Let J := {1, . . . , n} \ I . The map

M(X) −→ HomOX
(O⊕JX ,O⊕IX ) = Γ(X,OX)⊕J×I ∼= hAd(n−d)(X)

u 7−→ u |O⊕J
X

is bijective and functorial in X , so an isomorphism F −→ hAd(n−d) .

3.2 The Grassmannian as orbit space

Let V be a vector space of dimension n + 1 over an algebraically closed feld k. Let
P(V ) = Pn denote the projective space of all hyperplanes of V . Let G(d, n) be the
Grassmannian of d-dimensional vector subspaces of Pn passing through the origin.
We may identify this with the set of (n − d)-dimensional quotient of V . In this
section, we would like to construct the Grassmannian scheme as a quotient using the
techniques developed in Chapter 5. In order to be able to use GIT, we need to embed
G(d, n) into a projective variety.

Now we would like to give a structure of variety on G(d, n). For this, we need a
coordinate system for subspaces. It will be enough to cover it by affine charts and
determine the patchings in the intersections. Let us consider a system of coordinates
x0, x1, . . . , xn of Pn. Let Λ ∈ G(d, n) and let e0, . . . , ed be a basis of Λ. Then any ei can
be uniquely written as:

ei =
n∑
j=0

aijxj.

This defines a matrix AΛ = (aij)0≤i≤d,0≤j≤n. Therefore, any Λ ∈ G(d, n) can be
identified with a (d+ 1)× (n+ 1) matrix

AΛ =


a00 a01 · · · a0n

a10 a11 · · · a1n
...

... . . . ...
ad0 ad1 · · · adn

 (3.1)

called the Plücker matrix of Λ. Of course this representation depends to the chosen
basis for Λ and the system of coordinates of Pn. By changing the basis of Λ, the
matrix (3.1) will change by multiplying on the left by the non-degenerate (d+ 1)×
(d + 1) matrix of order d + 1 corresponding to the change of the basis of Λ. Let
AΛi0...id denote the matrix of A with columns i0, . . . , id, and let pi0...id = detAΛi0...id

denote the corresponding minor. Since the rank of AΛ is d + 1, there exist some
0 ≤ i0 < · · · < id ≤ n such that pi0...id 6= 0. If we suppose for instance that the minor
corresponding to the first d+ 1 columns is not zero, then (AΛi0...id)−1AΛ has the form

ÃΛ =


· · · ∗ 1 ∗ · · · 0 ∗ · · · 0 ∗ · · · ∗ · · ·
· · · ∗ 0 ∗ · · · 1 ∗ · · · 0 ∗ · · · ∗ · · ·

...
... . . .

... . . .
... . . .

· · · ∗ 0 ∗ · · · 0 ∗ · · · 1 ∗ · · · ∗ · · ·

 , (3.2)
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where, for 0 ≤ j ≤ d, the ij-th column is the canonical vector with 1 in position j
and the others entries are zero. The other entries of the matrix B are arbitrary. Since
multiplication on the left by a (d + 1) × (d + 1) invertible matrix does not change
the row space, this shows that G(d, n) contains an open affine subset, of dimension
(d+ 1)(n− d).

Let

Ui0,...,id = {Λ ∈ G(d, n) : Λ is represented by a matrix of the form (3.2)}.

More precisely, Ui0,...,id denotes the affine open subset of G(d, n) corresponding
to linear subspaces that do not meet the (n− d− 1)-dimensional subspace defined
by the equation xi0 = · · · = xid = 0. Equivalently, Ui0,...,id is the affine open subset
of G(d, n) corresponding to subspaces such that the maximal minor of the Plücker
matrix (3.1) obtained when considering the columns i0, . . . , id is not zero. It follows
that G(d, n) is covered by

(
n+1
d+1

)
charts Ui0,...,id . Each subspace Ui0,...,id is a row space of

a unique matrix of the form (3.2).
The chart given above parametrizes (d+ 1)-dimensional subspaces that surject

onto the subspace Span{i0, . . . , id} under projection along the complementary coordi-
nate subspace. We can in particular identify Ui0,...,id with k(d+1)(n−d).

3.2.1 The Plücker embedding

Let U ∈ G(d, n), and {u1, . . . , ud} be a basis for U . We define a map

p : G(d, n) −→ P(
d∧

kn)

U 7−→ [u1 ∧ · · · ∧ ud].

The map p is well defined. In fact, if {u′1, . . . , u′d} is another basis of U , then

u1 ∧ · · · ∧ ud = det(C)u′1 ∧ · · · ∧ u′d,

where C is the base change matrix, which is a d×d invertible matrix so that detC 6= 0.
It follows that [u1 ∧ · · · ∧ ud] = [u′1 ∧ · · · ∧ u′d]. Hence, p is well defined.

The goal is to show that the Grassmannian G(d, n) can be embedded into the
projective space P(

∧d kn). In order to achieve this goal, we have to show that the
map p above is injective and its image is the set of totally decomposible multivectors
of
∧d kn. For this, we need the following.

Lemma 3.2.2. Let {u1, . . . , ud} and {u′1, . . . , u′d} be two linearly independent systems
of kn. Then u1 ∧ · · · ∧ ud and u′1 ∧ · · · ∧ u′d are linearly dependent in

∧d kn if and only
if span{u1, . . . , ud} = span{u′1, . . . , u′d}.

Proof. First, notice that u1∧· · ·∧ud = 0 if and only if u1, . . . , ud are linearly dependent.
Now, assume that u1∧· · ·∧ud and u′1∧· · ·∧u′d are linearly dependent in

∧d kn), and
let us show that span{u1, . . . , ud} = span{u′1, . . . , u′d}. By contradiction, assume that
span{u1, . . . , ud} 6= span{u′1, . . . , u′d}. Then there exists at least one index l ∈ {1, . . . , d}
such that ul /∈ span{u′1, . . . , u′d}. Without loss of generality, we may assume that l = 1.
Then u1, u

′
1, . . . , u

′
d are linearly independent. Therefore u1 ∧ u′1 ∧ · · · ∧ u′d 6= 0 by the
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observation above. Since u1 ∧ · · · ∧ ud and u′1 ∧ · · · ∧ u′d are linearly dependent in∧d kn, there exists a scalar λ ∈ k such that u′1 ∧ · · · ∧u′d = λu1 ∧ · · · ∧ud. It follows that
0 6= u1 ∧ u′1 ∧ · · · ∧ u′d = λu1 ∧ u1 ∧ · · · ∧ ud = 0, which is a contradiction. Therefore,
span{u1, . . . , ud} = span{u′1, . . . , u′d}.

Conversely, assume that span{u1, . . . , ud} = span{u′1, . . . , u′d}, and let us show that
u1 ∧ · · · ∧ ud and u′1 ∧ · · · ∧ u′d are linearly dependent in

∧d kn. Since {u1, . . . , ud}
and {u′1, . . . , u′d} span the same linear space, it follows from linear algebra that the
basis {u1, . . . , ud} can be obtained from the basis {u′1, . . . , u′d} by a finite sequence of
elementary operations of the form u′i 7→ u′i + λu′j and u′i 7→ λu′j for λ ∈ k and i 6= j. It
is enough to show that these operations change the wedge product only by scalar
multiplication. Indeed,

u′1 ∧ · · · ∧ u′i−1 ∧ (u′i + λu′j) ∧ · · · ∧ u′d = u′1 ∧ · · · ∧ u′d + λu′1 ∧ . . . u′j ∧ . . . u′j ∧ · · · ∧ u′d
= u′1 ∧ · · · ∧ u′d

and

u′1 ∧ · · · ∧ u′i−1 ∧ (λu′i) ∧ · · · ∧ u′d = λu′1 ∧ · · · ∧ u′d.

Now, using the multilinearity of the wedge product and the fact that for any permu-
tation σ of the set {1, . . . , d}, u′1 ∧ · · · ∧ u′d = sign(σ)u′σ(1) ∧ · · · ∧ u′σ(d), we obtain that
u1 ∧ · · · ∧ ud = λu′1 ∧ · · · ∧ u′d, for some λ ∈ k.

Lemma 3.2.3. The map

p : G(d, n) −→ P(
d∧

kn)

U 7−→ [u1 ∧ · · · ∧ ud].

is injective and its image is the set of totally decomposible multivectors of
∧d kn.

Proof. Let us first show that p is injective. Let U and U ′ be two elements of G(d, n).
Let {u1, . . . , ud} and {u′1, . . . , u′d} be respectively a basis of U and U ′. If p(U) = p(U ′),
that is, [u1 ∧ · · · ∧ ud] = [u′1 ∧ · · · ∧ u′d], then there exists a nonzero scalar λ such that
u1 ∧ · · · ∧ ud = λu′1 ∧ · · · ∧ u′d. By Lemma 3.2.2, span{u1, . . . , ud} = span{u′1, . . . , u′d};
that is, U = U ′ as desired.

The image of p is the set of totally decomposable multivectors of
∧d kn. To see

this, let Lω = {u ∈ U : ω ∧ u = 0}, for ω ∈
∧d kn. Lω is a linear subspace of V . For

ω = u1 ∧ · · · ∧ ud, we have that Lω = W is a d-dimensional linear subspace of kn

(see Lemma 3.2.4), that is, Lω ∈ G(d, n). The map ω 7−→ Lω is the inverse of p on its
image.

Lemma 3.2.4. [8, Lemma 8.11] For any nonzero ω ∈
∧d kn, the space Lω defined

above has dimension at most d, and it is d-dimensional if and only if ω is totally
decomposable.

Therefore, we may identify the the Grassmannian G(d, n) with the set of decom-
posable multivectors of

∧d kn. The map p is the so-called Plücker embedding of
G(d, n). The next step is to show that the set of decomposable multivectors is a closed
subset of P(

∧d kn).
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Theorem 3.2.5. [8, Corollary 8.13] The Grassmannian variety G(d, n) is a projective
variety, embedded in a closed subset of P(

∧d kn) under the Plücker embedding.

3.2.6 Grassmannians as quotients of Md,n(k) by the action of GLd

Let Md,n(k) be the set of d× n matrices with coefficients in k. Let GLd acts on Md,n(k)
by left multiplication. Now we can identify Md,n(k)/GLd with G(d, n) as follows. Let
[A] ∈ Md,n(k)/GLd. Then there exists a unique matrix C such that CA is of form (3.2).
The matrix C determines a unique d-dimensional vector space V . Conversely, any d-
dimensional vector subspace Λ can be identified with a matrix AΛ, and (AΛi0...id)−1AΛ

has the form (3.2). Therefore, G(d, n) = Md,n(k)/GLd.

3.3 Grassmannian and flag varieties

Let k be an algebraically closed field of arbitrary characteristic. Let G = SLn(k) and
let T (n, k) be the subgroup of upper triangular matrices in G.

Definition 3.3.1. A Borel subgroup of G is a subgroup of G which is maximal among
the connected solvable subgroups. For dimension reasons, Borel subgroups always
exist. Equivalently, a Borel subgroup of G is a subgroup B conjugate to the subgroup
of upper triangular matrices T (n, k). In other words, B = gT (n, k)g−1 for some g ∈ G.
In particular, T (n, k) is a Borel subgroup.

Theorem 3.3.2. [3, Theorem 11.1] Let B be a Borel subgroup of G. Then all Borel
subgroups are conjugate to B, and G/B is a projective variety.

Definition 3.3.3. A parabolic subgroup of G is a closed subgroup of G containing
a Borel subgroup. Alternatively, a parabolic subgroup P of G is a closed subgroup
such that G/P is a complete variety.

Suppose B is a Borel supgroup of G. For convenience, B may be considered as a
subgroup of upper triangular matrices. The maximal parabolic subgroups of G that
contain this choice of B are of the form Pd, with 1 ≤ d ≤ n− 1, where

Pd = {A =


∗ ∗

0(n−d)×d ∗

 ∈ G : detA = 1}.

In general, for a multiindex d = (d1, . . . , dr) with 1 ≤ d1 < d2 · · · < dr ≤ n, we
define

Pd =
r⋂
i=0

Pdi .

As Pd is a finite intersection of closed subgroups, it is closed. Since B is contained in
each Pdi , it follows that B is contained in Pd so that Pd is a parabolic subgroup of G.
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Definition 3.3.4. Let V be an n-dimensional vector space and 0 < n1 < · · · < nr < n.
A flag in V corresponding to 0 < n1 < · · · < nr < n is a sequence of subspaces

0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V,

such that dimVi = ni, for each i. Then, the corresponding partial flag variety is
defined by:

F (V ;n1, . . . , nr) = {All partial flag varieties in V }.

Example 3.3.5. Let {e1, . . . , en} be the canonical basis of kn, and Vi = 〈e1, . . . , ei〉 the
subspace generated by e1, . . . , ei. Then 0 ⊂ V1 ⊂ · · · ⊂ Vn = kn is a flag, called the
standard flag.

The flag variety of the form F (V ; 1, 2, . . . , n) is called full flag. A flag variety has
the stucture of a projective variety.

Proposition 3.3.6. [17]. Any flag variety F (V ;n1, . . . , nr) is a projective variety.

The group GLn acts on F (V ;n1, . . . , nr) as follows: for any A ∈ GLn and for any
flag 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V ; we associate the flag 0 = A(V0) ⊂ A(V1) ⊂ · · · ⊂
A(Vn) = A(V ).

Proposition 3.3.7. [17] The group GLn(V ) acts transitively on the flag varietyF (V ;n1, . . . , nr).

Proposition 3.3.8. [17] Let P be a parabolic subgroup of GLn()̨. Then P is the stabi-
lizer of some flag.

Proof. Since P is parabolic, it contains some Borel subgroup. Without loss of general-
ity, we may assume that P ⊂ T (n, )̨. Then the elements of P have block matrix form

with blocks of size mi, i = 1, . . . , r. Consider the sequence ni =
i∑

j=1

mj . Since the

GLn(V ) -action of F (V ; d1, . . . , dr) is transitive, there exists a basis and an element
{Vi} ∈ F (V ; d1, . . . , dr) such that P is the stabilizer of {Vi}.

F (V ; d1, . . . , dr) can be identified with GLn(V )/Bn, where Bn := T (n, k) is a Borel
subgroup of upper triangular matrices, as follows. By Proposition 3.3.7, GLn(V ) acts
transitively on F (V ; d1, . . . , dr), and Bn is the stabilizer of the standard flag. Hence,
F (V ; d1, . . . , dr) can be identified with GLn(V )/Bn.

Now we can use the connection between parabolic subgroups P and flags to give
a description of F (V ; d1, . . . , dr). Let P be a parabolic subgroup of GLn(V ). Then
P is the stabilizer of some flag {Vi} ∈ F (V ; d1, . . . , dr). Moreover, F (V ; d1, . . . , dr) is
the orbit of {Vi} under GLn(V ) so that F (V ; d1, . . . , dr) = GLn(V )/P. As a special
case, for r = 1 and d = d1, F (V ; d) is the set of d dimensional subspaces of V , which
is the Grasmannian G(d, n). Therefore, G(d, n) = GLn(V )/P . This gives another
description of the Grassmannian in terms of flag varieties and parabolic subgroups
of GLn(V ).
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Chapter 4

Moduli Spaces of Curves

To any Riemann surface we can attach an invariant g, called genus, that classifies iso-
morphism classes of Riemann surfaces. For a compact Riemann surface X , its genus
is defined to be g := dimC Ω(X). One of the first moduli problems people studied is
to classify curves of genus g up to isomorphism. We would like to construct a space
Mg whose geometric points are in one-to-one correspondence with the isomorphism
classes of nonsingular projective curves of genus g. The purpose of this chapter is
to study the moduli problem of nonsingular projective curves of a fixed genus g.
This is an example of moduli problem which does not admit a fine moduli space.
The obstruction to the representability of the moduli functor associated with this
moduli problem comes from the nontriviality of the automorphism group of curves.
However, it admits a coarse moduli space. For this, our method is that described in
Chapter 2: we will find a parameter category in which we study the representability
of the moduli functor associated with this problem of moduli. We divide this moduli
into three cases: the genus 0 case, the genus 1 case, and the case where g ≥ 2. The
case of curves of genus 1 with one marked point forms what we call the moduli
problem of elliptic curves.

4.1 The Moduli M0 of curves of genus 0

Let M0 denote the class of all nonsingular projective curves of genus 0 over an alge-
braically closed field k. The isomporhy of curves of genus 0 defines an equivalence
relation ∼M0 on M0. Now we consider the set M0/ ∼M0 of isomorphism classes of
nonsingular projective curves of genus 0. We want to parametrize the set M0/ ∼M0

by a scheme or a variety M0 whose closed points are in bijective correspondence
with the set of equivalence classes M0/ ∼M0 . But we know by the uniformization
theorem of compact Riemann surfaces [9, Theorem 2.1, p.82] that any nonsingular
projective curve of genus 0 is isomorphic to the projective line P1

k. Therefore, the set of
equivalence classes M0/ ∼M0 is just a single point {P1

k}. This means, a moduli space
(fine or coarse moduli space), if it exists, should be a scheme with just one closed
point. This suggests that Speck is the natural candidate for this moduli problem. We
may consider our parameter category to be the category of schemes over k.

Definition 4.1.1. Let S be a scheme over k. A family of nonsingular projective curves
of genus 0 parametrized by S is a scheme X , smooth and projective over S whose
geometric fibers are nonsingular projective curves of genus 0. This is to say that for
each s ∈ S, if we take the fiber Xs and extend the base scheme to the algebraic closure
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κ(s) of the residue field κ(s), then the new curve Xs = Xs ×κ(s) κ(s) is a nonsingular
projective curve of genus 0.

Let

Fam0(S) := {X ∈ Sch/k : X is smooth, projective over k and Xs ∈M0, ∀s ∈ S}

be the set of families of nonsingular projective curves of genus 0 parametrized by S.
For any morphism f : T −→ S of schemes over k, we associate the pullback map

f ∗ : Fam0(S) −→ Fam0(T )

X/S 7−→ (X ×S T )/T.

This defines a functor Fam0, called the functor of families of nonsingular projective curves
of genus 0

Fam0 : Sch/k −→ Set

S 7−→ Fam0(S) :=

{
Families of nonsingular projective

curves of genus 0 parametrized by S

}
f 7−→ f ∗.

Now two families X/S and Y/S parametrized by the same base scheme S are
isomorphic if there exists an isomorphism ϕ : X −→ Y . This defines an equivalence
relation, denoted ∼S , over Fam0(S). From this, we deduce the moduli functor of
nonsingular projective curves of genus 0

F0 : Sch/k −→ Set

S 7−→ Fam0(S)/ ∼S:=

{
Isomorphism classes of families of nonsingular
projective curves of genus 0 parametrized by S

}
f 7−→ [f ∗],

where [f ∗] is the map defined by:

[f ∗] : Fam0(S)/ ∼S −→ Fam0(T )/ ∼T
[X/S] 7−→ [(X ×S T )/T ]

with [X/S] being the∼S-equivalence class of the familyX/S over S and [(X×S T )/T ]
being the ∼T -equivalence class of the family (X ×S T )/T over T .

Now, we would like to know if there is a scheme representing the moduli functor
F0. We will prove that this functor is not representable, but admits a coarse moduli
space. To prove that the moduli functor F0 is not representable, we will use the
notion of ruled surfaces that we introduce now.

4.1.2 Ruled surfaces

We introduce this notion here to prove that in fact the moduli functor F0 is not
representable. We recall that an algebraic surface is an algebraic variety of dimension
two. Here, by a surface, we mean a nonsingular projective curve over an algebraically
closed field k [11, Chapter V, p. 357].
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Definition 4.1.3. [11, Chapter V, p. 369] A ruled surface or a geometrically ruled surface
is a surface X , endowed with a surjective morphism π : X −→ C (where C is a
nonsingular projective curve), such that for each c ∈ C, the fiber Xc is isomorphic to
the projective space P1, and such that the morphism π admits a section σ : C −→ X .

Example 4.1.4. LetC be a nonsingular projective curve. ThenC×P1 is a ruled surface.
In fact, we choose the morphism π : C × P1 −→ C to be the first projection, which
is surjective. And for each y ∈ C, Cy = {y} × P1 ∼= P1. Moreover, the morphism
σ : C −→ C × P1 defined by sending any c ∈ C to the pair (c, [1, 0]) is a section of π.
This proves that for any nonsingular projective curve C, the variety C × P1 is a ruled
surface.

Proposition 4.1.5. [11, Chapter V, Proposition 2.2] Let π : X −→ C be a ruled surface.
Then there is a locally free sheaf E such that X is isomorphic to the projective space
bundle P(E ) (as defined in [11, Chapter II, p.162]) over C.

4.1.6 Non-existence of a fine moduli space for M0

Proposition 4.1.7. The moduli functor F0 of nonsingular projective curves of genus
0 is not representable.

Proof. To prove this, it suffices to show that the moduli functor F0 is not a Zariski
sheaf. But we know that if such a fine moduli space existed, it should be the one
point scheme Speck. So we need to show that Speck is not a fine moduli space for
the moduli problem of nonsingular projective curves of genus 0. Let π : X −→ C
be a ruled surface. By Proposition 4.1.5, X is isomorphic to P(E ), for some vector
bundle E of rank 2 over C. This implies that the curve C can be covered by open
set {Ui}i∈I such that π−1(Ui) ∼= Ui × P1, that is X is trivial over Ui. But there exist
many ruled surfaces that are not trivial. By definition of a ruled surface, we see that a
ruled surface π : X −→ C is in particular a family of curves of genus 0 parametrized
by C. It follows that the moduli functor F0 is not a Zariski-sheaf; this is because
the structure of a ruled surface X on the curve C is not determined by knowing its
structure locally on the curve C. Therefore, the moduli functor F0 cannot admit a
fine moduli space as desired.

4.1.8 Existence of a coarse moduli space for F0

As proved above, the moduli problem of nonsingular projective curves of genus 0
does not admit a fine moduli space. However, the situation is not too bad. In fact, we
will prove that the moduli functor F0 has a coarse moduli space as defined in 2.7.2.

Proposition 4.1.9. [12, Proposition 25.1] The affine scheme Speck is a coarse moduli
space for the moduli problem M0, and it admits a tautological family.

Proof. We have to construct a natural transformation η : F0 −→ HomSch/k(−, Spec k)
satisfying the assertions of Definition 2.7.2.

(a) For any natural transformation η : F0 −→ HomSch/k(−, Spec k), we have that

η(Spec k) : F0(Spec k) ∼= {P1
k} −→ HomSch/k(Spec k, Spec k) ∼= Spec k
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which is always bijective since this is just a set theoretic map between two sets
with a single element each. So, it suffices to construct η satisfying the universal
property of a coarse moduli space.

(b) LetX/S be a family of nonsingular projective curves of genus 0 over k parametrized
by S. Then we define a morphism e : S −→ Spec k such that for each closed
point s ∈ S, f(s) is the unique point of Spec k. We then obtain a morphism of
functors ϕ : F0 −→ hM such that for all S ∈ Sch/k, ϕ(S) : F0(S) −→ hM(S) is the
morphism sending a family X/S to the unique morphism e : S −→M = Spec k.

Now we show that the second assertion of Definition 2.7.2 is satisfied, that is
to show that the morphism of functors ϕ : F0 −→ hM is universal among such
morphisms. For this, let ν : F0 −→ hN be another morphism of functors with
the same properties as ϕ : F0 −→ hM . We want to find a unique morphism
f : M −→ N of schemes over k such that the following diagram commutes:

F0
η
//

ν
  

hM

hf

��

hN

where hf is the morphism induced from f .

Since M = Spec k ∈ Sch/k, the morphism ν(M) : F0(M) −→ hN(M) sends any
family X/M to a unique morphism e : M −→ N (this is because the functor
ν : F0 −→ hN is assumed to have the same properties as the functor η; in
particular ν(Spec k) : F0(Spec k) −→ hN(Spec k) send any family X/S to a unique
morphism e : M = Spec k −→ N ). In particular, ν(M) sends the family P1

k/M to
a unique morphism of schemes f : M −→ N . It remains only to prove that the
diagram above is commutative. For this, we will need the result of Lemma 4.1.10
that we state below.

Now, we consider a family X/S ∈ F0(S). Assume first that S is a scheme of finite
type over k. Then the fiber Xs of any closed point s ∈ S is P1

k, so that all the
fibers over closed points of S are isomorphic to P1

k. So any closed point s of S
must go to the same point n0 ∈ N , where n0 is the image of the single point of
M = Speck by the morphism f : M −→ N . Now we consider the reduced point
n0 as a closed subscheme ofN , and want to show that the morphism f : M −→ N
factors through n0. But from Lemma 4.1.10, it follows that the restriction of any
X ∈ F0(S) to any Artinian closed subscheme is trivial, and so, f factors through
the reduced scheme M = Speck.

Now we consider the case where S is not of finite type over k. The proof is similar
to by first case by taking base extensions to the geometric of S and Artinian ring
over them. This shows again that the associated morphism S −→ N factors
through the reduced scheme n0 ∈ N . Therefore f : M −→ N factors through N .
This completes the proof of the proposition.

Lemma 4.1.10. [12, Lemma 25.2] Let A be an Artinian ring with residue field κ
algebraically closed. Then any X ∈ F0(Spec A) is trivial, and is isomorphic to P1

Spec A.
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4.2 The moduli M1 of curves of genus 1

Nonsingular projective curves of genus 1 over an algebraically closed field k with
one marked point are also known as elliptic curves over k. So, by an elliptic curve
over an algebraically closed field k, we always mean a nonsingular projective curve
C of genus 1 over k together with a rational point P ∈ C. For simplicity, we assume
that the algebraically closed field k is of characteristic diffferent from 2 and 3.

4.2.1 Formulation of the moduli M1

In this section, we are concerned with the moduli problem of elliptic curves, that
consists of classifying elliptic curves up to isomorphism. So M1 denotes the collection
of all elliptic curves over a fixed algebraically closed field k. We are interested in the
way the elliptic curves vary in family. For this, we would like to find a variety or a
scheme over k such that its closed points are in one-to-one correspondence with the
isomorphism classes of elliptic curves. So we may consider our parameter category
to be the category Sch/k of schemes over k.

Definition 4.2.2. [12, §26, p.169] Let S be a scheme over k. A family of elliptic curves
over k parametrized by S is a morphism ϕ : X −→ S which is flat and whose geometric
fibers are elliptic curves over k, along with a section σ : S −→ X . If we consider S
to be the affine scheme S = Speck, then an elliptic curve over S (or just over k) is a
nonsingular projective curve E of genus 1 along with a rational point P ∈ E.

Now we define an equivalence relation on families of elliptic curves as follows. Let
(ϕ : X −→ S, σ : S −→ X) and (ψ : Y −→ S, δ : S −→ Y ) be two families of elliptic
curves over the same base scheme S ∈ Sch/k. We say that these two families are
equivalent if there exists an isomorphism η : X −→ Y making the following diagrams
commutative:

X
η
//

ϕ
  

Y

ψ
��

S

S
σ //

δ ��

X

η
��

Y

This defines an equivalence relation on families of elliptic curves over k parametrized
by S. We denote this equivalence relation by ∼S .

Let

Fam1(S) := {Families of elliptic curves over k parametrized by S.}

Let f : S −→ T be a morphism in Sch/k. For any family (ϕ : X −→ T, σ : T −→ X)
of elliptic curves over k parametrized by T , we define a new family of elliptic curves
over k parametrized by S, (f ∗ϕ : X ×T S −→ S, f ∗σ : S −→ X ×T S), where f ∗ϕ is
the second projection and f ∗σ is the map sending each element s ∈ S to the pair
(Xs, s). This defines a set theoretic map

f ∗ : Fam1(T ) −→ Fam1(S)

(ϕ : X −→ T, σ : T −→ X) 7−→ (f ∗ϕ : X ×T S −→ S, f ∗σ : S −→ X ×T S)
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Hence we define the functor of families of elliptic curves as follows:

Fam1 : Sch/k −→ Set

S 7−→ {Families of elliptic curves over k parametrized by S}
(f : S −→ T 7−→ f ∗ : Fam1(T ) −→ Fam1(S)

Therefore the moduli functor associated with the moduli problem of elliptic
curves over k, denoted F1, is defined by:

F1 : Sch/k −→ Set

S 7−→ Fam1(S)/ ∼S:=

{
Isomorphism classes of families of elliptic

curves over k parametrized by S

}
f 7−→ [f ∗]

where [f ∗] is the map induced from f ∗ by sending an isomorphism class of families
of elliptic curves over k parametrized by T to the isomorphism class of the families
of elliptic over k parametrized by S obtained by base extension along f .

[f ∗] : Fam1(T )/ ∼T −→ Fam1(S) ∼S(
X

ϕ−→ T, T
σ−→ X

)
/ ∼T 7−→

(
X ×T S

f∗ϕ−→ S, S
f∗σ−→ X ×T S

)
/ ∼S

is well-defined, that is isomorphic elliptic curves are mapped under f to isomorphic
elliptic curves.

4.2.3 Non-existence of a fine moduli space of elliptic curves

Proposition 4.2.4. The moduli functor F1 of elliptic curves is not representable.

The proof of this proposition is based on that given in [12, Proposition 26.2] and
we added some extra details for clarity.

Proof. By contradiction, assume that F1 is representable, say by a pair (ϕ,M1). Then
it follows from Lemma 2.7.13 that every fiberwise trivial family is trivial.

Let us consider the family of elliptic curves Xt −→ S = C∗ defined by:

y2 = x3 + t, t 6= 0.

TakeX to be the zero set of the polynomial y2−x3− t, i.e; Xt = {(x, y, t) : y2−x3− t =
0}, and π : X −→ S is the map induced by the projection (x, y, t) 7−→ t. For all t 6= 0,
the curvesXt have the same j-invariant (as defined in the next section), which implies
that this family is isotrivial (that is, all fibers are isomorphic) [11]. Another way to see
this consists to writing down the isomorphism µ : (x, y, t) 7−→ (λ−2x, λ−3y, 1), λ6 = t,
between the fibers Xt and X1. We claim that this family is not isomorphic to a trivial
family, that is; is not isomorphic to S ×X1. Indeed, the isomorphism µ trivializes X
over the pullback along the map k∗ −→ k∗, λ 7−→ λ6. Let µ6 denote the group of 6-th
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roots of unity. Define an action of µ6 on X1 × k∗ by setting:

σ : µ6 × (X1 × k∗) −→ X

(ζ, (x, y, λ)) 7−→ (ζ−2x, ζ−3y, ζλ)

Hence, X can be characterized by a quotient of X1 × k∗ by this action. Since this
action is determined by X , its non-triviality proves that this action is determined
by the variety X , its nontriviality shows that the variety X is not a trivial family.
This contradicts Lemma 2.7.13. Therefore, the moduli functor F1 associated with the
moduli problem M1 of elliptic curves over k is not representable.

4.2.5 The j-invariant of an elliptic curve

The first step is to find an invariant that characterizes elliptic curves over k. The most
interesting invariant that characterizes elliptic curves is called the j-invariant. Let k
be an algebraically closed field, and X be an elliptic curve over k.

Weierstrass equations and Legendre forms

Definition 4.2.6. [26, §III.1, p.42] Every elliptic curve E can be described by an
equation of the form

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6, with ai ∈ k, (4.1)

called the Weierstass equation of E. We assume further that the characteristic of k is
different from 2. By making the substitution

y 7−→ 1

2
(y − a1x− a3) ,

we obtain an equation of the form

E : y2 = 4x3 + b2x
2 + 2b4x+ b6, (4.2)

where the new coefficients b2, b4 and b6 are given by:

b2 = a2
1 + 4a2, b4 = 2a4 + a1a3, b6 = a2

3 + 4a6.

We also define the following quantities:

b8 = a2
1a6 + 4a2a6 − a1a3a4 + a2a

2
3 − a2

4

c4 = b2
2 − 24b4

c6 = −b3
2 + 36b2b4 − 216b6

∆ = −b2
2b8 − 8b3

4 − 27b2
6 + 9b2b4b6.

Definition 4.2.7. The j-invariant of the elliptic curve E is the quantity j(E) =
c3

4

∆
.

This quantity is invariant under isomorphism class of elliptic curves and it does not
depend on a particular equation chosen [26, p.44]. The j-invariant plays an important
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role in the classification of elliptic curves. The quantity ∆ is called the discriminant
of E.

If we assume further that the charcteristic of k is not 2, then any elliptic curve has
a Weierstrass equation of the form:

y2 = x3 + Ax+B. (4.3)

In this case, the discriminant is ∆ = −16 (4A3 + 27B2) and j = −1728
(4A)3

∆
.

Theorem 4.2.8. [11, Theorem 4.1, p.317] Let k be an algebraically closed field whose
characteristic is not 2. Then:

(a) For any elliptic curve E defined over k, the j-invariant depends only on E;

(b) Two elliptic curves E and E ′ are isomorphic if and only if they have the same
j-invariant;

(c) For any j0 ∈ k, there exists an elliptic curve E defined over k such that j(E) = j0.

Corollary 4.2.9. There exists a one-to-one correspondence between the set of isomor-
phism classes of elliptic curves defined over k and the elements of k.

Proof. The map which, to each isomorphism class of elliptic [E] over k assigns the
j-invariant j(E) is clearly a one-to-one correspondence thanks to Theorem 4.2.8.

Definition 4.2.10. [26, p.49] We say that a Weierstrass equation is in Legendre form
if it can be described by an equation:

y2 = x(x− 1)(x− λ) (4.4)

Proposition 4.2.11. [26, Proposition 1.7, p.49] Let k be an algebraically closed field of
characteristic different from 2.

(a) Every elliptic curve over k is isomorphic to an elliptic curve in Legendre form

Eλ : y2 = x(x− 1)(x− λ)

(b) The j-invariant of the elliptic curve in the Legendre form Eλ : y2 = x(x−1)(x−λ)
is

j(Eλ) = 28 (λ2 − λ+ 1)
3

λ2 (λ− 1)2 . (4.5)

Lemma 4.2.12. Let Eλ : y2 = x(x − 1)(x − λ) and E ′λ : y2 = x(x − 1)(x − λ′) be two
elliptic curves over k given by Legendre forms. Then Eλ and E ′λ are isomorphic if
and only if

λ′ ∈
{
λ,

1

λ
, 1− λ, 1

1− λ
,

λ

1− λ
,
λ− 1

λ

}
.

Proof. For the proof, we refer to the proof of the assertion (c) of [26, Proposition 1.7,
p. 49]
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4.2.13 Existence of a coarse moduli space of elliptic curves

We now use the notion of the j-invariant associated with each elliptic curve to prove
that the j-line A1

j is a coarse moduli space for the moduli problem of elliptic curves
over an algebraically closed field k. Another fundamental tool to achieve this goal is
the use of very ample divisors.

Proposition 4.2.14. [11, Proposition 3.1 (b), page 307] Let D be a divisor on a curve X .
Then D is very ample if and only if for any P,Q ∈ X , dim |D − P −Q| = dim |D| − 2.

Proposition 4.2.15. Let D be a divisor of degree d ≥ 2g+1 on C. Then φ : C −→ Pd−g
is a closed embedding.

Proof. This follows by the use of Riemann-Roch theorem. Indeed, applying Riemann-
Roch theorem, we have `(D) = d− g + 1, `(D − p) = d− g, `(D − p− q) = d− 1− g.
This is because `(D −KC) = `(KC −D + p) = `(KC −D + p+ q) = 0.

Corollary 4.2.16. [11, Corollary 3.2 (b), page 307] Let D be a divisor on a curve X of
genus g. If degD ≥ 2g + 1, then D is very ample.

Example 4.2.17. [11, Example 3.3.3, page 309] Let X be an elliptic curve, that is, g = 1.
Then for any divisor D od degree 3, we have that 3 = degD = 2g + 1, so that D is
very ample by Corollary 4.2.16. Therefore any elliptic curve can be embedded in
P2g = P2.

Proposition 4.2.18. The moduli functor F1 of elliptic curves admits a coarse moduli
space and it is given by the j-line A1

j .

Proof. (a) Let us define a natural transformation η : F1 −→ HomSch/k(−,A1
j) satis-

fying the properties of Definition 2.7.2. More precisely, we want to define a
morphism

ηS : F1(S) −→ HomSch/k(S,A1
j)

such that for each family (ϕ : X −→ S, σ : S −→ X) ∈ F1(S) of elliptic curves
over k, simply denoted by X/S, the restriction of ηS(X/S) : S −→ A1

j to the set
of closed points of S is the set theoretic map:

|ηS(X/S)| : |S| −→ A1
j

s 7−→ j(Xs)

where j(Xs) denotes the j-invariant of the fiber Xs (which is an elliptic curve
over k) of X over the closed point s.

Let {Ui = SpecAi, i ∈ I} be an affine open covering of S. Then for each i ∈ I , the
divisor 3σ is of degree greater or equal than 3, so that it is very ample. Hence,
we obtain an embedding XAi

↪→ P2
Ai

as in Proposition 4.2.14. Assuming that the
characteristic of k is different from 2 and 3, by rational operations over the ring
Ai (see [11, Chapter IV, §4]), our elliptic curve can be described by an equation of
the form:

y2 = x3 + ax+ b, with a, b ∈ Ai.
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In this case the j-invariant of our elliptic curve is given by:

j = 1728
4a3

(4a3 + 27b2)
.

Hence, we define a morphism ψi : SpecAi −→ A1
j for each i ∈ I . By the property

of sheaves, we can glue these morphisms ψi together to obtain a morphism
ψ : S −→ A1

j which assigns to each closed point s ∈ S the j-invariant of the fiber
over s, Xs (which is an elliptic curve over k).

So this defines a natural transformation η : F1 −→ HomSch/k(−,A1
j) with the

desired properties. It remains only to show that η satisfies the assertions of
Definition 2.7.2.

(b) Let us show that η(Speck) is a set theoretic bijection between the set of isomor-
phism classes of elliptic curves over k and the elements of the j-line A1

j . This
means, we want to show that the set theoretic map

J(Speck) : F1(Speck) ∼= M1/ ∼M1 −→ HomSch/k(Speck,A1
j)
∼= A1

j

[E] 7−→ j(E)

is bijective. But this is just Corollary 4.2.9.

(c) We show that the j-line is universal among morphisms of functors of the form
F1 −→ HomSch/k(−, N) possessing the property (a). So, let ν : F1 −→ HomSch/k(−, N)
be another natural transformation possessing the property (a). We want to
find a unique morphism f : A1

j −→ N in Sch/k such that ν = hf ◦ η, where
hf : HomSch/k(−,A1

j) −→ HomSch/k(−, N) is the corresponding natural transfor-
mation of presheaves. Since the morphism of functors ν : F1 −→ HomSch/k(−, N)
satisfies the property (a), this means that for every family X/S of elliptic curves
over k parametrized by S, there exists a morphism S −→ N . In particular, consid-
ering the family given by the Legendre form y2 = x(x− 1)(x− λ) parametrized
by the affine scheme S = SpecB, where B = k [λ, λ−1, (1− λ)−1], there exists a
morphism ψ : SpecB −→ N . Furthermore, this morphism is compatible with the
action of the groupG of order 6 acting on the λ-line consisting of the substitutions{

λ,
1

λ
, 1− λ, 1

1− λ
,

λ

1− λ
,
λ− 1

λ

}
.

Then by Lemma 4.2.12, the fibers of the transported family X ′ are fiberwise
isomorphic to the fibers of the family X . Thus the morphism ψ is compatible
with the action of G. Hence the morphism ψ factors through SpecBG, where BG

denotes the fixed ring of B by the action of G. All that remains is to identify BG

with k [j]. It is clear that j ∈ BG. Considering the function fields k(j) ⊆ k
(
BG
)
⊆

k(B), the latter is of order 6 over the two former, that is:
[
k (B) : k

(
BG
)]

= 6 and
[k (B) : k(j)] = 6. By the tower property, we have

6 = [k (B) : k(j)] =
[
k (B) : k

(
BG
)] [

k
(
BG
)

: k(j)
]

= 6
[
k
(
BG
)

: k (j)
]
.

It follows that
[
k
(
BG
)

: k (j)
]

= 1. Hence k(j) = k
(
BG
)
.
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Next, we claim that B is integral over k [j]. To prove the claim, it sufficies to show
that the generators λ, λ−1 and (λ− 1)−1 of B are integral over k [j]. First, for λ, it
follows from Equation (4.5) that

λ2(λ− 1)2j = 256(λ2 − λ+ 1)3. (4.6)

So λ is a root of the polynomial X2(X − 1)2j − 256(X2 − X + 1)3, which is a
polynomial with coefficient in k [j]. This shows that λ is integral over k [j].

To show that λ−1 and (λ− 1)−1 are integral over k [j], it is enough to show that
they are roots of the polynomial H(X) = X2(X − 1)2j − 256(X2 −X + 1)3. We
have:

H
(
λ−1
)

=
1

λ2

(
1

λ
− 1

)2

j − 256

(
1

λ2
− 1

λ
+ 1

)
=

1

λ4
(1− λ)2 j − 256

λ6

(
λ2 − λ+ 1

)3

= λ−6
(
λ2(λ− 1)2j − 256(λ2 − λ+ 1)3

)
= λ−6H(λ) = 0.

Similarly, we have:

H
(
(λ− 1)−1

)
=

1

(1− λ)2

(
1

1− λ
− 1

)2

j − 256

(
1

(1− λ)2
− 1

1− λ
+ 1

)
=

1

(1− λ)4
λ2j − 256

(1− λ)6

(
(1− λ)2 − (1− λ) + 1

)3

= (1− λ)−6
(
λ2(λ− 1)2j − 256(λ2 − λ+ 1)3

)
= (1− λ)−6H(λ) = 0.

This shows that λ−1 and (λ− 1)−1 are integral over k [j] too. Hence B is integral
over k [j]. In paticular, BG is integral over k [j] since BG ⊂ B. But these two rings
have the same quotient fileds and k [j] is integrally closed, so k [j] = BG.

Thus we obtain a morphism A1
j −→ N , so A1

j has the desired property.

4.2.19 Non-existence of a tautological family for A1
j

The main object of this subsection is to show that the existence of a coarse moduli
space does not necessarily imply that of a tautological family. For this, we would
like to show that the j-line does not admit a tautological family even if it is a coarse
moduli space. By contradiction, assume that the j-line A1

j has a tautological family.
Let X/S be a family of elliptic curves over k and s0 ∈ S such that the corresponding
fiber Es0 has j-invariant j(Es0) = 0. The family X/S can be represented by an
equation of the form y2 = x3 +ax+ b with a, b ∈ A in an affine neighbourhood SpecA

of s0. At the point s0, the j-invariant is thus given by j = 123 4a3

4a3 + 27b2
. Hence a

belongs to the maximal ideal m of the ring A at the point s0. It follows that j ∈ m3,
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so that the morphism S −→ A1
j is ramified at the point s0, that is the j-function

associated with the family cannot have simple zeroes. This implies in particular that
the j-line A1

j cannot be a tautological family.

4.3 The moduli problem Mg, with g ≥ 2

To conclude this chapter, let us briefly formulate in a similar way the moduli problem
for nonsingular projective curves of genus g ≥ 2. We fix an algebraically closed field
k and an integer g ≥ 2. Let

Mg = { all nonsingular projective curves over k, of genus g}.

In this section, for the sake of simplicity, by a curve of genus g we will always mean
a nonsingular projective curve over k of genus g. We consider on Mg the equivalence
relation defined by isomorphy: two nonsingular projective curves over k of genus
g are equivalent if and ony if they are isomorphic. As usual, let us denote this
equivalence relation by ∼Mg . Now we consider the set Mg/ ∼Mg , and we would
like to find a variety Mg that parametrizes the isomorphism classes Mg/ ∼Mg of
nonsingular projective curves of genus g, and also describe the families of such
curves over arbitrary schemes. So we consider our parameter category to be the
category Sch/k, of schemes over k.

Definition 4.3.1. Let S be a scheme over k. A family of curves of genus over S is a
morphism ϕ : X −→ S which is flat, proper over S and whose geometric fibers are
curves of genus g.

Now we define an equivalence relation on families of curves of genus g over
the same base scheme S as follows. Let ϕ : X −→ S and ψ : Y −→ S be two
families of curves of genus g over the same base scheme S ∈ Sch/k. We say that these
two families are equivalent if there exists an isomorphism η : X −→ Y making the
following diagram commutative:

X
η
//

ϕ
  

Y

ψ
��

S

This defines an equivalence relation on families of curves of genus g over S. We
denote this equivalence relation by ∼S .

Let

Famg(S) := {Families of curves of genus g over S}

Let f : S −→ T be a morphism of schemes over k. For any family ϕ : X −→ T of
curves of genus g over T , we define a family f ∗ϕ : X ×T S −→ S of curves of genus
g over S, where f ∗ϕ is the second projection. We get a set theoretic map

f ∗ : Famg(T ) −→ Famg(S)

(X
ϕ−→ T ) 7−→ (X ×T S

f∗ϕ−→ S)
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Moreover, this assignment is functorial with respect to families X/T of curves of
genus g over T . Hence we define the functor of families of curves of genus g by:

Famg : Sch/k −→ Set

S 7−→ {Families of curves of genus g over S}

(S
f−→ T ) 7−→ (Famg(T )

f∗−→ Famg(S))

Therefore the moduli functor associated with the moduli problem of curves of
genus g, denoted Fg, is defined by:

Fg : Sch/k −→ Set

S 7−→ Famg/ ∼S:= {Isomorphism classes of families of curves of genus g over S}
f 7−→ [f ∗]

where [f ∗] is the map induced from f ∗ by sending an isomorphism class of families of
curves of genus g over T to the isomorphism class of the families of curves of genus
g over S obtained by base extension along f . That is:

[f ∗] : Famg(T )/ ∼T −→ Famg(S)/ ∼S(
X

ϕ−→ T
)
/ ∼T 7−→

(
X ×T S

f∗ϕ−→ S
)
/ ∼S

where
(
X

ϕ−→ T
)
/ ∼T denotes the ∼T -equivalence class of the family ϕ : X −→ T .

4.3.2 Nontriviality of the automorphism group and non-existence
of a fine moduli space

In this section , we want to show that, in general, the nontriviality of the automor-
phism group of certain curves prevents the existence of a fine moduli space. So, we
have to show that it is always possible to construct a non-trivial family of curves of
genus g which is isotrivial, that is, a family X −→ S such that all the fibers Xs, s ∈ S
are isomorphic and the family X −→ S is not trivial. This is shown is the following
lemma.

Lemma 4.3.3. Let C be a curve of genus g with nontrivial automorphism group,
and let G ⊆ Aut(C) be a finite and nontrivial group. Then there exists a noncon-
stant isotrivial (or fiberwise trivial) family X −→ S of family of curves of genus g
parametrized by S.

Proof. Let us construct a non-constant family X −→ S such that each fiber Xs,
s ∈ S, is isomorphic to the curve C. Consider a scheme S ′, with a free G-action
σ : G × S ′ −→ S ′ on S ′. Let S = S ′/G be the quotient group scheme of S ′ by the
G-action. Let X ′ = S ′ × C. The map

σ′ : G× (S ′ × C) −→ S ′ × C
(ϕ, (s, c)) 7−→ (σ(s, c), ϕ(c))
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defines an action of G on X ′ = S ′ × C. Now we want to construct a family over S.
Since the finite group G acts freely on the quotient group X ′ = S ′ × C, it follows that
X ′/G ∼= S ′/G × C/G. Then the first projection X ′/G ∼= S ′/G × C/G −→ S = S ′/G
is a family of curves of genus g parametrized by S. Moreover, the fibers are still
isomorphic to X , but the curve C will not in general be isomorphic to C × S.

Theorem 4.3.4. The moduli functor Fg associated with the moduli problem Mg of
nonsingular projective curves over k of genus g is not representable.

Proof. Let us show that Mg fails to have a fine moduli space. By contradiction,
assume that there exists a variety Mg and an isomorphism η : Fg −→ Hom(−,Mg).
By Lemma 4.3.3, the moduli problem Mg possesses a nontrivial family X −→ S
which is isotrivial. Then the map η(S) : Fg(S) −→ Hom(S,Mg) sends the nontrivial
isotrivial family X −→ S to a morphism f : S −→ Mg. But the morphism f sends
each closed point s ∈ S to the point corresponding to the isomorphsm class of the
fiber Xs of X over s. Since all the fibers are isomorphic, it follows that f(t) = f(s),
for all s, t ∈ S. This means that f(S) is a single point. Therefore the family X −→ S
should be isomorphic to the trivial product family.

Now we take the pull-back of the universal family Cg −→ Mg along f , and
then we must have this pull-back map must be equivalent to π : X −→ S. But
f ∗Cg = Cg ×Mg B = Xs × S. This means Xs × S is equivalent to π : X −→ S, which
contradicts the assumption that π : X −→ S is not equivalent to Xs× S for any s ∈ S.

However, Mumford has proved that the moduli problem Mg admits a coarse
moduli space Mg [4, Theorem 5.1.1]. Deligne and Mumford showed in [24] that the
coarse moduli space Mg is a quasi-projective variety and has dimension 3g − 3 over
k. An algebraic proof is given by Fulton [7].

To close this chapter, we summarize without proof what we said in the following
theorem. We refer to the references above for the proof.

Theorem 4.3.5. [12, Theorem 27.1, p.178] The moduli functor Fg associated with the
moduli problem Mg of nonsingular projective curves of genus g over k admits a
coarse moduli space Mg.

Proof. For the existence of Mg, we refer to [4, Theorem 5.1.1]. The irreducibility of Mg

is proved in [24].

By Theorem 4.3.5, we have a natural transformation η : Fg −→ HomSch/k(−,Mg)
satisfying the assertions of 2.7.2. This implies the following:

(a) The map η(Speck) : Fg(Speck) ∼= Mg/ ∼Mg−→ HomSch/k(Speck,Mg) ∼= |Mg| is
bijective. In other words, the closed points of Mg are in bijective correspondence
with the isomorphism classes of nonsingular projective curves of genus g over k.

(b) For any familyX/S of curves of genus g over S, there is a morphism f : S −→Mg.
This morphism sends any point s in S into the point of Mg corresponding by (a)
to the isomorphism class of the fiber Xs of X over s.
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4.3.6 Conclusion

We have seen that the moduli problem Mg of curves of fixed genus g ∈ Z+ over
an algebraically closed field k does not admit a fine moduli problem. One reason
for the failure of the existence of a fine moduli space is the presence of families of
curves which are isotrivial, but not trivial. But it has been shown that in any case
there always exists a coarse moduli space. Moreover, there does not even exist a
tautological family, except for the case g = 0.

It is still not an easy task to construct moduli space. One of the oldest methods
dealing with the construction of moduli spaces is to realize them a quotient varieties
using the Geometric Invariant Theory developed by Mumford [4].
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Chapter 5

Geometric Invariant Theory

In this chapter, we will describe a method of constructing quotients in algebraic
geometry, and then relate this construction to that of coarse moduli spaces. In fact,
moduli problems can be reduced to the existence of nice quotients of the action of an
algebraic group scheme G on a scheme X . The natural context for the construction
is that of schemes over a fixed base field k. We will start by defining the notions of
algebraic groups, their actions and related notions of quotients such as categorical
quotients, good quotients geometric quotients. In order to construct categorical
quotients, one fundamental question we should answer: is the k-algebra of regular
functions O(X) finitely generated? An affirmative answer to this question is given
for the action reductive groups by Nagata’s Theorem. We then relate the construction
of coarse moduli spaces to forming categorical quotients. The main texbooks for this
chapter are [21], [4], [5], and [19].

5.1 Affine algebraic groups

In this section, we introduce the notions of algebraic groups needed for Geometric
Invariant Theory. Roughly speaking, a group scheme over k is a group in the category
of schemes over k. It is called an affine group scheme over k if the underlying scheme
is affine.

Since the category of all affine subschemes is a full subcategory of all schemes
[10], then to give an affine group scheme over k is the same as giving a group in the
category of affine schemes over k.

An abelian variety is a smooth projective algebraic group. By Chevalley’s theorem
[18, Theorem 10.25], every algebraic group is an extension of an abelian variety by an
affine algebraic group whose underlying scheme is affine. This allows us to restrict
our study to that of affine algebraic groups.

Definition 5.1.1. An algebraic group over k is a schemeG over k along with morphisms

(1) identity element: 1 : Speck −→ G; (this is just choosing a point of G, we denote
this point by e)

(2) group law: mG : G×G −→ G, (g, h) 7−→ g · h;

(3) group inversion: i : G −→ G, g 7−→ g−1

satisfying the usual axioms of group:

(a) mG (g,mG(h, l)) = mG (mG(g, h), l),
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(b) mG (g, e) = mG (e, g) = g,

(c) mG(g, i(g)) = mG(i(g), g) = e.

We will denote an algebraic group G by the pair (G,mG). If the underlying scheme G
is affine, G is called an affine algebraic group. This definition can be generalized to a
group object in any category. In particular, we say that G is a group variety to mean
G is a group in the category of all varieties.

Definition 5.1.2. Let (G,mG) and (H,mH) be two algebraic groups over k. A homo-
morphism of algebraic groups from G to H is a morphism of schemes f : G −→ H such
that

f ◦mG = mH ◦ (f × f).

Definition 5.1.3. An algebraic subgroup of an algebraic group (G,mG) over k is an
algebraic group (H,mH) over k such that H is a k-subscheme of G and the inclusion
map is a homomorphism of algebraic groups. We say that an algebraic group G′ is an
algebraic quotient of G if there is a homomorphism of algebraic groups f : G −→ G′

which is flat and surjective.

Example 5.1.4 (Some classical examples of Group Schemes). 1) The additive group
Ga = Speck[t] over k with the co-group operations

m∗(t) = t⊗ 1 + 1⊗ t, i∗(t) = −t and e∗(t) = 0

is an algebraic group whose underlying variety is A1.

2) The multiplicative group Gm = Spec k[t, t−1] over k with the co-group operations

m∗(t) = t⊗ t, i∗(t) = t−1 and e∗(t) = 1.

is an algebraic group whose underlying variety is A− {0}.

3) The General Linear group GLn = {A ∈ Mn(k) : detA 6= 0} over k is an open
subvariety of An. GLn with the co-group operations:

m∗(xij) =
n∑
l=1

xil ⊗ xlj and i∗(xij) = (xij)
−1
ij

4) Every smooth curve of degree 3 in the projective plane P2 has the structure of an
algebraic group [11, Proposition IV.4.8]. These elliptic curves yield examples of
projective, and hence non-affine, algebraic groups.

Definition 5.1.5. A linear algebraic group is a subgroup of GLn which is defined by
polynomial equations. Any linear algebraic subgroup is automatically affine. The
converse is also true: any affine algebraic group is linear ([13, Theorem 3.9]).

The important examples of linear algebraic groups for our purpose are groups
GLn, SLn and PGLn. The Special Linear group SLn := {g ∈ Mn : det g = 1} is a closed
subgroup of GLn, and PGLn is isomorphic to a closed subgroup of GLn.
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An action G over k determines a group-valued functor on the category of finitely
generated k-algebras; it assigns to any finitely generated k-algebra R given by R 7−→
G(R) = Hom(R,G). In the same way, to every k-vector space V , we can associate a
group-valued functor GL(V ) that assigns to any finitely generated k-algebra R, the
group of R-linear automorphisms AutR(V ⊗k R). If V is finite-dimensional, then
GL(V ) is an affine algebraic group.

Definition 5.1.6. A linear representation of an algebraic group G on a vector space
V over k is a homomorphism of group valued functors ρ : G −→ GL(V ). If V
is finite-dimensional, this is equivalent to a homomorphism of algebraic groups
ρ : G −→ GL(V ), which we call a finite dimensional linear representation of G. Another
equivalent terminology for linear representation is rational representation.

5.2 Group actions and basic results

In this section, we recall the notion of group action and describe the action of the
k-algebra of regular functions on X .

5.2.1 Group action

Definition 5.2.2. An (algebraic) action of an affine algebraic group (G,mG) on a
scheme X is a morphism σ : G×X −→ X such that the composition σ ◦ (id⊗e) : X ∼=
X × Speck −→ X ×G −→ X is the identity and the maps σ ◦ (id×mG), σ ◦ (σ × id) :
X ×G×G→ X are equal. In other words, we have:

σ(e, x) = x and σ (g, σ(h, x)) = σ (mG(g, h), x) for all (g, h) ∈ G×G and x ∈ X.

Definition 5.2.3. A representation of an affine group scheme G = SpecA is a k-vector
space V endowed with a linear map µ : V → V ⊗A which satisfies the dual relations
for those of an action. A vector v ∈ V is called invariant if µ(v) = v⊗1, and a subspace
U ⊂ V is called a subrepresentation if µ(U) ⊂ U ⊗ A.

Example 5.2.4. Let V = A2. The following are examples of group actions.

1) Let G be the multiplicative group Gm. The map (t, (x, y)) 7−→ (tx, ty) is an action
of G on V .

2) Let G be the multiplicative group Gm. Then G acts on V via the map (t, (x, y)) 7−→
(tx, t−1y).

3) Consider the additive group G = Ga. Then G acts on V via the map (t, (x, y)) 7−→
(x+ ty, y).

4) G = Gm ×Ga acts on V via the map ((t, s), (x, y))→ (x+ sy, ty).

5) For simplicity, suppose that k is an algebraically closed field with characteristic
prime to n. Let z be a primitive n-th root of unity. Then G = µn acts on V via the
action (a, (x, y))→ (zax, zay).
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Definition 5.2.5. Let σ : G×X −→ X and π : G× Y −→ Y be two actions as above.
Then a morphism f : X −→ Y is G-equivariant (or G-morphism) if:

f (σ(g, x)) = π (g, f(x)) ,

for all g ∈ G, x ∈ X . For convenience we denote σ(g, x) by g.x, so that the previous
relation becomes

f(g · x) = g · f(x)

In particular, when G acts trivially on Y (that is, g · y = y for all y ∈ Y and all g ∈ G),
we say that the morphism f is G-invariant. If this happens, we obtain:

f(g · x) = f(x).

for all g ∈ G and x ∈ X , which is equivalent to say that the morphism f is constant
on each orbit.

5.2.6 The k-algebra O(X) of regular functions

Let X be a scheme over k, and O(X) the k-algebra of regular functions f : X −→ k.
For an affine algebraic variety, this is isomorphic to the coordinate algebra. If G and
X are both affine, an action ofG onX , say σ : G×X −→ X is equivalent to a coaction
homomorphism

σ∗ : O(X) −→ O(G)×O(X).

This defines a unique action of G on O(X) given by:

(g · f)(x) := f(g−1 · x) for all x ∈ X and g ∈ G. (5.1)

Definition 5.2.7. Let V be a k-vector space andG an affine algebraic group. An action
of G on V is a map

σ : (Affine k-algrebra) −→ {Actions on V ⊗k R}
R 7−→ σR

where σR : Hom(R,G)× (V ⊗k R) −→ V ⊗k R is an action of Hom(R,G) on V ⊗k R
such that σR(g,−) is a morphism of R-modules functorial in R. We define in the
same way an action of G on k-algebra A, and in this case σR(g,−) is a morphism of
R-algebras. We say that an action of G on a k-algebra A is rational if every element of
A is contained in a finite dimensional G-invariant linear subspace of A.

Lemma 5.2.8. [22, Lemma 3.1] Let G be an affine algebraic group acting on an affine
scheme X . Then

(1) For any finite dimensional vector subspace W of O(G), there is a finite dimen-
sional G-invariant vector subspace V of O(X) containing W .

(2) In any case, any f ∈ O(X) is contained in a finite dimensional G-invariant
subspace of O(X).
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(3) If W is a finite dimensional G-invariant subspace of O(G), then the action of G
on W is given by a rational action.

Since the coordinates ring O(X) is finitely generated, it follows by the lemma
above that this action is rational.

Proof. (1) Let W be a finite dimensional vector subspace of O(G), say dimW = r.
Consider a basis {f1, . . . , fr} of W . Let W ′ = span {g · fi | i = 1, . . . , r, g ∈ G}.
Certainly, W ′ contains W . So, it is enough to show that W ′ is invariant under
the action of G and it is finite dimensional. But W ′ is clearly G-invariant by
construction. It remains only to show that W ′ is finite dimensional.

Let us now show that W ′ is finite dimensional. The action σ : G ×X −→ X of
G on X induces a coaction σ∗ : O(X) −→ O(G)×O(X). Then for all i = 1, . . . , r
and for all g ∈ G, we have:

σ∗(fi) =

ni∑
j=1

aij ⊗ bij, with aij ∈ O(G) and bij ∈ O(X).

It follows that, for all g ∈ G,

g · fi =

ni∑
j=1

aij(g)bij.

LetW ′′ = span {bij | i = 1, . . . , r, j = 1, . . . , ni}. W ′′ is certainly finite dimensional.

Moreover, for all i = 1, . . . , r and for all g ∈ G, we have that g · fi =

ni∑
j=1

aij(g)bij ∈

W ′′. This proves that W ′ ⊆ W ′′. Therefore W ′ is finite dimensional as desired.

(2) The second assertion follows from the first assertion by taking W = span{f}.

(3) Let us show that the action of W is given by a rational action. Let {f1, . . . , fr} be
a basis of W . Then we have:

σ∗(fi) =

ni∑
j=1

aij ⊗ bij, with aij ∈ O(G) and bij ∈ O(X).

This gives rise to a morphism we have:

a = (aij) : G −→M(n).

As every element ofG is invertible, this morphism has to factor through the linear
group Gl(n) since.

Definition 5.2.9. Let σ : G×X −→ X be an action of an affine algebraic group G on
a scheme X .
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For a k-point x ∈ X , the stabilizer Gx of x is defined to be the fiber product of
σx : G −→ X and x : Spec k −→ X . In other words, Gx is the closed subgroup

Gx := {g ∈ G : g · x = x}.

The orbit of x is the set G · x = {g · x : g ∈ G}; that is, G.x is image of the induced
morphism σx = σ(−, x) : G(k) −→ X(k) given by g 7−→ g · x. If all the G-orbits are
closed subsets of X , we say that the G-action is closed. The orbit space is the set of
all G-orbits of X , denoted X/G := {G · x : x ∈ X}.

Since Gx is the preimage of a closed subscheme of X under σx, then it is a closed
subscheme of G. What can we say about orbits? This is the aim of the following
proposition.

Proposition 5.2.10. [13, Proposition 3.15] Let G be an affine algebraic group acting on
a scheme X . If x is a closed point of X , then Gx is a locally closed subset of X . Hence
Gx can be identified with the corresponding reduced locally closed subscheme.

Furthermore, the boundary G · x − G · x of the orbit G.x is a union of orbits of
strictly smaller dimension. In particular, each orbit closure contains a closed orbit of
minimal dimension.

Proposition 5.2.11. [21, Lemma 3.7] Consider an affine algebraic group G acting on
a scheme X . For any k-point x ∈ X(k), we have

dim(G) = dim(Gx) + dim(G.x).

Moreover, the dimension of the stabilizer subgroup viewed as a function X −→ N is
upper semi-continuous; that is, for every n ∈ N, the set

{x ∈ X : dimGx ≥ n}

is closed in X , and the dimension of an orbit subgroup is lower semi-continuous,
that is the set

{x ∈ X : dim(G · x) ≤ n}

is closed for every n ∈ N.

5.3 Affine quotients

Given a group action on an affine scheme X , we would like to construct a quotient,
which will be ideally the set theoretical space of orbits under G, and will have a
structure of an affine scheme. Unfortunately, the orbit space may not always admit
a structure of a scheme. We will introduce various alternatives corresponding to
different notions of moduli space that we described above. In fact, there exist several
notions of a quotient, namely: categorical quotient, geometric quotient, and good
quotient.

The first notion is the weakest and dictated by the functorial point of view.
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5.3.1 Categorical quotient

The notion of categorical quotient is fundamental in the construction of coarse moduli
spaces. We will prove in the next section that any coarse moduli space is in fact a
categorical quotient and any categorical quotient is a coarse moduli space if and only
if it is an orbit space. This motivates this subsection.

Definition 5.3.2. A categorical quotient for the action of an affine algebraic group G
on a scheme X , is a scheme Y endowed with a G-invariant morphism ϕ : X −→ Y
satisfying the following universal property: for every G-invariant morphism f :
X −→ Z, there exists a unique morphism h : Y −→ Z such that f = ϕ ◦ h. In
categorical language, it just means that the diagram

G×X mG //

prX
��

X

ϕ

��

X ϕ
// Y

is a pushout diagram in the category of schemes over k. As objects defined by a
universal property are unique, it follows that a categorical quotient, if it exists, is
unique up to a unique isomorphism.

Definition 5.3.3. An orbit space is a categorical quotient (Y, ϕ) such that the preimage
of each k-point in Y is a single orbit.

Let ϕ : X −→ Y be a categorical quotient of X by the action of an affine algebraic
group G on X. By definition, ϕ is constant on each orbit G · x, and as ϕ is continuous
(as all morphisms of schemes), it follows that ϕ is constant on orbit closures. Hence,
a categorical quotient is an orbit space only if the action of G on X is closed (that is
the G-orbits are closed).

The categorical quotient has good functorial properties in the sense that if ϕ :
X −→ Y is a G-invariant morphism and if there is an open cover {Ui}i of Y such
that the restriction ϕ| : ϕ−1(Ui) −→ Ui is a categorical quotient for each i, then ϕ is a
categorical quotient [13, Remark 3.24]. But a categorical quotient may fail to have the
desired geometric properties of interest.

Example 5.3.4. Let the multiplicative group G = Gm act on the affine variety A2 by
t · (x, y) = (tx, t−1y). The orbits of this action are

• the conics Cα := {(x, y) : xy = α}, for α ∈ A1−{0}; corresponding to the points
(x, y) such that xy 6= 0,

• the punctured x-axis, which is the orbit of the points of the form (x, 0) with
x 6= 0,

• the punctured y-axis, which is the orbit of the points of the form (0, y) with
y 6= 0, and

• the origin which is the orbit of the point (0, 0).
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The quotient of A2 by the action of Gm in this example is a categorical quotient,
but it is not separated. Indeed, the punctured axes both are not closed, and they
contain the origin in their orbit closures. Moreover, the dimension of the orbit at the
origin is strictly smaller than the dimension of Gm, which suggests that its stabilizer
has positive dimension. So k2/k∗ cannot be separated. To get a separated quotient,
we need to combine the punctured axes and the origin, and we obtain a categorical
quotient k2/k∗ ∼= k. The quotient morphism is given by (x, y) 7−→ xy. However, even
if we remove the origin, we cannot obtain a separated variety.

Example 5.3.5. Let k∗ operate on kn through the multiplication, that is λ.(x1, . . . , xn) =
(λx1, . . . , λxn) (with n ≥ 2). Then any G-invariant morphism X −→ Y is necessarily
constant because the origin is contained in the orbit closure of each orbit. There-
fore, the categorical quotient is a single point, and is given by ϕ : kn −→ {pt},
(x1, . . . , xn) 7−→ pt. This quotient cannot be an orbit space because the preimage of
{pt} is not a single orbit.

Example 5.3.6. Let k∗ operate on kn − {(0, . . . , 0)} through the multiplication. It is
obvious that the quotient is the projective space Pn−1 which is both a categorical
quotient and an orbit space.

Remark 5.3.7. Deleting only one point has an important impact on the quotient
as shown in the examples above. As the ultimate goal is to construct categorical
quotients with nice geometric properties, we will do this using the GIT by throwing
away bad points.

Definition 5.3.8. Let G be an affine algebraic group acting on a scheme X over k via
σ. A subset U of X is invariant under σ if σg(U) ⊆ U for all g ∈ G, that is g.U ⊆ U .
The set

O(X)G := {f ∈ O(X) : g · f = f for all g ∈ G} (5.2)

is called the subalgebra of invariant functions. For any invariant subset U of X , the
above action induces an action on U , and we denote by O(U)G the corresponding
subalgebra of invariant functions.

The categorical quotient exists under a rather weak assumption in the category of
affine schemes. However, Example 5.3.5 above shows that categorical quotients may
not at all look like orbit spaces. Now we introduce the notion of good quotient for an
action of a group G on an affine scheme X .

5.3.9 Good and geometric quotient

Let G be an affine algebraic group operating on a scheme X over k.

Definition 5.3.10. A good quotient of X for the action of G on X is a scheme Y and a
morphism ϕ : X −→ Y satisfying:

(1) ϕ is G-invariant, i.e; ϕ ◦ σ = ϕ ◦ p2 where p2 : G×X −→ X is the projection on
X , and σ the action of G on X .
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(2) ϕ is surjective and affine (where affine means that the preimage of every affine
open is affine).

(3) If U is an open subset of Y , the homomorphism ϕ∗ : OY (U) −→ OX(ϕ−1(U))
maps the algebraOY (U) isomorphically onto the algebra of G-invariant functions
OX(ϕ−1(U))G.

(4) For every closed subscheme Z of X which is G-invariant, its image ϕ(Z) is closed
in Y .

(5) If W and W ′ are two disjoint G-invariant closed subsets of X , then ϕ(W ) and
ϕ(W ′) are disjoint.

Remark 5.3.11. If we assume that ϕ is surjective, then the assertions (4) and (5) are
equivalent to:

(4’) If W and W ′ are disjoint closed subsets, then the closures ϕ(W ) and ϕ(W ′) are
disjoint.

In general, good quotients may not always exist: take X = Pn with a nontrivial
action of Gm given by

λ · (x0, . . . , xn) = (λi0x0, . . . , λ
inxn), with

n∑
l=0

il = 0.

A generic orbit has dimension 1. A good quotient, if it existed, is then of dimension
< n. On the other hand, the points ei of coordinates xj = 0 for j 6= i are invariant
under this action and their orbits are therefore closed and disjoint. Hence the quotient,
if it exists, must have dimension > 0. But Pn admits no non-trivial affine morphism
on an algebraic variety Y of dimension < n. (The fibers of such a morphism are affine
and closed in Pn, therefore have dimension 0).

The good quotients are desirable to the extent that we have:

Lemma 5.3.12. The fibers of a good quotient ϕ : X −→ Y for an action of G are in
bijection with the closed orbits of G.

Proof. If G · x and G.y are distinct closed orbits, then they are disjoint. The fifth
property shows that ϕ(x) and ϕ(y) are distinct points of Y . It remains to understand
why every point of Y parameterizes a closed orbit. This follows from the fact that
for every orbit G · x, there is a closed orbit G.x′ contained in the Zariski-closure G.x
of G.x. To see this, note that if G · x is not closed, G · x \G · x is G-invariant and of
dimension < dimG.x. It suffices to take an orbit of minimal dimension contained in
G.x.

Remark 5.3.13. This Lemma tells us that a good quotient parametrizes closed orbits.

Lemma 5.3.14. [5, Proposition 6.1] A good quotient is necessarily a categorical quo-
tient.
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Definition 5.3.15. A geometric quotient is a good quotient in the sense of Definition
5.3.9, such that for every y ∈ Y , the fiber ϕ−1(y) is a single orbit. (In particular the
orbits are closed). In other words, a geometric quotient is a good quotient ϕ : X −→ Y
such that the points of Y correspond one-to-one to the orbits of the geometric points
of X via ϕ. Thus, the underlying set of a good quotient is the orbit space. This
notion of quotient is the best possible because then the quotient is both categorical by
Lemma 5.3.14 and Y is the set of orbits by Lemma 5.3.12.

Proposition 5.3.16. Let an affine algebraic group G act on X . Then a good quotient
ϕ : X −→ Y enjoys the following properties:

(i) ϕ(x1) = ϕ(x2) if and only if G · x1 ∩G · x2 6= ∅.

(ii) For each element y ∈ Y , the fiber ϕ−1(y) contains exactly one closed orbit. In
particular, if the action is closed (that is, all the orbits are closed), then ϕ is a
geometric quotient.

Proof. (i) Assume that G · x1 ∩ G · x2 6= ∅, and let us prove that ϕ(x1) = ϕ(x2).
Since ϕ is constant on each orbit G · xi, then it is constant on each orbit closure
G · xi, i = 1, 2. As xi is both in G · xi and in G · xi, we deduce that ϕ(G · xi) =
ϕ(xi) = ϕ(G · xi). Now consider an element x ∈ G · x1 ∩ G · x2. We have that
ϕ(x) = ϕ(G · x1) = ϕ(G · x1) = ϕ(x1) and ϕ(x) = ϕ(G · x2) = ϕ(G · x2) = ϕ(x2),
so that ϕ(x1) = ϕ(x2) as desired.

Conversely, suppose that ϕ(x1) = ϕ(x2). By contradiction, let us assume that
G · x1∩G · x2 = ∅. Then by the fifth assertion of the definition of a good quotient,
it follows that ϕ(G · x1) ∩ ϕ(G · x2) = ∅. But the hypothesis ϕ(x1) = ϕ(x2) and
the fact that ϕ is constant on orbits imply that ϕ(x1) = ϕ(x2) ∈ ϕ(G · x1) ∩
ϕ(G · x2) = ∅. This is absurd, and therefore G · x1 ∩G · x2 6= ∅.

(ii) Let y ∈ Y . We want to show that ϕ−1(y) contains a unique orbit. We proceed
by contradiction assuming that it contains two distinct orbits, say W1 and W2.
Then ϕ(W1) = {y} = ϕ(W2), which contradicts the assertion (5) of the definition
of a good quotient.

This proposition implies that the good quotient Y does not, in general, parametrize
the G-orbits on X; instead it parametrizes the closed G-orbits on X . Also, it implies
that, topologically, the quotient Y is obtained from X by modulo a new equivalence
relation [28, Remark 2.3.7]:

x ∼ x′ if and only if G · x1 ∩G · x2 6= ∅.

Corollary 5.3.17. [22, Corollary 3.5.1] If ϕ : X −→ Y is a good (resp. geometric)
quotient, then for every open subset U of Y , the restriction ϕ| : ϕ−1(U) −→ U is also
a good (resp. geometric) quotient of G acting on ϕ−1(U).

5.4 Coarse moduli space and quotients

The aim of this section is to give the relation between the notion of coarse moduli
spaces and quotient spaces. In fact, one of the oldest method to construct moduli



5.4. Coarse moduli space and quotients 71

spaces is via the geometric invariant theory (GIT) developed earlier by Mumford.
GIT translates the problem of the construction of moduli spaces into the problem of
the construction of suitable quotients as described in Theorem 5.4.8.

5.4.1 The local universal property

We have seen that, in many interesting cases, a fine moduli space fails to exist. This
means that it is difficult or impossible in many cases to fine a universal family since
there is an equivalence between producing a fine moduli space and a universal family.
But it is not hard to produce a family with the local universal property, a notion that
we define now.

Definition 5.4.2. [21] For any given moduli problem, a family X parameterized by S
is said to have the local universal property if for any family X ′ parametrized by S ′ and
any point s ∈ S ′, there exists a neighborhood U of s such that X ′|U is equivalent to
the family induced from f ∗X by some morphism f : U −→ S.

Note that in this definition the morphism f is not required to be unique. If there
is a family parametrised by S with the local universal property as defined above, we
say that the variety S has the local universal property.

The following is an example of a moduli problem which does not does admit a
universal family but does admit a local universal family.

Example 5.4.3 (Moduli problem of endomorphisms or moduli problem of n × n
matrices). Let k be an algebraically closed field. In what follows, we will always
consider our vector spaces defined over k. Let us consider the moduli problem of
endomorphisms. For this, we set the following.

(i) M denotes the collection of all endomorphisms T : V −→ V . That is,

M = {(T, V ) : dimV = n, and T is a homomorphism}.

(ii) We say that two endomorphisms (T, V ) and (T ′, V ′) are equivalent if there exists
an isomorphism h : V −→ V ′ such that T = hT ′h−1.

(iii) We define a family of endomorphisms parametrized by S to be a vector bundle
E of rank n along with a morphism of vector bundles T : E −→ E.

(iv) Two families of endomorphisms (E, T ) and (E ′, T ′) are equivalent if there exists
an isomorphism h : E −→ E ′ of vector bundles such that T = hT ′h−1.

(v) For any variety S, let F(S) denotes the set of isomorphism classes of families
parametrized by S. This defines a contravariant functor η : Var −→ Set.

So we have in this way defined a moduli problem. We have seen in Example
2.6.5 that this moduli problem does not have a coarse moduli space due to
the jump phenomenon. Therefore a universal family for this moduli problem
cannot exist. However, we can construct a family possessing the local universal
property as follows.
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Proposition 5.4.4. Let S = M(n) be the set of n× n matrices and let E = In = S × kn

be the trivial vector bundle along with the homomorphism

T : E −→ E

(f, v) 7−→ (f, fv).

Then the family (E, T ) possesses the local universal property.

Proof. Let us show that the family (E, T ) has the local universal property. For this,
consider any family (E ′, T ′) parametrized by S ′ and s ∈ S ′. As vector bundles are
locally trivial, then there exists an open neighborhood U ⊂ S ′ of s such that the
restriction E ′|U is isomorphic to U × kn. This means, there exists an isomorphism
h : U × kn −→ E making the following diagram commutative.

U × kn h //

pr1
##

E

p|U
��

U

Here pr1 : U × kn −→ U denotes the first projection and p |U : E ′ −→ U denotes the
restriction of E ′ to U . Now consider the composition

pr1 ◦ T ◦ h : U × kn −→ M(n)

(s, v) 7−→ pr(T (h(s, z))).

This gives rise to a morphism

φ : U −→ M(n)

s 7−→ pr(T (h(s, 1n))),

where 1n denotes the vector (1, . . . , 1) ∈ Cn. Moreover, it is clair that the family
(E ′|U , T

′
|U ).

We now turn our attention to the problem of constructing a coarse moduli given
a family satisying the local universal property.

Proposition 5.4.5. Suppose that there is given a family X/S with the local universal
property.

(1) Let η : F −→ hM be any natural transformation. Let φ : S −→M be the morphism
corresponding to the family X . Then the morphism φ is constant on equivalence
classes. That is, if the fibers Xs and Xs′ are equivalent, then φ(s) = φ(s′).

(2) Conversely, if φ : S −→ M is any morphism which is constant on equivalence
classes, then there exists a natural transformation η : F −→ hM such that φ is the
morphism corresponding to the family X .

Proof. (1) Let η : F −→ hM be any natural transformation, and let φ : S −→ M be
the morphism corresponding to the family X via the map η(S) : F(S) −→ hM(S).
Let us show that φ is constant on equivalence classes. For this, let s, s′ ∈ S such
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that Xs ∼ Xs′ , and let us show that φ(s) = φ(s′). We think of any single point
s as a morphism s : {pt} −→ M . By the naturality of η, we have the following
commutative diagram.

F(S)
η(S)
//

s∗

��

hM(S)

s∗

��

F(pt)
η(pt)

// hM(pt)

In other words, s∗ ◦ η(S) = η(pt) ◦ s∗. It follows that s∗ ◦ η(S)(X) = η(pt) ◦ s∗(X).
But s∗ ◦ η(S)(X) = s∗(φ) = φ(s) and η(pt) ◦ s∗(X) = η(pt)(Xs). We deduce that
φ(s) = η(pt)(Xs).

Similarly, we have φ(s′) = η(pt)(Xs′). As Xs ∼ Xs′ , it follows that φ(s′) =
η(pt)(Xs′) = η(pt)(X ′s) = φ(s), so that φ(s) = φ(s′) as desired.

(2) Conversely, let φ : S −→ M be a morphism which is constant on equivalence
classes, and let us show that there exists a natural transformation η : F −→ hM
such that η(S)(X) = φ. So, for each S ′ ∈ C, we want to define a map η(S ′) :
F(S ′) −→ hM(S ′). For this, let X ′ ∈ F(S ′), that is X ′ is a family parametrized by
S ′. We want to find a morphism φ′ : S ′ −→ M such that η(S ′)(X ′) = φ′. As the
familyX satisfies the local universal property, for each s ∈ S ′, there exists an open
set U containing s and there exists a morphism φ1 : U −→ S such that φ∗1X ∼ X ′|U .
By composing φ1 with φ, we obtain a mophism φ ◦ φ1 : U −→M . If U ′ is another
open set containing s with a morphism φ′1 : U ′ −→ S, we compose again with φ
to obtain another morphism φ ◦ φ′1 : U −→M . These two morphisms should be
identical on U ∩ U ′ since φ is constant on equivalence classes. Hence, patching
these morphisms together, we obtain a morphism φ : S ′ −→M as desired. The
data of such morphism for each S defines a natural transformation η : F −→ hM
as required.

5.4.6 Coarse moduli space

Now, assume that there exists a family X parametrized by S with the local universal
property. Then the problem of constructing a coarse moduli space can be reduced to
the following.

Lemma 5.4.7. Let X be a local universal family parametrized by S. Then the coarse
moduli space is the variety M along with a morphism φ : S −→M which is constant
on equivalence classes and which satisfies

(1) if ψ : S −→ N is any morphism which is constant on equivalence classes, then
there exists a unique morphism γ : M −→ N such that γ ◦ φ = ψ;

(2) each fiber of φ consists of only one equivalence class.

The proof of this lemma follows from the second part Theorem 5.4.8.

Theorem 5.4.8. Let (M,∼M) be a moduli problem and let X −→ S be a family over
a scheme S. Suppose that X has the local universal property. Let G be an algebraic
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group operating on S such that two k-points s and t belong to the same G-orbit if
and only if the fibers Xs and Xt are equivalent. Then

(i) Any coarse moduli space is a categorical quotient for the action of G on S.

(ii) A categorical quotient for the action of G on S is a coarse moduli space if and
only if it is an orbit space.

Proof. (i) Let M be a coarse moduli space for the moduli problem M, and F the
moduli functor associated withM. We want to prove that M is a categorical quotient.
Let us first show that there exists a bijective correspondence

{natural transformations ψ : F −→ hM} ←→ {G-invariant morphisms f : S −→M}.

If ψ : F −→ hM is a natural transformation, then ψS : F(S) −→ hM(S) =
HomSch(S,M) sends the family X −→ S over S to the morphism

ψS,X : S −→ M

s 7−→ [Xs]

which is obviously G-invariant thanks to the assumption on the action of G on S.
Recall that the family π : X −→ S has the local universal property means that for

any family X ′ −→ S ′ over S ′ and any point s ∈ S ′, there exists an open neighborhood
U of s such that X ′|U is equivalent to the family f ∗X induced from X by some
morphism f : U −→ S.

Conversely, let f : S −→M be a G-invariant morphism. We want to find a natural
transformation ψ : F −→ hM . Let S ′ be a scheme. If X ′ −→ S ′ is a family over S ′, then
for any s ∈ S ′ there exists an open neighborhood Us of s and a morphism gs : Us −→ S
such that X ′|Us ∼Us g

∗
sX . The open subsets {Us}s∈S′ cover S ′. If u ∈ Us ∩ Ut, with

s, t ∈ S, then
Xgs(u) ∼ (g∗sX)u ∼ X ′u ∼ (g∗tX)u ∼ Xgt(u).

The assumption on the G-action on S implies that gs(u) and gt(u) lie in the same
G-orbit. As f : S −→ M is G-invariant, the composition f ◦ gs : Us −→ M can be
glued to a morphism ψS′,X′ : S −→M . Now, we define a natural transformation

ψ : F −→ hM

S ′ 7−→ ψS′ : F(S ′) −→ HomSch(S,M)

X ′ 7−→ ψS′,X′

which gives the inverse of the correspondence above as desired.
Let (M,ψ : F −→ hM) be a coarse moduli space. Let us prove that it is a categorical

quotient. By the correspondence above, there exists a G-invariant morphism ψS,X :
S −→ M is a G-invariant. It is enough to show that ψS,X is universal among such
morphisms. It follows from the universality of ψ : F −→ hM , since M is a coarse
moduli space. This proves the first part of the theorem. Moreover, the G-invariant
morphism ψS,X : S −→ M is an orbit space if and only if ψSpeck is a bijection. This
proves the second part of the theorem.
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This theorem gives the relationship between coarse moduli spaces and orbit
spaces. It tells us that the search for coarse moduli spaces reduces to the computation
of orbit spaces. We have seen that quotients may not be orbit space. Therefore, it is
natural to look for the conditions under which orbit spaces exist.

5.5 Reducible groups, finite generation and Nagata’s the-
orem

In this section, we introduce the groups we are interested in and for which the
construction of the geometric invariant theory quotient is feasible. We will define and
relate the notions of reductive group, linearly reductive group, and geometrically
reductive group. Our goal is to show the existence of a good quotient when an affine
algebraic reductive group G acts linearly on an affine scheme X of finite type over k.

5.5.1 Reductive Groups

Most of the algebraic groups that we will deal with in thesis are reductive groups;
namely, SL(n), GL(n), PGL(n) are reductive.

Definition 5.5.2. Let G be an affine algebraic group, V a vector space, and ρ∗ : V −→
O(G)⊗k V be a comodule associated with a linear representation of G on V . We say
that

• g ∈ G is semisimple if there is a faithful linear representation ρ : G ↪→ GLn such
that ρ(g) is diagonalizable.

• g ∈ G is unipotent if there exists a faithful linear representation ρ : G ↪→ GLn
such that ρ(g) is unipotent (i.e; ρ(g)− In is nilpotent).

• v ∈ V is G-invariant if ρ∗(v) = 1 ⊗ v. The set of all G-invariant vectors is a
subspace of V , and is denoted by V G.

• A subgroup H of an affine algebraic group G is normal if the conjugation action
H ×G −→ G given by (h, g) 7−→ ghg−1 factors through the inclusion H ↪→ G.

• G is reductive if it is smooth and every smooth unipotent normal algebraic
subgroup of G is trivial.

• G is linearly reductive if any finite-dimensional linear representation ρ : G −→
GL(V ) is completely reducible. Equivalently, G is linearly reductive if for any
finite-dimensional representation V ofG, and any v ∈ V G, there is aG-invariant
linear function f : V → k such that f(v) 6= 0.

• G is geometrically reductive if for any finite-dimensional linear representation
ρ : G −→ GL(V ) and every nonzero G-invariant point v ∈ V G, there is a
G-invariant nonconstant homogeneous polynomial f : V −→ k such that
f(v) 6= 0.

Definition 5.5.3. An affine algebraic group G is unipotent if every nontrivial linear
representation ρ : G −→ GL(V ) has a nonzero G-invariant vector.
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Proposition 5.5.4. Let G be an affine algebraic group, and U the subgroup of GL(V )
consisting of upper triangular matrices with diagonal entries equal to 1. The follow-
ing assertions are equivalent.

(1) G is unipotent.

(2) For any representation, ρ : G −→ GL(V ) there exists a basis of V such that
ρ(G) ⊂ U.

(3) G is isomorphic to a subgroup of a standard unipotent groupUn ⊂ GLn consisting
of upper triangular matrices with diagonal entries equal to 1.

Proof. (1) ⇔ (2). Let us assume that G is unipotent. Consider any non-trivial
representation of ρ : G −→ GL(V ). Since G is unipotent, there exists a non-zero
G-invariant vector v ∈ V , so that the subspace of G-invariant vectors V G is non-zero.
Let then {e1, . . . , em} be a basis of V G. By the incomplete basis theorem, we may
complete this system into a basis of V by adding a basis {em+1, . . . , en} of V/V G,
such that the image of the induced representation contained in the upper triangular
matrices with diagonal equal 1. Then, we choose a lift em+i for each em+i, and we
obtain a basis {e1, . . . , em, em+1, . . . , en}with the desired property.

Conversely, suppose that for every representation ρ : G −→ GL(V ) there exists a
basis of V , say {e1, . . . , en}, such that ρ(G) ⊂ U. Then e1 is fixed by ρ, showing that G
is unipotent.

(2)⇔ (3). Assume that for any representation ρ : G −→ GL(V ) there exists a basis
of V such that ρ(G) ⊂ U. But, since every affine algebraic group admits a faithful
representation, say σ : G −→ GL(V ), G embeds in σ(G) which is contained in Un.
The converse is also true by [18, XV Theorem 2.4].

Example 5.5.5. (1) Let G be a finite group scheme over k such that its order is prime
to the characteristic of k. Then G is linearly reductive [19, Proposition 4.38].

Proof. Let ρ : G −→ GL(V ) be a finite-dimensional linear representation of G on
V and let v ∈ V be invariant modulo a proper subrepresentation U . Define

w =
1

|G|
∑
g∈G

(g · v).

It is clear that the vector w is G-invariant by construction and w − v is contained
in U . Then G is reductive.

(2) Every algebraic torus (Gm)N is linearly reductive [19, Proposition 4.41].

Proof. It suffices to show that Gm is linearly reductive. Let V be a finite dimen-
sional representation and there is a vector v that is invariant modulo a proper
subrepresentation U . We have weight decompositions V =

⊕
Vm and U =

⊕
Um.

Now, to say that v = Σvm is invariant modulo U means that vm ∈ Um for allm 6= 0.
Thus v0 is torus invariant and an element of the coset v + U as desired.

(3) The group G = Ga is not linearly reductive [19, Example 4.42].



5.5. Reducible groups, finite generation and Nagata’s theorem 77

Proof. Consider the 2-dimensional representation given by Ga → GL2 which

corresponds to s 7→
(

1 s
0 1

)
. The map k[x, y] → k[x, y]/(y) = k[x] is a surjection

of G representations but the map on invariants is not surjective.

(4) The multiplicative group C× is reductive.

(5) In characteristic 0, the linear special group SLn is linearly reductive [19, Theorem
4.43]. In positive characteristic p > 0 a theorem of Haboush guarantees that every
reductive group is geometrically reductive.

Lemma 5.5.6. [19, Proposition 4.37] Linear reductivity of G is equivalent to the
following conditions:

(1) Given a finite dimensional representation ρ : G −→ GL(V ) of G over V and a
surjective G-invariant linear form f : V −→ k, there exists an invariant vector
w ∈ V G such that f(w) 6= 0.

(2) For each surjection ofG-representation V −→ W the induced map onG-invariants
is surjective.

(3) For each surjection of finite dimensional representations as above, the induced
map on invariants is surjective.

(4) For any finite-dimensional representation V , if v ∈ V is G-invariant modulo
a proper subrepresentation U ⊂ V , then the coset v + U contains a nontrivial
G-invariant vector.

Proof. Linear reductivity is equivalent to condition (1) by replacing V with its dual
V ∗ and observing that the space of G-invariant forms is HomG(V ∗, k) = V G, where G
oprerates trivially on k.

(2) implies (3) is trivial. (3) implies (4) is easy by looking at the quotient map
V → V/U .

For (4) implies (2): if L : V → W is a surjection of representations, suppose that
L(v) = w ∈ WG. The vector v is contained in a finite-dimensional subrepresentation
V0 ⊂ V . This vector is invariant modulo U0 = V0 ∩ ker(L), so by (4), there is a
G-invariant vector v0 such that v − v0 ∈ U0. Then L(v0) = w, so that the map on
invariants is surjective.

(2) implies (1) is clear by taking W = k with trivial action.
(1) implies (3): If w ∈ WG then W decomposes as a representation of G as

W = k ·w⊕W ′. Then by (1), the composition V G → V → W → k ·w is surjective.

Proposition 5.5.7. [19, Theorem 4.43, Corollary 4.44] The Special Linear group SL(n),
the Linear Group GL(n) are linearly reductive.

Theorem 5.5.8 (Weyl, Nagata, Mumford, Haboush). [4]

(1) Every linearly reductive group is geometrically reductive.

(2) In characteristic zero, every reductive group is linearly reductive.
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(3) A smooth affine algebraic group is reductive if and only if it is geometrically
reductive.

In particular, for smooth affine algebraic group schemes, we have

linearly reductive =⇒ geometrically reductive⇐⇒ reductive

and all three notions coincide in characteristic zero.

In positive characteristic p, the groups GLn , SLn and PGLn are not linearly
reductive for n > 1.

5.5.9 Nagata’s Theorem

We recall again that our main objective is to construct coarse modui spaces, a notion
which is related in some way to the notion of categorical quotient. Suppose that
X is a G-space. Then a G-morphism φ : X −→ Y , that is φ is constant on G-orbit,
induces a morphism of k-algebras O(Y ) −→ O(X). This morphism factors through
the algebra O(X)G of G-invariant elements of O(X). Assume that the categorical
quotient Y of X by the G-action is affine. Then O(Y ) = O(X)G. In order to have an
affine quotient, we need to know whether the O(X)G is finitely generated.

Definition 5.5.10. LetG be an algebraic group andA be a k-algebra. A rational action
of G on A is a map

A×G −→ A, (f, g) 7−→ f g

such that

(a) f gg′ = (f g)g
′ and f e = f for all f ∈ A and g, g′ ∈ G;

(b) The map f 7−→ f g is a k-algebra automorphism of A for all g ∈ G;

(c) every element of A is contained in a finite-dimensional invariant subspace on
which G acts by a rational representation.

Question 5.5.11. Let G be an algebraic group acting on a finitely generated k-algebra
R. Is RG finitely generated?

This question is the content of the Hilbert’s fourteenth problem posed in 1900
at the international Congress of Mathematicians in Paris. Many contibutions were
made in the particular case. Hilbert himself proved the result for the action of GL(n).
It was only in 1958 that Nagata constructed a counterexample (see [20, Chapter 3]).
Moreover, Nagata proved that for rational action of geometrically reductive groups,
the question above has an affirmative answer. This is the content Nagata’s theorem.

Theorem 5.5.12 (Nagata’s Theorem). [20, Chapter 1][22, Theorem 3.4] Let G be a
geometrically reductive group which acts rationally on a finitely generated k-algebra
A. Then AG is a finitely generated k-algebra.

As noted above, a reductive group is a geometrically reductive group, so that we
can apply the theorem above with reductive groups.

Theorem 5.5.13 (Hilbert, Mumford). [4][19, Theorem 4.53] Let G be a linearly reduc-
tive group acting rationally on a finitely generated k-algebra A. Then AG is finitely
generated.
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We close this subsection with the following result.

Theorem 5.5.14 (Popov). Let G be an affine algebraic group over k. Then G is
reductive if and only if, for any rational G-action on a finitely generated k-algebra A,
AG is finitely generated.

The main idea behind the Geometric Invariant Theory is to go from local to global.
That is, we have to cover a G-scheme X with invariant affine open subsets, for each
affine open subset we take an affine quotient and then patch these resulting affine
quotients together to form a desired quotient X//G. By definition, any scheme can
be covered by affine schemes, that is, it is locally an affine scheme, so this suggests
that we have to consider affine schemes first. In the next section, we will use the
techniques we developed so far to the construction of affine quotients.

5.6 Construction of the affine geometric invariant the-
ory quotients

Let X be an affine scheme of finite type over k and G a reductive group operating on
X . The action of G induces an action on O(X) as described in formula (5.1). Also,
O(X) is a finitely generated k-algebra. It follows from Nagata’s theorem that O(X)G

is finitely generated too. Conversely, if A is a finitely generated k-algebra, then Speck
is an affine of finite type over k. This gives a bijective correspondence between finitely
generated k-algebras and affine schemes of finite type over k. The main goal of this
section is to prove the existence of a good quotient for X .

Theorem 5.6.1 (First main theorem). Let G be a reductive group acting on an affine
scheme X . Then O(X)G is finitely generated and the natural surjection ϕ : X =
Spec(O(X)) −→ X//G := SpecO(X)G induced by the inclusion ϕ∗ : O(X)G ↪→ O(X)
is a good quotient. Furthermore, X//G is an affine scheme.

Definition 5.6.2. The affine GIT quotient or affine geometric invariant theory quotient
is the morphism ϕ : X = Spec(O(X)) −→ X//G := SpecO(X)G of affine schemes
induced by the inclusion map ϕ∗ : O(X)G ↪→ O(X).

In order to prove that the reductive GIT quotient is a good quotient, we first prove
the following lemma.

Lemma 5.6.3. [21, Lemma 3.3] Let G be a geometrically reductive group operating
on X , and let W and W ′ be two disjoint G-invariant closed subsets of X . Then, there
exists a G-invariant function f ∈ O(X)G such that f(W ) = 0 and f(W ′) = 1.

Proof. Since W and W ′ are disjoint and closed, we have:

(1) = I(∅) = I(W ∩W ′) = I(W ) + I(W ′).

Therefore we may write 1 = f1 + f2, for some f1 ∈ I(W ) and f2 ∈ I(W ′). Since
f1 ∈ I(W ), which means f1(x) = 0 for all x ∈ W , it follows from the equality
1 = f1 + f2 that f2(x) = 1 for all x ∈ W . Hence f1(W ) = 0 and f1(W ′) = 1. By Lemma
5.2.8 there exists a finite dimensional G-invariant subspace V of O(X) containing
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f1. Let V ′ be the space generated by {g · f1 | g ∈ G}. Since V is G-invariant and
f1 ∈ V , then {g · f1 | g ∈ G} ⊂ V , so that V ′ is a subspace of V . Hence V ′ is also finite
dimensional. Moreover, it is clear that V ′ is G-invariant. Let n be the dimension of V ′

and let {h1, . . . , hn} be a basis of V ′. Then we can build up a morphism

h : X −→ An

x 7−→ (h1(x), . . . , hn(x)) .

We can write the function hi as a linear combination of translates of f1, so that

hi =

ni∑
l=1

cilgil · f1 for some constants cij and some elements gil of G. By definition of

the induced action of G on O(X), it follows that:

hi(x) =

ni∑
l=1

cilf1(g−1
il · x).

Since the subsets W and W ′ are G-invariant and f1(W ) = 0 (resp. f1(W ′) = 1), it
follows that h(W ) = 0 and h(W ′) = v 6= 0.

For all hi ∈ {h1, . . . , hn} and for all g ∈ G the function g · hi is again an element of
V ′. Since {h1, . . . , hn} is a basis of V ′ we can express g · hi as a linear combination of
the elements of that basis, that is

g · hi =
n∑
j=1

aij(g)hj.

Now we can use the coefficients aij above to define a linear representation for the
group G as follows:

ρ : G −→ GLn,

g 7−→ aij(g).

It follows that the function h : X −→ An is G-equivariant with respect to the action
of G on X and the G-action on An via this representation ρ. Hence v = h(W2) is a
nonzero G-invariant point. As G is geometrically reductive, by definition there exists
a nonconstant homogeneous polynomial P ∈ k[x1, . . . , xn]G such that P (v) 6= 0 and

P (0) = 0. Then f = cP ◦ h is the desired invariant function where c =
1

P (v)
.

Theorem 5.6.1 is the main result of this section, so will take a particular attention
to its proof.

Proof of Theorem 5.6.1. The reductivity of G together with the Nagata’s Theorem imply
that O(X)G is finitely generated. Therefore the geometric invariant theory quotient
Y := X//G = SpecO(X)G is an affine scheme of finite type over k. Let ϕ : X −→ Y
be the morphism of affine schemes associated to the inclusion ϕ# : O(X)G ↪→ O(X)
as in the definition of a good quotient. Then ϕ is G-invariant and affine. We now
prove that ϕ is surjective. Let y be an element of Y (k), and let us show that there is an
element x ∈ X(k) such that y = ϕ(x). Let Nx be the maximal ideal in O(Y ) = O(X)G
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of the point y. Now Nx is also finitely generated, so we can choose a set of generators
{f1, . . . , fl} of Nx. As G is reductive a result from [21, Lemma 3.4.2] shows that

l∑
i=1

fiO(X) 6= O(X).

Therefore, there exists a maximal ideal Nx ⊂ O(X) containing
l∑

i=1

fiO(X), and

corresponding to a closed point x ∈ X(k). In particular, we have fi(x) = 0 for all
i ∈ {1, . . . , l} and ϕ(x) = y. Hence, every closed point belongs to Imϕ and since
Imϕ is a constructible subset by Chevaley’s Theorem, it follows that ϕ is actually
surjective. This proves axioms (1) and (2) of the definition of good quotient.

Let us show that ϕ satisfies the axiom (3) of a good quotient. Since the sets D = Yf
form a basis open subsets for the topology of Y , it is enough to prove the statement for
any open subset of the form U = Yf , f ∈ O(Y ) = O(X)G. In this case, ϕ−1(U) = Xf .
So the statement is simply "taking invariants commutes with localization"

(O(X)G)f = (O(X)f )
G,

and let us then prove this statement. In fact,

(O(X)G)f =

{
u

fn
: u ∈ O(X)G, n ∈ N

}
.

As f is G-invariant, so is fn, for all n ∈ N. Therefore, for all G-invariant function
u ∈ O(X)G, we have (

u

fn

)
(g · x) =

u(g · x)

fn(g · x)
=

u(x)

fn(x)
,

so that
u

fn
belongs to (O(X)f )

G. This shows that (O(X)G)f ⊂ (O(X)f )
G. Conversely,

(O(X)f )
G =

{
u

fn
:
u(g · x)

fn(g · x)
=

u(x)

fn(x)
, n ∈ N,∀g ∈ G,∀x ∈ X

}
.

But for each
u

fn
∈ (O(X)f )

G, using the fact that f is G-invariant, we have

u(x)

fn(x)
=

u(g · x)

fn(g · x)
=
u(g · x)

fn(x)
,

which implies that u is G-invariant. Hence
u

fn
∈ (O(X)G)f , so that (O(X)f )

G ⊂

(O(X)G)f . This proves the statement above.
Let us show that the axiom (4′) is satisfied for ϕ. Let W1 and W2 be two disjoint

invariant closed subsets of X , and let us show their images via ϕ are disjoint. By
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Lemma 5.6.3, there exists a G-invariant function f ∈ O(X)G such that

f(W1) = 0, f(W2) = 1.

Since O(X)G = O(Y ), we may view f as an element of O(Y ), and then we have:

f(ϕ(W1)) = 0, f(ϕ(W2)) = 1.

Thus
ϕ(W1) ∩ ϕ(W2) = ∅,

which completes the proof.

This allows us to define the Geometric Invariant Theory quotient of Spec(A) by
the group G to be

Spec(A)//G = Spec(AG).

Corollary 5.6.4. Let G be a reductive group acting on an affine scheme X and let
ϕ : X −→ Y := X//G be an affine geometric invariant theory quotient. Then
ϕ(x) = ϕ(y) if and only if G · x ∩G · y 6= 0.

Moreover, ϕ−1(y) for each y ∈ Y contains a single closed orbit. In particular, if the
G-action is closed, then ϕ is a geometric quotient.

Proof. By Theorem 5.6.1, ϕ is also a good quotient, so that the result follows from
Corollary 5.3.16.

5.7 Construction of geometric quotients on open sub-
sets

Let G be a reductive group operating on an affine scheme X . It is natural to consider
X/G as a candidate for our quotient. Unfortunately, this quotient X/G may fail to
have the structure of a scheme because the action is not necessarily closed. But, the
situation is not too bad; this is because of a result due to Rosenlicht which states that
there is always a dense G-invariant open subset U of X for which the quotient U/G
has a structure of a scheme. The main goal of this section is to define an open subset
Xs ⊂ X for which there is a geometric quotient.

5.7.1 Stability

Stable points are fundamental for the construction of moduli spaces. Many moduli
spaces, such as the moduli space of hypersurfaces in Pn, can be realized as the
quotients of the space of stable points of some subset Xs of the projective space
Pn by the action of some group G on Xs. More often, we can compactify these
spaces by adding certain equivalence classes of semistable points. There is a bijective
correspondence between orbits of stable and the points of quotients Xs/G. However,
two different orbits of semistable points may correspond to the same point in the
quotient if the intersection of their orbit closures is nonempty.
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Definition 5.7.2. [13, Definition 4.35] Let G be a reductive group operating on an
affine scheme X . An element x ∈ X is said to be

(1) stable if its orbit G · x is a closed subset of X and dimGx = 0 (or Gx is finite),
where Gx denotes the stabilizer of x.

(2) unstable if 0 is in the closure of its orbit.

(3) semi-stable if 0 is not in the closure of its orbit.

The set of all stable points of X is denoted Xs, and will be one of the objects of
our interest here. The set of all semistable points of X is denoted by Xss, and the set
of untable points of X is denoted by Xu.

Proposition 5.7.3. [13, Proposition 4.36] Let G be a reductive group which operates
on an affine scheme X , and let ϕ : X −→ Y := X//G be the affine geometric quotient.
Then Xs is an open G-invariant subset of X , and Y s := ϕ(Xs) is an open subset of Y
and Xs = ϕ−1(Y s). Furthermore, ϕ : Xs −→ Y s is a geometric quotient.

Proof. Let us show that Xs is open. It suffices to show that every point x ∈ Xs(k)
admits an open neighborhood in Xs. Let X+ := {x ∈ X : dimGx > 0} = {x ∈ X :
dimGx ≥ 1}. This is a closed subset of X (by Proposition 5.2.11). As x is stable, by
definition, the orbit G.x is closed and dimGx = 0, so that Gx and X+ are disjoint
closed subsets of X . By Lemma 5.6.3, there exists a G-invariant function f ∈ O(X)G

such that f(X+) = 0 and f(Gx) = 1. Then x belongs to the non-vanishing set of f ,
Xf := {a ∈ X : f(a) 6= 0}, which is open by definition of the Zariski topology. It
is enough to show that Xf ⊂ Xs . For every a ∈ Xf , we have that f(a) 6= 0, which
implies that a /∈ X+ (because f(X+) = 0). Thus dimGa = 0 for all a ∈ G. It remains
only to show that the orbits of the elements of Xf are closed. By contradiction, let
us assume that there exists z ∈ Xf (k). So every w ∈ G.z belongs to the orbit closure
G.z. Then w belongs to Xf too as f is G-invariant and so dimGw = 0. It follows
from Proposition 5.2.10 that the boundary G · z −G · z of the orbit of z is a union of
orbits of dimension strictly smaller. Therefore the orbit of w must be of dimension
strictly smaller than that of z, that is, dimG · w < dimG.z so that dimGw > 0 which
contradicts the fact that dimGw = 0. This proves that Xf is an open neighborhood of
x so that Xs is open.

Let us prove that Y s = ϕ(Xs) is an open subset of Y . By similar arguments as
in the previous case, it is sufficient to show that Yf is open. This follows from the
equality ϕ(Xf ) = Yf , which is open in Y . Also Xf = ϕ−1(Yf ), it follows that Y s is
open. To show that Xs = ϕ−1(Y s), it suffices to use the equality Xf = ϕ−1, so that
Xs = ϕ−1(ϕ(Xs)).

Let us prove that the map ϕ : Xs −→ Y s is a geometric quotient. To do this, it
suffices to apply Corollary 5.3.17 with U = Y s. But we have to check that Xs =
ϕ−1(U). This was already been proved, so the restriction morphism ϕ : Xs −→ Y s is
a geometric quotient.
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5.8 Geometric invariant theory quotients of projective
schemes

Let G be a reductive group operating on a projective scheme X . We would like to
construct a GIT quotient of X for this action. To apply the previous section, we need
to consider affine open subsets of X which are G-invariant, and then construct our
GIT quotient by patching together affine GIT quotients.

5.8.1 Construction of geometric invariant theory quotient for pro-
jective schemes

Definition 5.8.2. [13, Definition 5.1] LetG be an algebraic group acting on a projective
scheme X . A linear G-equivariant projective embedding of X is a group homomorphism
G −→ GLn+1 and a G-equivariant projective embedding X ↪→ Pn. For seek of
simplicity, we will say that the action of G on X ↪→ Pn is linear to mean that we have
a linear G-equivariant projective embedding.

Definition 5.8.3. [13, Definition 5.2] Let X ⊂ An+1 be an affine algebraic set. We say
that X is a cone if it is not empty and for all λ ∈ k,

(x0, . . . , xn) ∈ X =⇒ (λx0, . . . , λxn) ∈ X.

Let X ⊂ Pn be a projective algebraic set. We define the affine cone over X to be
the set (which is obviously a cone)

X̃ := {(x0, . . . , xn) ∈ An+1|(x0 : · · · : xn) ∈ X} ∪ {(0, . . . , 0)} = π−1(X) ∪ {(0, . . . , 0)},

where π : An+1 − {0} −→ Pn is the standard projection, which, to each (x0, . . . , xn)
associates (x0 : · · · : xn). If x = (x0 : · · · : xn) ∈ X , we denote by x̂ = (x0, . . . , xn) ∈ X̃
the point lying over x. For instance, the affine space An+1 is the affine cone over the
projective space Pn.

Now we suppose that G is a reductive group which acts linearly (as above) on
a projective scheme X ⊂ Pn. Then the action of G on the projective space Pn lifts to
an action of G on the affine cone An+1. Let X̃ ⊂ An+1 be the affine cone over X ⊂ Pn.
As the G-action on X is G-equivariant, there is an induced G-action on X̃ ⊂ An+1.
Precisely, we have

O(An+1) = k[x0, . . . , xn] =
⊕
r≥0

[̨x0, . . . , xn]r.

and if X ⊂ Pn is the closed subscheme associated with a homogeneous ideal I(X) ⊂
k[x0, . . . , xn], then X̃ = SpecR(X) where R(X) = k[x0, . . . , xn]/I(X).

The k-algebrasO(An+1) andR(X) are graded by the rings of homogeneous degree
r polynomials k[x0, . . . , xn]r, r ∈ N. Since the action of G on the affine space An+1 is
linear it preserves the graded components k[x0, . . . , xn]r. It follows that the invariant
subalgebra

O(An+1)G =
⊕
r≥0

k[x0, . . . , xn]Gr
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is a graded algebra. In the same way, the invariant subalgebra R(X)G =
⊕

r≥0R(X)Gr
is a graded algebra. Since G is reductive, a use of Nagata’s theorem shows that R(X)
is finitely generated. The inclusion of finitely generated graded k-algebras R(X)G ↪→
R(X) determines a rational morphism of projective schemes X 99K ProjR(X)G

whose indeterminacy locus is the closed subscheme of X defined by the homoge-
neous ideal R(X)G+ =

⊕
r>0R(X)Gr .

Definition 5.8.4. LetG be a reductive group operating linearly on a projective scheme
X ⊂ Pn. The null cone overX , is defined to be the closed subscheme ofX defined the
homogeneous ideal R(X)G+ in R(X). The semistable set, denoted Xss, is defined to
be the complement in X of the null cone over X . That is, Xss = X −N . The elements
of Xss are called the semistable points of X . The definition of semistable may be
rephrased as follows. A point s ∈ X is semistable if there exists a homogeneous
function f ∈ R(X)Gr for some r > 0 which is G-invariant and satisfies f(x) 6= 0.

By construction, the semistable set Xss of X is the open subset which is the
domain of definition of the rational map

X 99K ProjR(X)G.

The morphisms Xss −→ X//G := ProjR(X)G are called the GIT quotient of the
action of G on X .

Theorem 5.8.5 (Second main Theorem). [13, Theorem 5.3] Let G be a reductive
group which acts linearly on the projective scheme X ⊂ Pn. Then, the GIT quotient
ϕ : Xss −→ X//G := ProjR(X)G is a good quotient of the G-action on the open
subset Xss of semistable points in X . Furthermore, X//G is a projective scheme.

Corollary 5.8.6. [13, p. 36] Let G be a reductive group which acts linearly on a
projective scheme X ⊂ Pn and x1, x2 ∈ Xss two stable points. Then, ϕ(x1) = ϕ(x2) if
and only if G.x1 ∩G.x2 ∩Xss 6= ∅. Moreover, for each y ∈ Y = X//G, the preimage
ϕ−1(y) contains a unique closed orbit.

As in the affine case, we would like to prove the existence of an open subset
Xs ⊂ Xss, consisting of stable points ofX for which the quotient becomes a geometric
quotient.

Definition 5.8.7. Let G be a reductive group operating on a projective closed scheme
X ⊂ Pn. We say that a point x ∈ X is called stable if dimGx = 0 and there exists a
G-invariant homogeneous polynomial f ∈ R(X)G+ such that x ∈ Xf ( i.e; f(x) 6= 0)
and the action of G on Xf is closed. When it is not semistable, we say that it is
unstable.

Let us denote the set of stable points of X by Xs, and Xus = X − Xss the set
of unstable points of X . So it is natural to consider the set of stable points Xs as a
candidate. The next step is to show that this is really an open set with the required
property. The next two results show in fact that it is.

Lemma 5.8.8. [13, Lemma 5.5] The sets of stable points Xs and the set of semistable
points Xss are open in X .
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Theorem 5.8.9 (Third Main Theorem). [13, Theorem 5.6] Let G be a reductive group
acting linearly on a closed subscheme X ⊂ Pn, and let ϕ : X −→ Y := X//G denote
the GIT quotient. Then, there exists an open subscheme Y s ⊂ Y consisting of stable
points of Y such that ϕ−1(Y s) = Xs and that the restriction ϕ : Xs −→ Y s is a
geometric quotient.

As we have seen above, the good properties we are looking for are related to the
set of stable points. The next question that we will be concerned is that of determining
stable points. In other words, how can we verify the stability of a point x ∈ X? The
following Lemma comes in that direction.

Lemma 5.8.10. [13, Lemma 5.9] Let G be a reductive group which operates on a
projective scheme X ⊂ Pn. A k-point x in X(k) is stable if and only if it is semistable
and its orbit G · x is closed in the set of semistable points Xss and dimGx = 0.
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Chapter 6

The Hilbert-Mumford Numerical
Criterion for Stability

In this chapter, we will look for a criterion that analyse the stability numerically. The
main references for ths chapter are [13, 22].

6.1 A numerical criterion for stability

In Theorem 5.6.1, we saw that the Geometric Invariant Theory quotient of Spec(A) by
the group G is Spec(A)//G = Spec(AG). Therefore, finding a GIT quotient reduces
to the computation of the G-invariant set AG. In general, computing the ring of
invariants AG is very delicate. So we have to find another way the analyse the
stability without computing explicitely AG. The Hilbert-Mumford criterion is a
numerical method to compute stable and semistable points.

The next proposition characterizes stability not involving projective space.

Proposition 6.1.1. [13, Proposition 6.1] Let G be a reductive group acting on a pro-
jective scheme X ⊂ Pn, and let X̃ denote the affine cone over X . Consider a k-point
x ∈ X(k) and let x̃ ∈ X̃ be a point lying over x. Then

(i) x is semistable if and only if 0 /∈ G.x̃.

(ii) x is stable if and only if G.x̃ is closed in X̃ and dimGx̃ = 0.

It follows from (i) that in order to understand the semistability of a point x, it
is important to understand the closure orbit of the lift of x. The idea to find points
in the closure of the orbit is to find them via one parameter subgroups. Now we
introduce 1-parameter subgroups of G as a tool to understand orbit closure.

Definition 6.1.2. LetG be a reductive group operating on a projective schemeX ⊂ Pn.
A 1-parameter subgroup of G, shortened to 1-PS of G, is a nontrivial homomorphism
of groups λ : Gm −→ G.

Let us fix a k-point x ∈ X(k) and a 1-parameter subgroup λ : Gm −→ G. Then for
any t ∈ Gm, λ(t) · x belongs to X . This gives a well-defined morphism λx : Gm −→ X
given by:

λx(t) = λ(t) · x.
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So, ifG operates onX , then the multiplicative groupGm acts onX via the 1-parameter
subgroup λ:

ρ : Gm ×X −→ X

(t, x) 7−→ λ(t) · x.

We would like to express semistability and stability for a 1-PS of G in a numerical
manner. The multiplicative group Gm acts linearly on the affine cone An+1 via:

σ : Gm × An+1 −→ An+1

(t, (x0, . . . , xn)) 7−→ (tx0, . . . , txn).

In this case the 1-parameter subgroup associates to each t ∈ Gm, the value t. As this
action is linear, then it is diagonalizable. Therefore, there exists a basis {e0, . . . , en} of
kn+1 such that for 0 ≤ i ≤ n,

λ(t).ei = triei, (6.1)

for some integer ri ∈ Z. The integers ri are called the λ-weights of the action on
An+1. For a k-point x ∈ X(k), a non-zero lift x̃ ∈ X̃ of x can be uniquely written with

respect to this basis, as x̃ =
n∑
i=0

xiei. Then

λ(t) · x̃ =
n∑
i=0

trixiei.

The λ-weights of x is defined to be the set λ-wt(x) := {ri : xi 6= 0}, which does not
depend on the choice of a lift for x.

Definition 6.1.3. The Hilbert-Mumford weight of x at λ is defined to be the quantity

µ(x, λ) := −min{ri : xi 6= 0} := max{−ri : xi 6= 0}.

Proposition 6.1.4. The Hilbert-Mumford weight satisfies the following properties:

1. µ(x, λ) is the unique integer µ such that lim
t7→0

tµλ(t) · x̃ exists and is non-zero.

2. µ(x, λn) = nµ(x, λ) for positive n.

3. µ(g · x, gλg−1) = µ(x, λ) for all g ∈ G.

4. µ(x, λ) = µ(y, λ) where y = lim
t7→0

λ(t) · x.

Lemma 6.1.5. Let λ be a 1-parameter subgroup ofG and let x ∈ X(k). Let {e0, . . . , en}
be a basis of kn+1 in which the λ(Gm)-action is diagonal. Consider a non-zero lift

x̃ =
n∑
i=0

xiei of x. Then

(1) µ(x, λ) < 0 if and only if x̃ =
n∑

ri>0

xiei, if and only if lim
t7→0

λ(t) · x̃ = 0.
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(2) µ(x, λ) = 0 if and only if x̃ =
n∑

ri≥0

xiei, and there exists some ri = 0 such that

xi 6= 0 if and only if lim
t7→0

λ(t) · x̃ exists and is non-zero.

(3) µ(x, λ) > 0 if and only if x̃ =
n∑
ri

xiei, and there exists some ri = 0 such that

xi 6= 0 if and only if lim
t7→0

λ(t) · x̃ does not exist.

Proof. (1) By definition, µ(x, λ) < 0 if and only if max{−ri : xi 6= 0} < 0. Therefore,
−ri < 0 for all i. This is the same as ri > 0 for all i. The last statement of (1)
follows immediately from the defintion.

(2) By definition, µ(x, λ) = 0 if and only if max{−ri : xi 6= 0} = 0; which means that
ri ≥ 0 for all i and there is an in index j such that rj = 0. For such index j, we
have xj 6= 0 by definition. The other case is proved similarly.

We can study lim
t7→0

λ(t).x̃ using λ−1 by setting:

lim
t7→0

λ−1(t) · x̃ = lim
t7→∞

λ−1(t) · x̃.

In that case, with the same hypotheses of the previous, we have:

Lemma 6.1.6. (1) µ(x, λ−1) > 0 if and only if x̃ =
n∑

ri<0

xiei, if and only if lim
t7→∞

λ(t) · x̃ =

0.

(2) µ(x, λ−1) = 0 if and only if x̃ =
n∑

ri≤0

xiei, and there exists some ri = 0 such that

xi 6= 0 if and only if lim
t7→∞

λ(t) · x̃ exists and is non-zero.

(3) µ(x, λ−1) < 0 if and only if x̃ =
n∑
ri

xiei, and there exists some ri = 0 such that

xi 6= 0 if and only if lim
t7→∞

λ(t) · x̃ does not exist.

Now we have a first result that characterizes the stability and the semistability of
a k-point x ∈ X(k).

Lemma 6.1.7. [22, Proposition 4.9] Suppose that G is a reductive group operating
linearly on a projective scheme X ⊂ Pn, and x ∈ X(k). Then

(1) x is semistable for the 1-PS action λ(Gm) of G if and only if µ(x, λ) ≥ 0 and
µ(x, λ−1) ≥ 0.

(2) x is stable for the 1-PS action λ(Gm) of G if and only if µ(x, λ) > 0 and µ(x, λ−1) >
0.
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Proof. (1) Let x ∈ X(k) and let x̃ be a lift of x. By Proposition 6.1.1, x is semistable for
the 1-PS action λ(Gm) of G if and only if 0 /∈ λ(Gm) · x̃. As any point in boundary
point λ(Gm) · x̃− λ(Gm) · x̃ is either

lim
t7→0

λ(Gm) · x̃ or lim
t7→∞

λ(t) · x̃ = lim
t7→0

λ−1(t) · x̃,

by Lemma 6.1.5, it follows that x is semistable if and only if

µ(x, λ) ≥ 0 and µ(x, λ−1) ≥ 0.

(2) Let x ∈ X(k) and let x̃ be a lift of x. By Proposition 6.1.1, x is stable for the 1-PS
action λ(Gm) of G if and only if dimλ(Gm)x̃ = 0 and λ(Gm)x̃ is closed. The orbit
is closed if and only if λ(Gm) · x̃ = λ(Gm) · x̃, that is, if and only if the boundary
is empty. This is equivalent to the condition

lim
t7→0

λ(Gm) · x̃ and lim
t7→∞

λ(t).x̃ = lim
t7→0

λ−1(t) · x̃,

do not exist. It follows from third property of Lemma 6.1.5 that the latter condition
is equivalent to say

µ(x, λ) > 0 and µ(x, λ−1) > 0.

If this happens, then λ(Gm) cannot fix x̃; because otherwise the both limits above
would both exist. Hence, we must have dimλ(Gm)x̃ = 0. This completes the
proof of the lemma.

This leads us the Hilbert-Mumford numerical criterion.

Theorem 6.1.8 (Hilbert-Mumford Criterion). [21, Theorem 4.9] Let a reductive group
G act linearly on a projective scheme X ⊂ Pn. Then, if x ∈ X(k):

x ∈ Xss if and only if λ(x, λ) ≥ 0 for all 1-parameter subgroup λ of G.
x ∈ Xs if and only if λ(x, λ) > 0 for all 1-parameter subgroup λ of G.

The Hilbert-Mumford Criterion is equivalent to the following result:

Theorem 6.1.9 (Fundamental Theorem in GIT). Let a reductive group G acts on an
affine space An+1. If x ∈ An+1 is a closed point and y ∈ G · x, then there exists a 1-PS
λ of G such that lim

t7→0
λ(t) · x = y.

6.2 Summary of the construction of GIT quotients

6.2.1 Summary of the Strategy for construction of affine quotient

To begin with, let us recall the correspondence between the category affine of schemes
over k and the category of finitely generated nilpotent-free algebras. First, to any
affine scheme X there corresponds a k-algebra O(X) = {regular functions X −→ k}.
The following define a bijective correspondence:
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If G is a group which operates on an affine scheme X , then it operates on O(X)
and the construction of an affine quotient follows the following procedure:

X affine scheme O(X) O(X)G ; SpecO(X)G .

In this case, SpecO(X)G is the quotient we were looking for. This ultimately leads to
the study of the invariant algebra O(X)G. In order to use the correspondence above,
we have to verify that O(X)G is a finitely generated nilpotent-free algebra. The
nilpotence-free property follows from the nilpotence-freeness of the algebra O(X) ⊃
O(X)G. However, the finite generation is a much harder question and is known as
Hilbert’s 14-th problem. Hilbert proved in the case where the group is the Linear
Group GLn that O(X)G is finitely generated. The complete answer to this question
was given by Nagata by constructing a counterexample in positive characteristic,
and proving that O(X)G is finitely generated when the group is reductive.

Therefore, to get a quotient with suitable geometric properties, it is natural to
consider the action of a reductive group. Fortunately, many groups of our interest
such as GLn, SLn,PGLn are reductive.

6.2.2 Summary for the strategy for the construction of projective
GIT quotients

The first step is to consider a reductive group acting linearly on a projective scheme
X ⊂ Pn. Then separate the scheme X into three sets: the set Xs of stable k-points,
the set Xss of semistable k-points and the set Xus = X −Xss of unstable points. The
stable points are the well behaved. The semistable points are still well behaved and
have good geometric properties. However, the unstable points are not well behaved
and need to be discarded in order to get a quotient with good properties. Then
cover the open set Xss by affine open subsets U , and construct the affine quotient
SpecO(U)G. The final construction follows by glueing the affine quotient SpecO(U)G.

On the other hand, there is a similar correspondence between the category of
projective schemes over k and the category of finitely generated nilpotent-free graded
k-algebras. The construction of projective quotient follows that of the affine case pass-
ing through the associated the affine cone. The previous construction is equivalent to
the following:

projective scheme X ⊂ Pn  Affine cone X̂ ⊂ kn+1  O(X̂) O(X̂)G  ProjO(X̂)G

The difficulty still remains when computing the algebra of invariant O(X̂)G. A
direct way to analyse the stability is via the 1-parameter subgroup. We can then use
the Mumford-Hilbert’s theorem to determine the stable and semistable loci.
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Chapter 7

The Moduli Space of Hypersurfaces in
Pn

Let us apply the theory we have developed so far to the classification of hypersufaces
of a fixed degree d in a projective space Pnk up to the action of the automorphism
group PGLn+1 of Pnk . We assume that k is field of characteristic coprime to d. We will
simply write Pn rather than Pnk . The main references for this chapter are [21], [5], [19]
and [13].

7.1 Definition and moduli problem of hypersurfaces in
Pn

Definition 7.1.1. Let F be a homogeneous polynomial of degree d, that is, F ∈
k[x0, . . . , xn]d − {0}. The locus

V (F ) = {(b0 : · · · : bn) | F (b0, . . . , bn) = 0} ⊂ Pn

is called the projective degree d hypersurface defined by F .

Definition 7.1.2. Let F ∈ k[x0, . . . , xn]d be a homogeneous polynomial of degree d,
and p ∈ Pn. We say that p is a singular point of the projective hypersurface V (F )
defined by F if F and its first partial derivatives vanish at the lift p̃ ∈ An+1−{0} over
p.

A smooth or nonsingular hypersurface is a hypersurface without singular points.
If F is irreducible, we say that the associated hypersurface V (F ) is irreducible. If
this happens, then V (F ) is a closed subvariety of the projective space Pn, and has
codimension 1. If however F decomposes into the product of irreducible forms
F = F d1

1 . . . F dl
1 , with Fi distinct irreducible forms, i = 1, . . . , l, we say that X is

reducible and the associated hypersurfaces V (Fi) are its irreducible components. In
this case V (F ) decomposes as:

V (F ) =
l⋃

i=1

diV (Fi).

There is a bijective correspondence between hypersurfaces of degree d and the
set of non-zero homogeneous polynomial of degree d, k[x0, . . . , xn]d − {0}. Every
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element F ∈ k[x0, . . . , xn]d − {0} can be written as

F =
∑

a(µ0, . . . , µn)xµ00 . . . xµnn ,

where µ0, . . . , µn are nonnegative integers less or equal than d and such that µ0 + µ1 +
· · ·+ µn = d. Each non-zero homogeneous polynomial F is determined by the data
of the exponents µ0, . . . , µn, with 0 ≤ µ0, . . . , µn ≤ d, and µ0 + µ1 + · · ·+ µn = d. The
combinatorial analysis shows that there are

N :=

(
n+ d

n

)
choices for these exponents, so that the dimension of k[x0, . . . , xn]d − {0} is given
by the number N above. Now, for any nonzero scalar λ and for any degree d
homogeneous polynomial F , the equality

V (λF ) = {(b0 : · · · : bn) | λF (b0, . . . , bn) = 0} = {(b0 : · · · : bn) | F (b0, . . . , bn) = 0} = V (F )

shows that the projectivation of the space k[x0, . . . , xn]d − {0}, denoted

Vd,n = P(k[x0, . . . , xn]d)

is a smaller dimensional space that parametrizes degree d projective hypersurfaces
in Pn. Recall that for a vector space V , the projectivation of V , denoted P(V ) is the set
of all lines in V . For v ∈ V , we denote by [v] the corresponding line generated by v.
In other words, P(V ) = G(1, V ), the Grassmannian of degree 1 in V .

7.1.3 Families of degree d hypersurfaces

By definition of a family, over each fiber Xs over a point s, we have a degree d
hypersurface which is parametrized by that point. As in the case of Grassmannians,
we will define our families parametrized by a variety as vector bundles.

Remark 7.1.4. First, let us consider a surjective morphism f : X −→ Y . For simplicity,
suppose that the varieties X and Y are irreducible. Usually, fibers f−1(y), y ∈ Y of f
can vary highly discontinuously. A technical requirement on f that prevents such
pathological behaviour is flatness. In particular, if we require flatness for f , then
all components of all fibers f−1(y) have the same dimension. Flatness plays a very
important part in the process of the formulation of the notion of families in the study
of a moduli problem. A stronger concept that we will require here is that of local
triviality [21].

Definition 7.1.5. [21, page 17] A family of hypersurfaces in Pn of degree d over S is a
locally trivial line bundle π : L −→ S over S and a tuple of sections ai0...in : S −→

L, with ij ≥ 0 ,
n∑
j=0

ij = d, and such that for each s ∈ S(k), the corresponding

homogeneous polynomial

F (L, a, s) :=
∑
i0,...,in

ai0...in(s)xi00 . . . x
in
n
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is nonzero.

Notation 7.1.6. We will simply denote a family of hypersurfaces above by the pair
(L, a). The hypersurface over s ∈ S(k) is denoted (L, a)s = V (F (L, a, s)), and this is
clearly the hypersurface associated with the homogeneous polynomial F (L, a, s).

Definition 7.1.7. Let (L, a) and (L′, a′) be two families of hypersurfaces degree d, in
Pn, over the same base variety S. We say that (L, a) and (L′, a′) are equivalent over S
if there exists an isomorphism of line bundles ϕ : L −→ L′ and g ∈ GLn+1 such that
the diagram

S a //

g·a′ ��

L

ϕ
��

L′

commutes.

Lemma 7.1.8. Let (L, a) be a family of hypersurfaces of degree d over a base variety,
and λ be any nonzero scalar. Then (L, a) and (L, λa) are equivalent.

Proof. It suffices to take ϕ = λ · idL and g the identity map in GLn+1.

7.1.9 Moduli problem of hypersurfaces

Let us consider the moduli of hypersurfaces of degree d in the projective space Pn.
We formulate a moduli problem for hypersurfaces as follows.

(1) M = {all hypersurfaces of degree d in the projective space Pn}.

(2) Two hypersurfaces H1 and H2 are equivalent if there exists g ∈ GL(n+ 1) such
that H2 = g(H1).

(3) A hypersurface of degree d is completely determined by the zeroes of a homo-
geneous polynomial f =

∑
0≤i0,...,in≤d
i0+···+in=d

ai0...inx
i0
0 · · ·xinn . A family of hypersurfaces of

degree d parametrized by a variety S is a pair (L, a), where L is a line bundle
over S and a = {ai0...in | 0 ≤ i0, . . . , in ≤ d, i0 + · · ·+ in = d} is a set of sections.

(4) The parameter category C can be considered as the category Var of all varieties.

(5) Two families (L, a) and (L′, a′) of hypersurfaces parametrized by S are isomorphic
if there exists an isomorphism of vector bundles h : L −→ L′ such that h(a) = a′.

(6) Two families (L, a) and (L′, a′) of hypersurfaces parametrized by S are equiv-
alent if there exists g ∈ GL(n + 1) such that the families (L, a) and (L′, ga′) are
isomorphic.

(7) For each variety S ∈ C, let F(S) denote the set of families parametrized S. Sup-
pose that h : S ′ −→ S is a morphism of varieties, and that (L, a) is a family of
hypersurfaces of degree d. Then the pullback family along the morphism h is
the fiber product p : S ′ ×S L −→ S ′ together with the section a′ : S ′ −→ S ′ ×S L
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defined by a′(s′) = (s′, a(h(s′)) = (idS′ × (a ◦ h))(s′) for all s′ ∈ S ′. That is,
a′ = idS′ × (a ◦ h).

This defines a functor

F : Varopp −→ Set

S 7−→ Fam(S)/ ∼S
(h : S ′ → S) 7−→ [h∗] : Fam(S)/ ∼S−→ Fam(S ′)/ ∼S

(L, a)/ ∼S 7−→ [(S ′ ×S L, idS′ × (a ◦ h))]/∼S′

This defines a moduli problem, called the moduli problem of hypersurfaces of degree
d in Pn. The linear group GL(n + 1) acts on kn+1 by left multiplication. This action
induces an action on PN−1, where N =

(
n+d
n

)
. One of the major problems in classical

invariant theory was to find the quotient PN−1//GL(n+ 1).

Proposition 7.1.10. The moduli functor associated with the moduli problem of hy-
persurfaces is not representable.

Proof. Since a jump phenomenon prevents the existence of fine moduli spaces (see
Proposition 2.6.2), it suffices to construct a family of hypersurfaces with the jump phe-
nomenon. For this, let f ∈ k[x0, . . . , xn]d−{0} andX = V (f) be the corresponding hy-
persurface. Let 0 ≤ i < n be fixed. Consider H := V (f(x0, . . . , xi, txi+1, . . . , txn)) ⊂
Pn × A1

t along with the projection π : H −→ A1
t .

Now we want to show that all the fibers Ht, for t 6= 0 are isomorphic. For this we
will show that each Ht is isomorphic to X , for t 6= 0. Let t 6= 0. The map

φ : X −→ Ht

(x0, . . . , xi, xi+1, . . . , xn) 7−→ (x0, . . . , xi, t
−1xi+1, . . . , t

−1xn)

is clearly well-defined and bijective. Hence each fiber Ht, for t 6= 0, is isomorphic to
X , so that all the fibers Ht, for t 6= 0, are isomorphic. Moreover, for t = 0, we have:

X0 = X ∩ {(x0, . . . , xi, xi+1, . . . , xn) | xi+1 = · · · = xn = 0}
= V (f(x0, . . . , xi, 0, . . . , 0)) ⊂ Pn

which cannot be isomorphic to X . Therefore we have a jump phenomenon as defined
in Definition 2.6.1. We conclude from Proposition 2.6.2 that the moduli functor of
hypersurfaces is not representable.

Proposition 7.1.11. The only closed point of the moduli functor of hypersurfaces is[
V
(
xd0
)]

.

Proof. Let X = V (F ) ⊂ Pn be a hypersurface of degree d. By a change of coordinates,
we may assume that the coefficient appearing in xd0 is nonzero. For i = 0, we
consider again the familyH := V (x0, tx1, . . . , txn) ⊂ Pn×A1

t along with the projection
π : H −→ A1

t . Taking the fiber over 0, we get as above

X0 = X ∩ {(x0, x1, . . . , . . . , xn) | x1 = · · · = xn = 0}
= V (f(x0, 0, . . . , 0)) ⊂ Pn = V

(
xd0
)
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Hence [X] cannot be a closed point of the moduli functor of hypersurfaces, unless
X is isomorphic to X0. Furthermore, if X −→ S is a flat family of hypersurfaces
whose generic fiber is a d-fold plane, then every fiber is a d-fold plane. This shows
that

[
V
(
xd0
)]

is a closed point.

Proposition 7.1.12. Vd,n parametrizes a tautological family of degree d hypersurfaces
in Pn with the local universal property.

This shows that the coarse moduli space for hypersurfaces is given by categorical
quotient for the SLn+1-action on Vd,n as described in Theorem 5.4.8.

7.2 Projective GIT for hypersurfaces

We would like to construct a projective GIT quotient for hypersurfaces in Pn. This is
possible because the action of the reductive group SL(n+1) on Vd,n is linear, and Theo-
rem 5.8.5 tells us that the GIT quotient ϕ : V ss

d,n −→ Vd,n//SLn+1 := ProjR(Vd,n)SL(n+1)

on the open subset V ss
d,n is a good quotient. Moreover, it is a projective variety. By The-

orem 5.8.9, there exists a subvariety Y s ⊂ Y := Vd,n//SLn+1, such that ϕ : V s
d,n −→ Y s

is a geometric quotient. This leads to the study of the set of semistable points V ss
d,n

and the set of stable points V s
d,n.

7.2.1 Action of the automorphism group PGLn+1 on the projective
space Pn

The General Linear group GLn+1 acts on the projective space Pn via the left multipli-
cation :

A(b0 : · · · : bn) =


x00 x01 x02 . . . x0n

x10 x11 x12 . . . x1n

. . . . . . . . . . . . . . . . . . . . . . .
xn0 xn1 xn2 . . . xnn



b0

b1
...
bn

 =


x00b0 + x01b1 + · · ·+ x0nbn
x10b0 + x11b1 + . . . x1nbn

...
xn0b0 + xn1b1 + · · ·+ xnnbn

 .

This action induces a linear action on homogeneous polynomials, and is given by:

(A · F )(b0 : · · · : bn) = F (A−1(b0 : · · · : bn))

so that the hypersurfaces transform consistently: A(V (F )) = V (AF ). We obtain an
action

PGLn+1 × Vd,n −→ Vd,n

([A], [F ]) 7−→ [A · F ].

We hope to prove that the moduli space for hypersurfaces of degree d in the projective
space Pn is given by an orbit space of this action. If this happens, Theorem 5.4.8 tells
us that this orbit space is the coarse moduli space we are looking for. To be able to
apply Theorem 5.4.8, we need to determine a family with the local universal property.
It will be enough to prove that Vd,n parameterizes a family with the required property.
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We note that the action of PGL+1 on Vd,n is not linear. Fortunately, GLn+1 and
SLn+1 act linearly on Vd,n. From the fact that there is a surjection SLn+1 −→ PGLn+1

with finite kernel, the orbits of the action of SLn+1 on Vd,n should be the same as the
orbits of the action of PGLn+1 on Vd,n. This allows us to consider the action of SLn+1

rather than the action of PGLn+1.

7.2.2 Stability of smooth hypersurfaces

Theorem 7.2.3 (Matsumura-Monsky-Mumford). [4, Proposition 4.2.][5, Theorem
10.1] For d > 1, every smooth hypersurface of degree d, in Pn, is semistable for the
SLn+1-action on Vd,n. Moreover, if d > 2, then all smooth hypersurfaces of degree d,
in Pn, are stable.

Example 7.2.4. For the special case d = 1, one checks that the invariant ring is [22,
Example 4.1]:

k[x0, . . . , xn]
SLn+1

1 = k.

So there are no semistable hypersurfaces of degree 1. Then V ss
1,n = V s

1,n = ∅.

Example 7.2.5 (Quadric hypersurfaces). Suppose d = 2. The degree 2 hypersurfaces
are called quadric hypersurfaces in Pn. The space V2,n of quadric hypersurfaces can be
identified with P(Sym(n+1)×(n+1)(k)) as follows. Any quadric hypersurface defined
by the homogeneous polynomial

F (x0, . . . , xn) =
n∑
j=0

n∑
i=0

aijxixj ∈ k[x0, . . . , xn]2,

determines a matrix
BF = (bij),

by setting bij = bji = aij and bii = 2aii. Conversely, any symmetric (n+ 1)× (n+ 1)
matrix B = (bij) determines a homogeneous polynomial of degree 2

FB(x0, . . . , xn) =
n∑
j=0

n∑
i=0

aijxixj ∈ k[x0, . . . , xn]2,

by setting aij = bij and aii = bii/2 as the characteristic of the ground field k is coprime
to 2.

With this correspondence, the discriminant ∆ on V2,n is identified with the determi-
nant on the space P(Sym(n+1)×(n+1)(k)). In this case V (F ) is smooth if and only if BF

is invertible. It follows from the theorem above that V ss
2,n
∼= GLn+1∩Sym(n+1)×(n+1)(k).

Let us prove that there are no stable points in V2,n. If F is the degree 2 homoge-
neous polynomial corresponding to a matrix B of rank r + 1, we know that by a
linear change of coordinate system, it is projectively equivalent to the quadratic form
[25, Lemma 1.3.2.1]

x2
0 + · · ·+ x2

r.
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Therefore, all smooth quadratic forms are projectively equivalent to the quadratic
form

x2
0 + · · ·+ x2

n.

But the stabilizer of this quadric is the Special Orthogonal group SOn+1, which has
positive dimension. Thus the hypersurface V (x2

0 + · · ·+ x2
n) is not stable, and so are

all smooth hypersurfaces of degree 2. Moreover, the GIT quotient for hypersurfaces
of degree 2 is just Speck, that is, it is a single point.

7.2.6 The numerical Hilbert-Mumford criterion for hypersurfaces

We use Hilbert-Mumford’s criterion to find the set of stable points and that of
semistable points for the SLn+1-action on Vn,d.

Proposition 7.2.7. [19, Proposition 7.5] For every 1-PS λ : Gm −→ SLn+1, there exist
integers r0 ≥ r1 ≥ · · · ≥ rn, r0 + · · ·+ rn = 0, for which λ is conjugate in SLn+1 to the
diagonal 1-PS:

λ : Gm −→ SLn+1

t 7−→ λ(t) = diag(tr0 , tr1 , . . . , trn).

Let Id,n+1 = {I = (i0, . . . , in) ∈ Nn+1 : |I| = i0 + · · · + in = d} denote the set of
multi-indices of order d, and let xI := xi00 x

i1
1 . . . x

in
n denote a monomial of degree d.

Let Ṽd,n denote the affine cone over Vd,n. Then λ acts diagonally with respect to the
basis {xI : I ∈ I}. Applying the inverse of λ(t), we get:

λ−1(t).xI = (t−r0x0)i0(t−r1x1)i1 . . . (t−rnxn)in = t−(r0i0+...rnin)xI ,

so that

µ(xI , λ) = −
n∑
j=0

rjij.

Let V (F ) be a hypersurface determined by a degree d homogeneous polynomial
F =

∑
I∈I

aIxI , and let [F ] ∈ Vd,n be the corresponding line generated by F . We have:

λ(t) · V (F ) = V (λ(t) · F ) = V (F (λ(t)−1(x0, . . . , xn)).

But,

F (λ(t)−1(x0, . . . , xn) = F (t−r0x0, . . . , t
−rnxn) =

n∑
j=0

t−(r0i0+···+rnin)xi00 . . . x
in
n .

One then deduces the Hilbert weight:

µ([F ], λ) = −min{−
n∑
j=0

rjij : I ∈ I} = max{
n∑
j=0

rjij : I ∈ I}.
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This is actually a good formula, but it is difficult in general to describe explicitely
the semistable and stable points for arbitrary (d, n). However, it is possible describe
precisely the semisatble and stable points for small value of n. For concreteness, let
us consider the case of binary forms of degree d.

7.3 Degree d binary forms in P1

Let SL2 acts on Vd,1 = P(k[x, y]d) ∼= Pd as above. We want to describe the semistable
and stable loci by the use of Hilbert-Mumford criterion, and determine the GIT
quotient. Let

F (x, y) =
d∑
i=0

aix
d−iyi ∈ k[x, y]2.

Then F has exactly d zeroes in P1 counted with their multipliciies. The group GL2

acts on k[x, y] via linear substitution:

GL2 × Vd,1 −→ Vd,1((
α β
γ δ

)
, F (x, y)

)
7−→ F (αx+ βy, γx+ δy)

The case of V1,1 has been treated in Example 7.2.4, so we may assume that d ≥ 2.
By Proposition 7.2.7, we know that every 1-parameter subgroup of SL2 is conjugate
to the 1-parameter subgroup given by:

λ(t) =

(
tr 0
0 t−r

)
,

for some positive integer r. Now we compute the Hilbert λ-weight:

λ(t)−1 · F (x, y) = F (t−rx, try) =
d∑
i=0

ai(t
rx)d−i(t−ry)i =

d∑
i=0

tr(d−2i)aix
d−iyi.

Therefore,

µ([F ], λ) = −min{2i− d : ai 6= 0} = max{d− 2i : ai 6= 0}.

Let i0 denote the smallest integer for which ai 6= 0. Then

µ([F ], λ) = d− 2i0.

Hence, the semistable and stable hypersurfaces of degree 2 are characterised by the
following lemma.

Lemma 7.3.1. µ([F ], λ) ≥ 0 if and only if i0 ≤ d
2
, and µ([F ], λ) < 0 if and only if

i0 >
d
2
.

By Hilbert-Mumford numerical criterion, [F ] ∈ Vd,1, is semistable if and only if it
satisfies µ([F ], λ′) ≥ 0 for all 1-PS λ’ of SL2. But, for any such λ′, there exists g ∈ SL2
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such that λ′ = g−1λg. Then

µ([F ], λ′) = µ(g · [F ], λ).

Let p1, . . . , pd ∈ P1 be roots of F counted with their multiplicities. Then g · p1, . . . , g ·
pd ∈ P1 are the roots of g.F . By the transitivity of the SL2-action on P1, we deduce the
following result that determines stable and semistable hypersurfaces of d in P1.

Proposition 7.3.2. [19, Proposition 7.9] Let F ∈ k[x, y]d lie over [F ] ∈ Vd,1. Then

(1) [F ] is semistable if and only if all roots of F in P1 have multiplicities less than or
equal to d

2
.

(2) [F ] is stable if and only if all roots of F in P1 have multiplicities strictly less than
d
2
.

In particular, if d is odd, then each semistable point is stable, V ss
d,1 = V s

d,1, and the GIT
quotient is a projective variety which is the geometric quotient of the stable degree d
hypersurfaces in P1.

7.3.3 Application to small values of d

For d = 2, it follows from the first property of Proposition 7.3.2 that V (F ) is semistable
hypersurface if and only if all the roots of F have multiplicities less or equal than 1.
This means that the semistable loci are those corresponding to binary forms F with
exactly two distinct roots in P1. The second property of Proposition 7.3.2 says that
stable hypersurfaces V (F ) are those for which the roots of the defining polynomial
F have multiplicity strictly less that 1. Hence, for this case, there are no stable
hypersurfaces. By the transitivity of the SL2-action on V ss

2,1, there is only one orbit so
that the GIT quotient is Speck.

For d = 3, which is odd, Proposition 7.3.2 asserts that the semistable and the
stable hypersurfaces are the same. Moreover, an hypersurface V (F ) is semistable if
and only if all the roots of F have multiplicity less or equal than 1. This means that
F has exactly three distinct roots. By Theorem ??, we know that any three distinct
points (p1, p2, p3) can be transformed into any other three distinct points (q1, q2, q3) by
some unique Möbius transformation, so that we have only a single orbit. This proves
that the GIT quotient is again P0 = Speck which is a projective variety.

For d = 4, it follows from Proposition 7.3.2 that a semistable hypersurfaces are
those which the roots of the corresponding binary form F have multiplicity less or
equal that 2. Hence semistable hypersurfaces corresponds to binary forms with at
most 2 repeated roots. Similarly, stable hypersurfaces correspond to binary forms F
with exactly four distinct roots. Let (p1, . . . , p4) be four distinct ordered points. Using
the cross-ratio formula, there exists a unique Möbius transformation which sends
(p1, . . . , p4) to (0, 1,∞, λ), where λ ∈ A1 − {0, 1} is the cross-ratio of these points as
defined in Definition ??. For the point p1, we have three possibilities: it can be send
to 0, or to 1, or to∞. For each choice for the image of p1, we choose the image of p2

among the remaining two points, which gives two possibilities. For each choice of
the image of p1 and p2, there is only one possibility for the choice for the image of p3.
This gives six possibilities for the value of the cross-ratio depending on a particular
choice of ordering. This is justified by the following result.
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Lemma 7.3.4. [11, Lemma 4.5] Let the symmetric group Σ3 act onA−{0, 1} as follows:
given λ ∈ A− {0, 1}, permute the numbers 0, 1, λ according to α ∈ Σ3, then apply a
linear transformation of x to send the first two back to 0, 1 and let α(λ) be the image
of the third. Then the orbit of λ consists of

λ, 1− λ, 1

λ
,
λ− 1

λ
,

1

1− λ
,

λ

1− λ
.

The morphism

f : V s
4,1 −→ A1

λ 7−→
(

(2λ− 1)(λ− 2)(λ+ 1)

λ(λ− 1)

)3

satisfies

f(λ) = f (1− λ) = f

(
1

λ

)
= f

(
λ− 1

λ

)
= f

(
1

1− λ

)
= f

(
λ

1− λ

)
.

The last condition means that f is symmetric in the six values of the cross-ratio.
Hence f is invariant under the SL2-action. Moreover, f is surjective and six-to-one
except for λ = 0 and λ = 27, where it is two-to-one and three-one-one respectively
[26, II, Proposition 1.7]. These correspond to a unique stable orbit.

We know that the stable degree d hypersurfaces in P1 are those for which all the
roots of the defining polynomial F has multiplicities strictly less than 2, that means
F has only simple roots. This case is well understood. We may turn our attention
to the case of strictly semistable hypersurfaces. This is completely characterised by
hypersurfaces whose corresponding binary quartics F has atmost two repeated roots.
As F has degree 4, we may distinguish two cases: F has one double root, or two
distinct double roots. The SL2-orbit of a double root contains only double roots and
the orbit of simple root will contain only the simple root. So, we have two distinct
orbits for the SL2-action. The orbit consisting of one double root is not closed. In
fact, its closure contains the orbits of points with two double roots. For instance,
by considering a family of Möbius transformations ht sending (p, q, q, r) to (0, 1, 1, t),
then as t −→ 0, the point (0, 1, 1, 0) lies in this orbit closure. Hence the GIT quotient
V4,1//SL(2) is P1, and the good quotient is ϕ : V ss

4,1 −→ P1.

7.4 Plane cubics

The degree 3 hypersurfaces in P2 are also called plane cubic curves. The moduli
problem for smooth plane cubic curves over the complex numbers has been studied
in Chapter 4 using the representability of the moduli functor. In this section section,
we study again this moduli problem in the GIT setting. Namely, we will describe
the set of the stable, semistable points, the GIT quotient, and the geometric quotient.
Homogeneous degree 3 polynomial F ∈ k[x, y, z]3 can be written as

F (x, y, z) =
3∑
i=0

3−i∑
j=0

aijx
3−i−jyizj.
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Let us consider the moduli problem of cubic plane curves that consists of clas-
sifying these curves up to projective equivalence. In other words, we would like
to describe the quotient for the SL3-action on V3,2. We assume that k is a field of
characteristic different from 2 or 3. Let us first recall the Bézout’s theorem which will
be useful at least once.

Theorem 7.4.1 (Bézout’s Theorem). Suppose two projective curves C and C ′ in P2(k)
of degree m,n have no common component. Then, they have precisely nm points of
intersection counting multiplicities.

Proposition 7.4.2. [13, Proposition 7.16]

(1) Any non-singular projective plane curve C ⊂ P2 is irreducible

(2) Any irreducible projective plane curve C ⊂ P2 has at most finitely many singular
points.

Proof. (1) Let C be a non-singular projective plane curve defined by the equation
P (x, y, z) = 0. By contradiction, let us assume that there exist two polynomials
F,G ∈ k[x, y, z] fo degree degF ≥ 1, and degG ≥ 1 such that P = FG. By
Bezout’s theorem, F and G have at least a common zero. Let p = [a, b, c] be a

common zero of F and G. Then P (p) =
∂P

∂x
(p) =

∂P

∂y
(p) =

∂P

∂z
(p) = 0. This

contradicts the non-singularity of C.

(2) LetC be an irreducible projective plane curve defined by the equation P (x, y, z) =
0, where P is an irreducible polynomial. By changing coordinates, we may

assume that [1, 0, 0] /∈ C so that the partial derivative Q =
∂P

∂x
has degree n− 1.

P and Q have no common factor, otherwise it will contradict the irreducibility of
P . By Bezout’s theorem, there are at most n(n− 1) common factors of Pand Q.
So there are at most n(n− 1) singular points in the curve C. This completes the
proof.

An application of Bézout’s Theorem allows us to classify the irreducible plane
conics as follows.

Lemma 7.4.3. [13, Lemma 7.17] Any irreducible plane conic C ⊂ P2 is projectively
equivalent to the conic defined by x2 +yz = 0. Thus, it is nonsingular and isomorphic
to P1.

Proof. LetC be an irreducible projective plane conic defined by the equation P (x, y, z) =
0. By Proposition 7.4.2, there are only finitely many singular points on the curve C.
Now we choose a cooordinate system in such a way that [0, 1, 0] ∈ C is smooth and
the tangent line is defined by the equation z = 0. Hence, the curve C is defined by an
equation of the form

P (x, y, z) = ayz + bx2 + cxz + dz2.

Now substitue [x′, y′, z′] = [
√
bx, ay + cx+ dz,−z] and obtain P (x′, y′, z′) = x′2 + y′z′

as desired.
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For the second half of the lemma, we assume that C is defined by x2 + yz = 0. We
define an isomorphism ϕ : C −→ P1 such that

ϕ([x, y, z]) =

{
[x, y] if y 6= 0

[−z, x] if z 6= 0,

and the inverse being the map P1 −→ C to each [x, y] 7−→ [xy, y2, x2].

We can use this result to classify reducible plane cubics up to projective equiv-
alence. In fact, if C is a reducible plane cubic defined by a homogeneous degree 3
polynomial F , it follows that there are only two cases: either C is a union of a line
and an irreducible conic or a union of three lines. In the first case, that is when C is a
union of a line and an irreducible conic, then the set of the intersection of the line and
the irreducible conic either contains two points or one point. If the set of intersection
is reduced to a single point, then the line is tangent to the conic. By Lemma 7.4.3 we
have that C is projectively equivalent to y2 + xz = 0.

Lemma 7.4.4. [13, p. 56] Let C be a reducible plane cubic in P2. Suppose that C is a
union of a conic and a line. Then C is projectively equivalent to one of the following:
(xz + y2)y = 0 or (xz + y2)z = 0.

Lemma 7.4.5. [13, p. 56] Let C be a reducible plane cubic in P2. Suppose that C is a
union of three lines. Then C is projectively equivalent to one of the following: y3 = 0,
or y2(y + z) = 0, or yz(y + z) = 0, or xyz = 0.

7.4.6 Stability of cubics

Let us turn our attention to the analysis of the stability and the semistability of the
plane cubics. As d = 3 is odd, we know that V ss

3,2 = V s
3,2. As usual, we want to use the

Hilbert-Mumford criterion to decribe the stable cubics. Let λ′ be a 1-PS of SL3. Then,
by Proposition 7.2.7, there exists g ∈ SL3 such that λ′ = g−1λg, where

λ(t) =

tr0 0 0
0 tr1 0
0 0 tr2

 ,

with r0 + r1 + r2 = 0 and r0 ≥ r1 ≥ r2 = 0. Let V (F ) be the hypersurface of degree 3
defined by

F (x, y, z) =
3∑
i=0

3−i∑
j=0

aijx
3−i−jyizj.

By the action of the 1-PS λ, we have by definition:

λ(t) · F (x, y, z) = F (t−r0x, t−r1y, t−r2z) =
3∑
i=0

3−i∑
j=0

aij(t
−r0x)3−i−j(t−r1y)i(t−r2z)j

=
3∑
i=0

3−i∑
j=0

t−(r0(3−i−j)+r1i+r2j)aijx
3−i−jyizj.
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Hence,

µ(F, λ) = −min{−(3− i− j)r0 − ir1 − jr2 : aij 6= 0}
= max{(3− i− j)r0 + ir1 + jr2 : aij 6= 0}.

Lemma 7.4.7. [13, Lemma 7.25] Let C ⊂ P2 be a plane cubic. Then C is semistable
if and only if it has no triple point and no double point with a unique tangent.
Moreover, C is stable if and only if it is smooth.

Strictly semistable orbits are the following: nodal irreducible cubics, cubics which
are a union of a conic and a non-tangential line, and cubics which are the union of
three non-concurrent lines [13].

Unstable orbits are: cuspidal cubic curves, cubic curves that are union of three
lines with a common intersction, cubic curves that are the union of a tangent line and
a conic, cubic curves that are the union of a double line with distinct line and cubic
curves given by triple lines [13].

It follows from the lemma above that the geometric quotient of smooth cubic
curves in P2 parameterizes the isomorphism classes of smooth cubic curves. As in
Chapter 5.4.8, the j-line A1

j is the geometric quotient.
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Conclusion

In this thesis, we were concerned with the construction of moduli spaces, which are
important geometric objects in Algebraic Geometry. We first define rigorously the
notion of moduli problems. From a moduli problem, one is able to define a functor
called the moduli functor associated with this moduli problem. Then the study of
a moduli problem reduces to the representability of the moduli functor. When the
moduli functor is representable, we call its representing object a fine moduli space.
A fine moduli space does not always exist, but when it exists it is unique up to
unique isomorphism. Even when the moduli functor is not representable, we can
still get a satisfactory parametrization, either using the notion of algebraic stacks,
either rigifying the problem, or looking for a coarse moduli space which a notion
weaker than that of fine moduli space, but still gets the job done. We then study
the Grassmannians as an example of fine moduli space. They generalize the notion
projective spaces. However, the moduli problem of nonsingular projective curves of
fixed genus g is not representable, but admits a coarse moduli space. The obstruction
to the representability is due to the presence of curves with nontrivial automorphism
group. In general, objects having nontrivial automorphism group cannot admit a
fine moduli space.

Constructing a moduli space is not an easy thask. However, there is a satisfactory
theory, called Geometric Invariant Theory, developed by Mumford [4] that deals with
the construction of moduli spaces as quotients. So, the study of moduli problems
can be reduced to the computation of an orbit space as proved in Theorem 5.4.8. GIT
provides an elegant way to compute quotients as illustrated in Theorem 5.6.1 for the
affine case, and Theorem 5.8.5. The Hilbert-Mumford criterion is the main tool for
the analysis of the stability, and we can use it to determine the objects we have to
include in the class of our objects in order to get a suitable moduli space.
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Appendix A

Basic Notions

The notion of fibered product is capital in the formulation of a moduli problem, this
is because a moduli problem consists of the data of a class of objects of certain type
along with an equivalence, and a notion of family of objects over a base scheme which
is defined using the fibered product. The main goal here is to define the notions of
fibered product and representable functor wich were used many times in Chapter 2
and Chapter 3.

A.1 Fibered product

Let us recall briefly the definition of pullback, also known as fibered product or
cartesian product or a square. Suppose we are given two morphisms α : X −→ Z
and β : Y −→ Z (in any category). Then a fibered product of α and β, if it exists,
is an object denoted X ×Z Y , along with morphisms prX : X ×Z Y −→ X and
prY : X ×Z Y −→ Y (called the projections on X and Y respectively), where the two
compositions α ◦ prX , β ◦ prY : X ×Z Y −→ Z agree, such that given any object W
with maps to X and Y (whose compositions to Z agree), these maps factor through
some unique W −→ X ×Z Y :

W

f

  

∃!γ

$$

g

&&
X ×Z Y

prX
��

prY // Y

β
��

X α // Z.

In other words: a fibered product of two morphisms α : X −→ Y and β : Y −→ Z
is the triplet (X ×Z Y −→ Y, prX : X ×Z Y −→ X, prY : X ×Z Y −→ Y ) satisfying

α ◦ prX = β ◦ prY ,

and that satisfies the universal property: for any objectW ∈ C, and for any morphisms
f : W −→ X and g : W −→ Y satisfying

α ◦ f = β ◦ g,
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there exists a unique morphism γ : W −→ X ×Z Y such that

f = prX ◦ γ and g = prY ◦ γ.

Note that the definition of the fibered product depends on α and β, even though they
are omitted from the notation X ×Z Y .

As a fibered product is defined by the universal property, one easily shows that,
when a fibered product exists, it is unique to unique isomorphism.

Example A.1.1. In the category Set,

X ×Z Y = {(x, y) ∈ X × Y : α(x) = β(y)}.

Definition A.1.2. We say that the category C has fibered products if the fibered
product exists for any α ∈ HomC(X,Z) and β ∈ HomC(Y, Z).

The following result shows that the category of S-schemes Sch/S has fibered
products.

Theorem A.1.3. [11, Theorem 3.3, p.87] For any two schemes X −→ S and Y −→ S
over a scheme S, the fibered product (X ×S Y, prX , prY ) exists, and is unique up to
unique isomorphism.

X ×S Y
prY //

prX
��

Y

��

X // S

Definition A.1.4. Let C be any category, and X, Y ∈ C. We say that a morphism
f : X −→ Y in C is representable if for all Z ∈ C and all morphisms g : Z −→ Y in C
the fibered product X ×Y Z exists in C. That is the diagram below commutes for all
Z ∈ C.

X ×Y Z
prZ //

prX
��

Z

∀g
��

X
f

// Y

Lemma A.1.5. [14] Let C be a category. Let f : X −→ Y , and g : Y −→ Z be
representable. Then g ◦ f : X −→ Z is representable.

Definition A.1.6. [10] Let F : Copp −→ Set be a functor. We say that F is representable
if there exists X ∈ C such that F is isomorphic to the functor of points hX ; i.e., if there
exists an isomorphism ξ : hX −→ F of functors.

If ξ : hX −→ F and ξ : hX′ −→ F are two such isomorphisms, then by Yoneda’s
lemma, there exists an isomorphism u : X −→ X ′. This proves that the representing
pair (X, ξ), when it exists is unique up to unique isomorphism.

A.2 Fibered product of functors

Let F,G,H ∈ Fct(Copp, Set), and let F −→ H and G −→ H be morphisms of functors.
Let T ∈ C. Then F (T ), H(T ), G(T ) are objects in Set, and so the fibred product
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F (T )×H(T ) G(T ) makes sense in the category Set. This suggests that by setting

(F ×H G)(T ) := F (T )×H(T ) G(T ), (A.1)

we obtain a well-defined notion of fibred product in the category Fct(Copp, Set). In
fact for all T ∈ T ,

F (T )×H(T ) G(T )
prG(T )

//

prF (T )

��

G(T )

��

F (T ) // H(T )

the diagram above commutes, showing that (F ×H G)(T ) is functorial with respect
to T . Therefore, there is a well-defined functor F ×H G ∈ Fct(Copp, Set), along with
projection morphisms of functors prF : F ×H G −→ F and prG : F ×H G −→ G. The
tuple (F ×H G −→ F, prF , prG) is called the fibered product of the functors F and G
over the functor H .

If F, G, and H are representable, say F ' hX ,G ' hY and H ' hS the fiber product
F×H G in Fct(Copp, Set) is representable by an object Z if and only if X ×S Y exists in
C and in this case Z = X ×S Y [10].

A.3 Representable morphisms of functors

Let F,G : (Sch/k)opp −→ Set be two functors, and let f : F −→ G be a morphism of
functors. Let P be a property of morphisms of schemes. The assertion f possesses
the property P can make sense.

Definition A.3.1. Let f : F −→ G be a morphism of functors in Fct((Sch/k)opp, Set).
We say that f : F −→ G is representable if for every X ∈ Sch/k and every g : hX −→
G in Fct((Sch/k)opp, Set) the fibered product functor F×G hX is represented by some
Z ∈ Sch/k.

Consider a scheme Z representing f , that is, there is an isomorphism ζ : hZ −→
F×G hX . By composing with the projection F×G hX −→ hX , it follows from Yoneda’s
lemma, there is unique morphism Z −→ X independent with respect to the choice of
(Z, ζ) up to unique isomorphism.

We recall that a presheaf mathrmF : Sch −→ Set is said to be a sheaf in the Zariski
topology if for every scheme S and Zariski cover {Si} of S, the natural map

{f ∈ F(S)} −→ {(fi ∈ F(Si)) : fi|Si∩Sj
= fj |Si∩Sj

for all i, j}

is a bijection. A presheaf is called a separated presheaf if these natural maps are
injective.

Proposition A.3.2. The functor of points of a scheme is a sheaf in the Zariski topology.
In particular, a necessary condition for a presheaf to be representable it is that it

must be a sheaf in the Zariski topology.

Proposition A.3.3. Let be a moduli problemM and F its associated moduli functor.
If F is representable, then F is a Zariski-sheaf.
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Proof. SinceM has a fine moduli space, for any scheme S we have F(S) = Hom(S,M).
Furthermore, morphisms of schemes are determined locally, and can be glued if they
are given locally and are compatible on overlaps.
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