
ALGANT Master’s Thesis

Kan Complexes as a Univalent Model

of Type Theory

Gabriele Lobbia

Supervisor: Prof. Denis-Charles Cisinski

Academic Year 2017-2018



Do not worry about your
difficulties in Mathematics.
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Introduction

The aim of this Thesis is to illustrate an example of a model of Martin-Löf
Dependent Type Theory where Voedvosky’s Univalence Axiom holds. The
main results are explained in [KL16].

The first chapter will handle the construction of a model category in the
enviroment of simplicial sets (sSet). In order to do that we will investigate
the definitions of Kan complexes and Kan fibrations.

Secondly we will give a rough overview of type theory in general. In
particular, we will start giving an idea of what Simple and Dependent Type
Theory mean. Then, finally, we will se a natural model of Homotopy Type
Theory in category theory, thanks to [Awo16].

The last chapter will deal with the Univalence Axiom itself and the theo-
rems that explain why Kan complexes can be seen as a model of type theory
where it holds.



1 Kan Complexes

1.1 Preliminary Definitions

We denote ∆ the category with objects the sets [n] = {0, ..., n} for any
n ∈ N, and morphism the non decreasing functions between them.

Definition 1.1.1. We call simplicial set (or complex) a controvariant
functor of the kind X : ∆op → Set. We write Xn for the set X([n]) and we
call its elements the n-simplices of X. Usually the image of a function
f : [q]→ [p] through the complex X is denoted by f ∗.

From now on we will write sSet for the category whose objects are the
simplicial sets and morphisms the natural trasformations between them. A
subcomplex will be just a suboject in this category (i.e. a subfunctor).

Definition 1.1.2. We write ∆n for the complex defined by the contravariant
functor represented by [n], more precisely

[q] � //

f

��

∆([q], [n])

[p] � // ∆([p], [n])

−◦f

OO

We call it the standard n-simplex.

Definition 1.1.3. Let X be a simplicial set, and x ∈ Xm an m-simplex of X.
We say that x is degenerate if there exists an epimorphism s : [m] � [n]
with n < m and a n-simplex y ∈ Xn such that x = X(s)(y). 1

Proposition 1.1.4. Let X be a simplicial set. Any morphism a : ∆n → X
has a unique factorization

∆n a //

"" ""

X

∆m
b

==

where the first map is an epimorphism and b is not degenerate, i.e. the
correspondent element in Xm (by the Yoneda Lemma2) is not degenerate. 1

1[GZ67] Chapter II, §3.1.
2Lemma A.1.1
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Definition 1.1.5. Let X be a complex. We define SknX the n-skeleton of
X to be the subcomplex of X defined as follows 3

(SknX)m := {x ∈ Xm | x is degenerated from a q-simplex with q ≤ n}

Remark 1.1.6. The epimorphisms p : [m] � [n] in ∆ are simply the non
decreasing surjections. Moreover any epimorphism has a section, i.e. there
is a morphism s : [n]→ [m] such that p ◦ s = Id[n].
Similarly the monomorphisms s : [n]� [m] are the non decresing injections
and they have a retraction p : [m]→ [n] in ∆, i.e. p ◦ s = Id[n].

4

Definition 1.1.7. We denote with ∆̇n ≡ ∂∆n := Skn−1∆n the boundary
of the standard n-simplex.

We can see that any complex X is the union of its skeletons. Moreover
there is a filtration

∅ =: SK−1X ⊆ SK0X ⊆ ... ⊆ SKnX ⊆ ... ⊆ X

But simplicial sets have even a more important property. In fact we can re-
cover SKnX from SKn−1X thanks to a pushout diagram, exactly analogously
to the construction of CW-complexes in Topology. We have the more general
result:

Theorem 1.1.8. Let X ↪→ Y be an inclusion of simplicial sets. Let Σn be
the set of non degenerate elements of Yn which do not belong in Xn. Let us
denote Y i := SkiY ∪X. Then the following diagram is a pushout:∐

s∈Σn
∂∆n //
� _

��

Y n−1
� _

��∐
s∈Σn

∆n // Y n

where the bottom and top morphism are defined componentwise as the mor-
phism ∆n → Y correspondet to s ∈ Yn. Moreover we have that Y ∼= lim−→Y i.5

Example 1.1.9. Let us define the simplicial set S1 as the pushout of the
following diagram

∂∆1 � � //

��

∆1

π
��

∆0 // S1

3[GZ67] Chapter II, §3.5.
4[GZ67] Chapter II, §2.3.
5Generalization of [GZ67] Chapter II, Proposition 3.8.
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We can see that π is both not injective and not degenerate. In fact #S1
0 = 1

and π corresponds to a different element of S1
1 than the map ∆1 → ∆0 → S1.

Remark 1.1.10. (/Alternative definition)
We can see that actually

∂∆n =
⋃
q<n

Im(∆q → ∆n)

In fact, we can prove the more general statement:

SknX =
⋃
q≤n

Im(∆q → X)

That is true because by Yoneda any map ∆q → X correspond to a unique
element of Xq. The condition regarding s to be an epimorphism is satisfied
because we take the images of these maps.

We recall now an important property of morphisms in ∆, which will be
useful to make the definition above easier. First of all we have to give the
definition of the i-th coface map δni : [n− 1]→ [n]

δni (x) =

{
x if x < i

x+ 1 if not

Another important class of morphisms is formed by the so called i-th code-
generacy maps σni : [n+ 1]→ [n]

σni (x) =

{
x if x ≤ i

x− 1 if not

From now on, for any simplicial setX, we will denote with din := (δni )∗ : Xn →
Xn−1 and sin := (σni )∗ : Xn → Xn+1 the maps induced on the simplices. By
straight forward calculation we can verify that these two classes of maps
verify the following properties, which are called simplicial relations6:

1. δn+1
j δni = δn+1

i δnj−1 for any i < j

2. σnj σ
n+1
i = σni σ

n+1
j+1 for any i ≤ j

3. σn−1
j δni =


δn−1
i σn−2

j−1 if i < j

Id[n−1] if i = j or i = j + 1

δn−1
i−1 σ

n−2
j if i > j + 1

6[GZ67] Chapter II, §2.1.
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Dually we have that:

1. dind
j
n+1 = dj−1

n din+1 for any i < j

2. sin+1s
j
n = sj+1

n+1s
i
n for any i ≤ j

3. dins
j
n−1 =


sj−1
n−2d

i
n−1 if i < j

IdX[n−1]
if i = j or i = j + 1

sjn−2d
i−1
n−1 if i > j + 1

Lemma 1.1.11. Any morphism f : [q]→ [p] in ∆ has a unique representa-
tion

f = δpik · · · δ
q−h+1
i1

σq−tj1
· · ·σq−1

jh
(1)

with h, k ≥ 0, q + k − h = p and p ≥ ik > ... > i1 ≥ 0, 0 ≤ j1 < ... < jh < q.
We will refer to it as the canonical decomposition of f in ∆.7

Proof A non decreasing function f is determined in a unique way by its
image in [p] and by the j ∈ [q − 1] such that f(j) = f(j + 1). Let us choose
i1 < ... < ik as the elements of the image of f in [p], and j1 < ... < jh as the
elements satisfying f(j) = f(j+1). By definition of coface and codegeneracy
maps we have that (1) holds.
To see the uniqueness of this factorization is helpful to consider the equiv-
alence of categories between ∆ and the category fo finite non-empty to-
tally oredered set (Toset). First of all we notice that any morphism in
Toset has a unique (up to isomorphism) epi-mono factorization (passing
through the image). Moreover we can prove, by induction, that any epi-
morphism/monomorphism can be factorize in a unique way as a composition
of ”minimal” epimorphism/monomorphism, exactly as required.

Thanks to this Lemma we can reformulate the definition of the boundary
of the standard n-simplex as it follows:

Definition 1.1.12. We define the i-th face of the standard n-simplex
as the following subcomplex of ∆n: 8

∂i∆
n := Im(δ̄ni : ∆n−1 → ∆n)

7[GZ67] Chapter II, §2.2.
8[JT99] §1.3.
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where δ̄ni is the unique morphism between ∆n−1 and ∆n corresponding to
δni ∈ ∆n

n−1 through the Yoneda isomophism9. Then we redefine the boundary
of the standard n-simplex as

∂∆n :=
⋃

0≤i≤n

∂i∆
n

Finally we can give the definition that we will need to define later on the
Kan fibration (and so the Kan complexes).

Definition 1.1.13. We the k-th horn of the standard n-simplex as the
following subcomplex of ∆n:

Λn
k :=

⋃
i 6=k

∂i∆
n

To visualize better the concept of horns we can look at their geometric
realization. For instance if we consider the standard 2-simplex we would get
the following pictures: 10

Definition 1.1.14. Let X and Z be two simplicial sets. We define the the
product of Y and X as the simplicial set defined in the following way:

• For any n ∈ N we set (Z ×X)n := Zn ×Xn;

• For any arrow f : [m]→ [n] in ∆ we set

(Z ×X)(f) := (Z(f), X(f)) : Zn ×Xn −→ Zm ×Xm

Clearly this definition gives rise to a product in the category sSet. More-
over the construction is functorial in both components. Therefore, for any
simplicial set X, we have that the cartesian product is an internal functor,
i.e.

−×X : sSet −→ sSet

9Lemma A.1.1.
10When we write that the standard simplices or the horns correpsond to a figure we

are just using these to visualize them better. Actually it is possible to find a functor
| | : sSet → Top called geometric realization, and we can see that the images of the
simmplicial sets mentioned above are exactly the figures drawn. Some references are
[JT99], [Rie11] and [GJ99].

6



Nonetheless, as any presheaves category, sSet is cartesian closed, i.e. there
exists a right adjoint (−)X to − × X. In categories of this kind the right
adjoint of the cartisian product is usually called internal hom. More ex-
plicitly, for any simplicial sets Y and Z, we would have

sSet(Z ×X, Y ) ∼= sSet(Z, Y X)

But by Yoneda we know that, for any simplicial set W , Wn
∼= sSet(∆n, W ).

Obviously even Y X has to respect this condition. Therefore we can find a
more explicit description of it:

Y X
n
∼= sSet(∆n, Y X) ∼= sSet(∆n ×X, Y )

where the second isomophism is given by the adjuction.

Definition 1.1.15. Let X and Y be two simplicial set. We define the sim-
plicial set Y X as follows:

• For any n ∈ N we set Y X
n := sSet(∆n ×X, Y );

• For any arrow f : [m]→ [n] in ∆ we set

Y X(f) := − ◦ f̄ × IdX : sSet(∆n ×X, Y )→ sSet(∆m ×X, Y )

where f̄ is the element corresponding to f ∈ ∆n
m through Yoneda.

We can see that this definition really gives us the right adjoint of −×X
using the following maps:

sSet(Z ×X, Y )� sSet(Z, Y X)

α 7→ α[

β] 7→β

We define α[n as the maps sending any z ∈ Zn to α[n(z) : ∆n × X → Y
defined as (f, x) 7→ αm(f ∗(z), x) as the m-component. On the other hand
the n-component of β] is defined by (z, x) 7→ βn(z)(Id[n], x). It can be
proven that these constructions are inverse of each other and therefore we
have an isomorphism. Clearly everything is natural in all the entries. 11

Notation: We write evX : (−×X) ◦ (−)X
·−→ IdsSet for the counit of the

adjunction, since when we are working with sets this morphism is actually
the ”evaluation” morphism.

11[GZ67] Chapter II, §2.5.3 and [Rie11] Example 4.8.
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1.2 Nerve of a Category

Let us denote with Cat the category of small categories, where the mor-
phisms are functors. We can consider any object [n] of sSet as a (small)
category where the objects are all j ∈ [n] and morphisms are defined as
follows

I[n](j, i) =

{
{∅} if j ≤ i

∅ if not

In order to avoid any possible confusion we will denote this category with
I[n]. In a natural way any morphism f : [m] → [n] gives rise to a functor
between the two posets seen as small categories, since it respects the order.
Therefore we find a functor

I : ∆ −→ Cat [n] 7−→ I[n]

There is a natural functor N : Cat→ sSet which sends any small category C
to the simplicial set

NC := Cat(−, C)

More precisely the n-simplices of NC would be Cat(I[n], C). For any mor-
phism f : [m] → [n] in ∆ we have that f ∗ : NCm → NCn is defined as the
precomposition G 7→ G ◦ If for any G ∈ NCm.12

Definition 1.2.1. For any small category C we call the simplicial set NC
described above the nerve of the category C.

Naturally a functor between small categories F : C → D gives rise to
a morphism of simplicial sets between the nerves of these categories, whose
[n]-component sends G 7→ F ◦G for any G ∈ NCn. Therefore we get a functor

N : Cat −→ sSet

Remark 1.2.2. More explicitly we can see that the n-simplices of the nerve
of a small category C: 13

NC0 = Cat(I[0], C) ∼= Ob(C)
NC1 = Cat(I[1], C) ∼= Mor(C)
NC2 = Cat(I[2], C) ∼= {pairs of composable arrows · → · → · in C}
...
NCn = Cat(I[n], C) ∼= {strings of n composable arrows · → · · · → · in C}

12[Cis18] §1.4.
13[Rie11] Example 3.2.
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With this description the action of dni , for 0 < i < n, is to ”remove” the i-th
object and replace the morphisms there with the composition. For i = 0, n it
leaves out the first or the last morphism. Instead sni acts adding an identity
morphism at the i-th spot.

On the other hand we can find a funtor τ : sSet→ Cat. Let us consider a
simplicial set X. We define Ob(τX) as the set X0. We recover the morphisms
in τX freely from the elements of X1 subject to relations given by X2 (i.e. we
consider the free graph generated by X1 with some conditions determined by
X2). More precisely, the unique map σ0

0 : [1] → [0] induces a the morphism
s0

0 : X0 → X1 which chooses the identities maps inside X1, i.e. for any object
x ∈ X0 we have Idx := s0

0(x). Then given any element f ∈ X1 we define its
domain as d0

1(f) and its codomain as d1
1(f) (d0

1, d
1
1 : X1 → X0). Lastly we

say that h = g ◦ f if there exists p ∈ X2 such that d2
2(p) = f , d1

2(p) = g and
d0

2(p) = h:
1

g

��
0

f
@@

h
// 2

We have already that the composition is associative, since it is in the free
graph. To prove that any Idx truly works as the identity, we use s0

1 and s1
1

(respectively for the right and left identity axioms). In fact, let us consider
f ∈ X1, we need to prove f ◦ Idx = f . Setting p := s0

1(f) and using the dual
simplicial relations we have that the property stated above give us the result
wanted. To prove the left identity axiom we can use the same argument with
s1

1. All of this makes τX a (small) category.14

Remark 1.2.3. In the construction of τX we used just the 0-,1- and 2-
simplices of X and the morphism between them. Therefore, for any simplicial
set X, we have the following equivalence of categories:

τX ∼= τSk2X

Proposition 1.2.4. The functors above form an adjoint pair τ a N.

Proof Let X be a simplicial set and C a small category. Let us consider
a morphism of simplicial sets ϕ : X → NC, we want to find a ϕ̃ : τX → C.
We can define it as follows:

• On objects we can define ϕ̃ as ϕ0 : X0 → NC0, since Ob(τX) = X0 by
definition and by remark 1.2.2 we have a bijection NC0

∼= Ob(C).

14[Rie11] Example 4.6.

9



• Any arrow x→ y in τX is represented by a finite sequence of element
fi ∈ X1 for i = 1, ..., n (the arrow is the composition of them), such that
d0

1(f1) = x and d1
1(fn) = y (and d1

1(fi) = d0
1(fi+1) for any i ≥ 1). Now

we can define its image through ϕ̃ as the composition of ϕ1(fi) ∈ NC1,
again thanks to remark 1.2.2.

Now we have to prove that the definition above gives actually a functor, i.e.
that it sends identity maps to identity maps and it respects the composition
law.
Since ϕ is a natural transformation, we have that, for any x ∈ X0, ϕ1(Idx) =
ϕ1(s0

0(x)) = Idϕ0(x). Moreover let us consider f0 = f1 ◦ f2 in τX, i.e. exist
p ∈ X2 such that di2(p) = fi for any i ∈ [2]. Let us consider the following
commutative diagrams

X2

di2 //

ϕ2

��

X1

ϕ1

��
NC2 −◦δ2

i

// NC1

They tell us that the diagram related to ϕ2(p) is

ϕ0(s0
0(f2))

ϕ1(f) //

ϕ1(h)

33ϕ0(s0
0(f1))

ϕ1(g) // ϕ0(s0
0(f0))

and therefore the description above gives us a functor. Moreover this con-
struction is functorial, and so it induces a natural morphism

(̃−) : sSet(X, NC) −→ Cat(τX, C)

On the other hand let us consider now a functor ψ : τX → C. We want
to find a morphism of simplicial sets ψ̄ : X → NC, i.e. a family of morphisms
of sets ψ̄n : Xn → NCn for any n ∈ N such that for any α : [m] → [n] in ∆
the following diagram commute

Xm
α∗ //

ψ̄m
��

Xn

ψ̄n
��

NCm −◦α
// NCn

By the description of the nerve in remark 1.2.2, it sufficies to give the de-
scription of ψ̄n for n = 0, 1. In fact for any n > 1 the image of ψ̄n has to be
a string of n (composable) morphisms. Therefore, using dni ’s, we can reduce

10



to each morphism in the string. The fact that ψ is a natural transformation
between τX and C will tell us that the composition of this maps is well de-
fined.
For n = 0 we have to find a morphism ψ̄0 : X0 → NC0, which by definition
is the same as finding a morphism between the objects of τX and C. There-
fore for any x ∈ X0 we define ψ̄0(x) := ψ(x). Moreover to find a morphism
ψ̄1 : X1 → NC1 is equivalent to find a morphism between the morphisms
of the two categories mentioned above. Thus we can define ψ̄1 as ψ itself
(defined on the morphisms). The condition on the composition in τX tells
us that ψ̄2 (and so on) can be defined just on the restriction given by d1

0 and
d0

1, i.e. on each map of the pair in NC.
This construction is functorial and so it gives us a natural transformation

¯(−) : Cat(τX, C) −→ sSet(X, NC)

For any ψ : τX → C, using the definitions, it is easy to check that on

objects, i.e. ∀x ∈ X0, ˜̄ψ(x) = ψ̄0(x) = ψ(x) and for any arrow f ∈ X1 it is

true that ˜̄ψ(f) = ψ̄1(f) = ψ(f). Thus (̃−) ◦ ¯(−) = IdCat(τX,C).
On the other hand, again using the definitions, we can prove that given
ϕ : X → NC we have that ¯̃ϕ = ϕ. By the construction of ¯(−) it is enough
to prove the equality for the 0− and 1−component of the morphism. But
¯̃ϕ0 = ϕ̃ = ϕ0 (where the morphism in the middle acts on the objects) and
similarly ¯̃ϕ1 = ϕ̃ = ϕ1 (this time the morphism operates on arrows). There-

fore we have also ¯(−) ◦ (̃−) = IdsSet(X,NC).

Let us consider C a small category and ĨdNC : τNC → C. By the con-
struction given above we can see that this morphism is an equivalence. Thus
we have that N is fully faithful. Thanks to this we can prove the following
property.

Remark 1.2.5. In Cat there exist all kind of colimits.

Proof Let us consider a diagram in Cat, by the equivalece stated before
the existence of colimCi is equivalent to the one of colimτNCi. But, since
in sSet there exist colimits, we know that it exists colimNCi. Since τ is
a left adjoint we have that it preserves colimits, and therefore we get that
colimτNCi exists and in particular is isomoprhic to τ(colimNCi).

15

15[GZ67] Chapter I, §1.3 and §1.4.
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By the density theorem16 we know that any simplicial set is a colimit
over the standard simplices. Since τ is a left adjoint, it preserves colimits.
Therefore, for any simplicial set X, we have that

τX ∼= τ( lim−→
∆n→X

∆n) ∼= lim−→
∆n→X

τ∆n

But Obj(τ∆n) = ∆n
0 = ∆([0], [n]) ∼= [n] (seen as sets) and the morphism are

the elements of ∆n
1 = ∆([1], [n]). For any i, j ∈ [n], by the definitions given

before, we have that exist a unique morphism with domain i and codomain
j (in τ∆n) if and only if i ≤ j. Otherwise there are no morphisms from i to
j. Therefore the category τ∆n is equivalent to I[n], or equivalently we have
the commutative diagram (up to natural isomorphisms):

∆ Y //

I
!!

sSet

τ
{{

Cat

So we can decribe τ as17

τX ∼= lim−→
∆n→X

I[n]

Any element in the colimit correspond to a morphism ∆n → X and therefore
through Yoneda18 to a unique n-simplex x of X. Thus, for any morphism
of simplicial sets ϕ : X → Y , the [n]-component of τϕ is the unique mor-
phism (given by the universal property of the colimit) sending the component
corresponding to x ∈ Xn to the one of ϕn(x) ∈ Yn.

1.3 Fibrations and Complexes

Definition 1.3.1. (i) A morphism of simplicial sets p : E → B is a fi-
bration in the sense of Kan if for any inclusion i : Λn

k ↪→ ∆n (for
any k ≤ n) and each commutative diagram

Λn
k

i
��

u // E

p

��
∆n

v
// B

there exist a morphism of simplicial sets w : ∆n → E (usually called a
diagonal or a filler) such that pw = v and wi = u.

16Theorem A.2.2.
17[JT99] §1.2 and [JT08] §1.3.
18Lemma A.1.1.

12



(ii) A simplicial set X is a Kan complex if the unique morphism X → ∆0

is a fibration in the sense of Kan. 19

Remark 1.3.2. We know that ∆0 is a terminal object in sSet. Let us take a
closer look at the condition to be a Kan complex. We need to have a diagonal
morphism w : ∆n → X for any commutative diagram of the following kind:

Λn
k

i
��

u // X

p
��

∆n

w

==

v
// ∆0

But since ∆0 is terminal, the lower triangle commutes for any morphism from
∆n to X. Thus to be a Kan complex is sufficient the following alternative
(but equivalent) definition.

Proposition 1.3.3. (/Alternative definition)A simplicial set X is a Kan
complex if and only if (for any n and k ≤ n) each morphism Λn

k → X can be
extended to a morphism ∆n → X. This property is usually called the right
lifting property (RLP).

An example of a Kan complex is the nerve of a small category which is
in particular a groupoid. In fact we have the following property:

Proposition 1.3.4. Let C be a small category. Then

NC is a Kan complex ⇔ C is a groupoid

Proof

(⇒) Let f : X → Y be an arrow in C, we want to find another morphism
g : Y → X in C such that fg = IdY and gf = IdX .
We can define a morphism of simplicial sets α : Λ2

0 → NC in the
following way:

– We set α0 : (Λ2
0)0 = ∆2

0
∼= [2]→ NC0

∼= Ob(C) as the map sending
any i ∈ [2] to

α0(i) =

{
X if i = 0, 2

Y if i = 1

19[GZ67] Chapter IV, §3.1.
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– We set α1 : (Λ2
0)1 = {c0, c1, c2 , δ

2
1, δ

2
2} → NC1

∼= Mor(C) (where
cj denotes the constant map to j) as the morphism

c0, c1, δ
2
1 7−→ IdX

δ2
2 7−→ f

c2 7−→ IdY

We recall that these informations are enough to construct a morphism
into the nerve of a category (as we proved in Proposition 1.2.4). The
idea is that we want to construct the following diagram in C

Y

  
X

f
>>

IdX
// X

The dotted map will be given by the Kan condition on NC and will
give us the inverse to f . In fact, since NC is a Kan complex we have a
α̃ such that

Λ2
0� _

��

α // NC

∆2

α̃

==

commutes. Now, by Yoneda, we know that α̃ corresponds to a unique
element a ∈ NC, i.e. to a pair of composable arrows in C. The compo-
sition a ◦ δ2

0 gives rise to a morphism g : Y → X such that gf = IdX .
To see this more clearly one could consider the naturality diagrams
given by α̃ through the morphisms δ2

i for i = 0, 1, 2.
Similarly we can construct a morphism β : Λ2

1 → NC corresponding to
the diagram

X
f

  
Y

>>

IdY
// Y

Again thanks to the Kan condition we find a morphism g′ : Y → X
such that fg′ = Idy. It is easy to prove that g = g′ and therefore we
get that C is a groupoid.

(⇐) Let us suppose that C is a groupoid. We have to prove that for any
n ∈ N, any k ≤ n and any map α : Λn

k → NC there is an extension α̂

14



of it to ∆n, i.e.

Λn
k� _

��

∀ α // NC

∆n
∃ α̂

==

n = 0 The statement is trivially true since Λ0
0 = ∆0 by definition.

n = 1 We can see that for i = 0, 1 we have Λ1
i
∼= ∆0. Therefore, by

Yoneda, any map Λ1
i → NC corresponds to a unique element of

NC0 = Ob(C). On the other hand, again thanks to Yoneda, to
have a morphism from ∆1 to NC is equivalent to have an arrow
in C (i.e. an element of NC1). Therefore one can prove that the
extension of an object X of C is the identity of that particular
object (seeing them as morphism from Λ1

i to NC and from ∆1 to
NC, respectively).

n = 2 The idea is that, as we developped in the first part of the proof,
a morphism from Λ2

0 to NC is represented by a diagram of the
following form:

Y

��
X

f
>>

g
// Z

Therefore to extend it to a morphism ∆2 → NC we can consider
g◦f−1 : Y → Z (again we recall that a map ∆2 → NC is equivalent
to a pair of composable arrows in C). For Λ2

1 and Λ2
0 we can use

a similar argument.

n > 2 By the adjunction τ a N, the problem of finding an extension for
the diagram

Λn
k� _

��

α // NC

∆n
α̂

==

is equivalent to find a morphism that makes the following diagram
commute

τΛn
k

��

// C

τ∆n

==

We recall that, by Remark 1.2.3, τΛn
k
∼= τSk2Λn

k . Moreover, for
any n > 2, it is clear that τSk2Λn

k
∼= τSk2∂∆n. Nonetheless a

15



Lemma in [GZ67]20 guarantees that, for any n > 2, τ∂∆n ∼= τ∆n

and therefore there exists the extension that we needed.
Let us take a closer look to the case n = 3. The standard 3-
simplex correspond to the following figure (in the sense explained
in the previous footnote 10):

0

1

2

3

.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
..............
............

.......................................................................................................................................... ............
....

....
....

....
....

....
....

....
....

............

............

........................................................................................................................................................
.
.......
..... ........

........
........
........
..............
............

................................................................................................................. .........
...

The horn Λ3
k correspond to the boundary without the face opposite

to k. Therefore we can see that the equivalence τ∂Λn
k
∼= τ∆n is

strictly connected to the associative property of the composition
in a category.

Definition 1.3.5. A set of monomorphism A is called saturated if the
following properties hold:

(i) All isomorphism belong to A.

(ii) A is closed under pushouts, i.e. for any pushout diagram

X //

ξ
��

Y

η
��

X ′ // Y ′

with ξ ∈ A, then η ∈ A as well.

(iii) A is closed under retracts, i.e. for any commutative diagram

X
u //

ξ
��

Y

η
��

v // X

ξ
��

X ′
u′
// Y ′

v′
// X ′

with vu = IdX , v′u′ = IdX′ and η ∈ A, then ξ ∈ A.

20[GZ67] Chapter II, Lemma 4.2.
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(iv) A is closed under arbitrary coproducts, i.e. if gα : Xα → Yα ∈ A for
any α ∈ Λ, then ∐

α∈Λ

gα :
∐
α

Xα →
∐
α

Yα

is in A.

(v) A is closed under countable composition, i.e. if fi : Xi → Xi+1 ∈ A for
any i ≥ 1, then

X1 −→ lim−→
i≥1

Xi

is in A as well. 21

Definition 1.3.6. Let B a set of monomorphisms. We call the saturated
set generated by B the intersection of all saturated sets containing B.

Definition 1.3.7. We call anodyne extension any monomorphism in ∆
which belongs to the saturated set generated by all the inclusions Λn

k ↪→ ∆n

(for any n ∈ N and k ≤ n).

Let p : E → B be a morphism in sSet. Let us denote with Γ the set of all
monomorphism i : K → L in sSet such that for any commutative diagram

K
u //

i
��

E

p
��

L v
// B

there is a map w : L→ E such that pw = v and wi = u. It is easy to verify
that this set is saturated. Therefore we have the following lemma:

Lemma 1.3.8. (/Alternative definition)

(i) A morphism of simplicial sets p : E → B is a fibration in the sense
of Kan if and only for the diagonal condition holds for any anodyne
extension.

(ii) A simplicial set X is a Kan complex if and only if it has the right lifting
property (RLP) for any anodyne extension. 22

21[GZ67] Chapter IV, §2 and [JT99] §1.4.
22[JT99] §1.4, Proposition 1.4.1.
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Definition 1.3.9. A morphism of simplicial set p : E → B is a trivial
fibration if for any inclusion i : ∂∆n ↪→ ∆n and any commutative diagram

∂∆n u //

i
��

E

p
��

∆n
v
// B

exist a right lifting w : L→ E (i.e. pw = v and wi = u). 23

Remark 1.3.10. (/Alternative definition)
Using Theorem 1.1.8 we can see that the saturated set generated by the in-
clusions ∂∆n ↪→ ∆n is actually the class of all monomorphism. Therefore we
can define a trivial fibration as a morphism with the RLP for any monomor-
phism in sSet. With this definition is clear that a trivial fibration is even a
Kan fibration.

1.4 Homotopy Theory

In this section we will abstract the idea of homotopy theory that we
usually have on the category of topological spaces Top and define it in the
enviroment of sSet. The main reference for all the following definitions,
propositions and Theorems is [JT99], especially §1.5 and §1.6.

Definition 1.4.1. Let X be a simplicial set. The coequalizer Π0(X) of the
diagram

X1
d1

1

//
d0

1 // X0
π // Π0(X)

is called the set of connected components of X.

Obviously this definition is functorial and gives rise to a functor Π0 :
sSet→ Set, where Set is the category of sets.

Notation: For i = 0, 1, we write εi : ∆0 → ∆1 for the morphisms corre-
sponding to the one [0]→ [1] mapping 0 7→ i through Yoneda.

This definition gives rise to a relation on X0, which corresponds to the
relation ”to be connected by a path” in a topological space, i.e.

x ∼ y ⇔ ∃ α : ∆1 → X s.t. α(0) := αε0 = x and α(1) := αε1 = y

where here x, y ∈ X0 are considered as morphisms ∆0 → X. For this reason
we may call a morphism ∆1 → X a path in X. Unlikely to the topological
case, this relation is not always an equivalence.

23[JT99] §1.4, Definition 1.4.1.
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Remark 1.4.2. If X is a Kan complex then the relation ∼ defined above is
an equivalence.

Proof To see that x ∼ x for any x ∈ X0 we can just consider the path

∆1 → ∆0 x−→ X

which is usually called the constant path on x. Now let us consider x, y ∈
X0 such that x ∼ y through the path α. The idea it to consider a morphism
s : Λ2

0 → X such that sδ̄2
2 = α and sδ̄2

1 the constant path on x. Since X is
a Kan complex then we find an extension t of s to ∆2. Then tδ̄2

0 is a path
from y to x, and therefore y ∼ x.
Similarly, considering Λ2

1, we can prove even the transitivity property.

Remark 1.4.3. Let X and Y be two simplicial sets. By the universal prop-
erty of the coequalizer we find a morphism Φ : Π0(X×Y )→ Π0(X)×Π0(Y ),
defined for any projection by the following diagram:

X1 × Y1 //

prX1

��

// X0 × Y0

prX0

��

// Π0(X × Y )

∃ !
��

X1 //// X0
// Π0(X)

With some calculation it can be proven that Φ is actually an isomoprhism.

We recall that two maps f, g : X → Y of topological spaces are homotopic
if and only if there exists a continous moprhism h : X × I → Y such that
the following diagram commutes (where I = [0, 1] is an interval in the real
numbers with the subspace topology):

X × {0} ∼= X� _

��

f

!!
X × I h // Y

X × {1} ∼= X
?�

OO

g

>>

Replacing I with ∆1 and the singleton with ∆0 we obtain an analogous
definition for simplicial sets.
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Definition 1.4.4. Let X and Y be two simplicial sets, and f, g : X → Y
two morhpisms between them. We say that f and g are homotopic if there
exists h : X ×∆1 → Y such that the following diagram commutes:

X ×∆0 ∼= X� _

IdX×ε0
��

f

  
X ×∆1 h // Y

X ×∆0 ∼= X
?�

IdX×ε1

OO

g

>>

By the adjuction − × X a (−)X , This definition is equivalent to say
that there is a path from f to g in Y X . Therefore, if Y X is a Kan complex
then we have that the homotopy relation between maps from X to Y is an
equivalence relation. The next theorems will give us a nice condition that
guarantees that Y X would be a Kan complex.

Let i : A → B and k : Y → Z be two monomorphisms in sSet. The
monomorphism i×Z : A×Z → B ×Z and B × k : B × Y → B ×Z induce
a monomorphism i ∗ k : (A× Z) ∪ (B × Y )→ B × Z.

Theorem 1.4.5. (Gabriel-Zisman) If i is anodyne, then i∗k is anodyne too.

Let k : Y → Z be a monomorphism and p : E → X a morphism in sSet.
We denote the pullback of Xk and pY by

(k, p) //

��

EY

pY

��
XZ

Xk
// XY

We write k|p : EZ → (k, p) for the morphism given by the unversal property
from the triple (EZ , Ek, pZ). Now, thanks to the adjuction − × Z a (−)Z

and Theorem 1.4.5, we can prove the following result:

Theorem 1.4.6. If p : E → X is a Kan fibration, then k|p : EZ → (k, p) is
a Kan fibration as well. Moreover if either k is anodyne or p is trivial, then
k|p is trivial.

If we consider k = IdY we get the following corollary:

Corollary 1.4.7. If p : E → X is a Kan fibration, then for any simplicial
set Y the map pY : EY → XY is a Kan fibration too.
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Finally we get the condition wanted to let Y X be a Kan complex, that is:

Corollary 1.4.8. If Y is a Kan complex, then Y X is a Kan complex for any
simplicial set X.

Proof We know that Y is a Kan complex if and only if Y → ∆0 is a Kan
fibration. Now we notice that (∆0)X ∼= ∆0 , since ∆0 is the terminal object
in sSet. Therefore using Corollary 1.4.7 we have the thesis.

Now we are ready to define a new category that we will denote Ho(sSet)
(as the homotopy category related to sSet). The objects of this category are
all Kan complexes. For any pair of Kan complexes X and Y , we define the
morphisms to be homotopy classes of maps between them, more precisely we
define

Ho(sSet)(X, Y ) ≡ [X, Y ] := Π0(Y X)

Let X, Y and Z three Kan complexes. To define the composition map as

Π0(Y X)× Π0(ZY ) ∼= Π0(Y X × ZY )
Π0(m)−−−→ Π0(ZX)

where the isomorphism is given by Remark 1.4.3 and m is the unique mor-
phism from Y X × ZY to ZX determined through the adjunction by the fol-
lowing morphism:

Y X × ZY ×X ∼= ZY × Y X ×X
Id
ZY
×evXY−−−−−−→ ZY × Y

evYZ−−→ Z

Definition 1.4.9. Let i : A� B be a monomorphism in sSet. We say that
A is a strong deformation retract of B if it exists a retraction r : B → A
of i (i.e. ri = IdA) and a homotopy h : B × ∆1 → B from IdB to ir (i.e.
h0 = IdB and h1 = ir) such that h is ”stationary on A”, i.e. the following
triangle commutes:

A×∆1 i×IdA //

prA
&&

B ×∆1 h // B

A
i

;;

In this case we call r a strong deformation retraction.

A crucial property of strong deformation retracts is that they are stable
under pullbacks on Kan fibrations. In other words the following proposition
holds:
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Proposition 1.4.10. Let p : E → X be a Kan fibration and i : A � X a
monomorphism. If A is a strong deformation retract of X, then p−1(A) is a
strong deformation retract of E through the morphism defined by the pullback
diagram

p−1(A) //

��

E

p

��
A �
�

i
// X

Proof Let h : X ×∆1 → X the strong deformation on A. The following
diagrams commute

E ×∆0
� _

IdE×ε0
��

∼ // E E

p

��
E ×∆1

p×Id∆1

// X ×∆1
h
// X

p−1(A)×∆1
� _

��

// p−1(A) // E

p

��
E ×∆1

p×Id∆1

// X ×∆1
h
// X

where in the latter square the top-left map is the projction on p−1(A). The
first diagram commutes because h0 = IdX , instead the second one uses the
fact that h restricted to A×∆1 is equal to i ◦ prA. Therefore we get another
commutative diagram:

E ×∆0 ∪ p−1(A)×∆1

j
��

// E

p

��
E ×∆1 //

k

66

X

By Theorem 1.4.5 we know that j is an anodyne extension (since ε0 is such).
Thus, since p is a Kan fibration, it exists a diagonal k : E × ∆1 → E.
The commutativity of the top triangle tells us that k0 = IdE and that k is
stationary on p−1(A). On the other hand, the bottom triangle shows that
the image of k1 is in p−1(A), since if we compose after with p we would get

h ◦ p× Id∆1 ◦ IdE × ε1 = h ◦ p× ε1 = h1 ◦ p× Id∆0 = i ◦ r ◦ p× Id∆0

where r is the retraction associated to i. Therefore k is a strong deformation
retract of E on p−1(A).
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1.5 Minimal Complexes

Another important notion regarding Kan complexes is the one of minimal
complexes. To introduce them we need another definition:

Definition 1.5.1. Let X be a simplicial set and x, y : ∆n → X two n-
simplices such that x|∂∆n = y|∂∆n = a. We say that x is homotopic modulo
∂∆n to y (written x ∼ y mod ∂∆n) if there exists an homotopy h : ∆n×∆1 →
X from x to y such that h is ”stationary on ∂∆n, i.e. the following diagram
commutes

∂∆n ×∆1 pr∂∆n //
� _

��

∂∆n

a

��
∆n ×∆1

h
// X

Thanks to the previous results we can prove that whenever X is a Kan
complex to be ”homotopic modulo ∂∆n” is an equivalence relation.

Definition 1.5.2. Let X be a Kan complex. X is said to be minimal if
whenever x ∼ y mod ∂∆n, then x = y.

One of the reasons why minimal complexes are incredibly useful is out-
lined by the following theorem:

Theorem 1.5.3. Let X and Y be minimal complexes and f : X → Y an
homotopy equivalence between them, then f is an isomoprhism of simplicial
sets.

Proof This theorem is a straightforward consequence of Lemma 1.6.2 of
[JT99], which states that any endomorphism of a minimal complex homo-
topic to the identity is an isomoprhism.

Furthermore, the usefulness of minimal complexes can be seen through
the next theorem. In a way it states that they can ”approximate” Kan
complexes.

Theorem 1.5.4. Let X be a Kan complex. Then there exist a strong defor-
mation retract X ′ of X which is minimal.

Proof (Idea) We can construct X ′ inductively defining all its skele-
tons. For Sk0(X ′) we consider one representative of each equivalence class
in Π0(X). Then let us suppose we have defined Skn−1(X ′). To construct
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Skn(X ′) we choose a representative in each equivalence class among those n-
simplices of X whose restriction to ∂∆n are contained in Skn−1(X ′), taking
a degenerate one wherever possible. The Lemma 1.6.1 of [JT99] guarantees
that X ′n contains all degenerates simplices from X ′n−1, since it states that if
x and y are two n-simplices such that x|∂∆n = y|∂∆n , then x = y.
Using Theorem 1.1.8 we can find the strong deformation retraction required.24

Remark 1.5.5. We highlight the fact that in the construction of the strong
deformation retract we have to make some choices of representatives. There-
fore the Axiom of Choice (AC) is crucial for this Theorem.

Now we want to generalize the definition we have just given to moprhisms
and not just complexes. In other words we want to give a definition of
”minimal fibration” such that, for any simplicial set X, we would have

X is a minimal complex⇔ X → ∆0 is a minimal fibration (2)

In model categories25 terminology we would say that minimal complexes are
the fibrant object with respect to minimal fibration, just as Kan complexes
are the one with respect to Kan fibrations.

Definition 1.5.6. Let p : E → X be a morphism of simplicial sets and
e, e′ : ∆n → E two n-simplices such that e|∂∆n = e′|∂∆n = a and pe = pe′ = b.

We say that e is fiberwise homotopic to e′ (written e ∼p e′ mod ∂∆n) if
there exists an homotopy h : ∆n×∆1 → E from e to e′ such that h|∂∆n×∆1 =
a ◦ pr∂∆n and h is ”fiberwise”, i.e. the following diagram commutes

∆n ×∆1 h //

pr∆n

��

E

p

��
∆n

b
// X

Similarly as the previous proofs, we can see that if p is a Kan fibration,
then the fiberwise homotopic relation is actually an equivalence relation. So
now we can give the definition we were aiming at:

Definition 1.5.7. A Kan fibration p : E → X is said to be minimal if
whenever e ∼p e′ mod ∂∆n, then e = e′.

24The complete proof presented here can be found in [JT99] Theorem 1.6.1, another
proof can be found in [GJ99] Chapter I, Proposition 10.3.

25Appendix B.
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It is clear that with these definitions the condition (2) holds.

Remark 1.5.8. Minimal fibrations are stable under pullback.

Proof Let us consider a pullback diagram

E ′
g′ //

p′

��

E

p

��
X ′ g

// X

with p a minimal fibration. We want to prove that if e′1 ∼p′ e′2 mod ∂∆n,
then e′1 = e′2 (as elements in E ′n). By the description pf the pullback in sSet
it suffices to prove that g′n(e′1) = g′n(e′2) and p′n(e′1) = p′n(e′2).
The second condition is true by assumption, for the first one we consider the
following commutative diagram

∆n ×∆1 h //

pr∆n

��

E ′
g′ //

p′

��

E

p

��
∆n

b
// X ′ g

// X

where h is the homotopy from e′1 to e′2 and p′e1 = p′e′2 = b. Therefore we have
that g′n(e′1) ∼p g′n(e′2), but since p is a minimal fibration, then g′n(e′1) = g′n(e′2).

Replacing the relation ”x ∼ y mod ∂∆n” with the more general one
”e ∼f e′ mod ∂∆n” we get the following theorems from the previous ones.
We will write ”fiberwise...” when the property holds for each fiber, as stated
above.

Theorem 1.5.9. Let the following diagram be commutative

E
f //

p   

G

q~~
X

with p and q minimal fibrations. If f is a fiberwise homotopy equivalence,
then f is an isomorphism. 26

26A complete proof can be found in [GJ99] Chapter I, Lemma 10.4.
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Theorem 1.5.10. Let p : E → X be a Kan fibration. Then there exists a
subcomplex E ′ ⊆ E such that p|E′ is a minimal fibration which is a strong
fiberwise deformation retract of p.

Theorem 1.5.11. (Quillen’s Lemma) Any Kan fibration p : X → Y
can be factorize as the composition of a trivial fibration r and a minimal
morphism f

X
p //

r   

Y

X ′
f

>>

Proof By the last Theorem, we know that there exists i : X ′ ↪→ X
a strong deformation retract of X with X ′ a minimal complex and pi a
minimal fibration. The Proposition 1.5.4 of [JT99] tells us that any strong
deformation retract is in particular an anodyne extension. Since pi =: f is a
minimal fibration, then it is a Kan fibration. Therefore there exist a diagonal
map r of the following diagram

X ′� _

i
��

X ′

f
��

X

r

==

p
// Y

The lower triangle gives us the factorization of p. The only thing that we
have left to prove is that r is actually a trivial fibration. The Lemma 10.11 of
[GJ99] (Chapter I) states that whenever we have a Kan fibration p : X → Y
together with a commutative diagram

Z �
� j //

q
  

X

p
��

g // Z

q
~~

Y

where q is a minimal fibration, gj = IdZ and jg fiberwise homotopic to IdX ,
then g is a trivial fibration. Therefore it suffices to prove that ir is fiberwise
homotopic to IdX .
Let us consider k : ∂∆1 ↪→ ∆1 the inclusion map. Since i is anodyne then i∗k
is anodyne too by Theorem 1.4.5. Let us define ϕ : ∂∆1×X ∪∆1×X ′ → X
such that ϕ|∂∆1×X = (ir, IdX) and ϕ|∆1×X′ = i ◦ prX′ . One can easily check
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that this morphism makes the following diagram commutative:

∂∆1 ×X ∪∆1 ×X ′ ϕ //
� _

i∗k
��

X

p

��
∆1 ×X p◦prX

// Y

Since i ∗ k is anodyne and p a Kan fibration we find a diagonal map h :
∆1 ×X → X. The upper triangle tells us that h is an homotopy from ir to
IdX , the lower one (together with the upper one) guarantees that h is even
fiberwise.

With the notions of fibration and complexes outlined in this chapter we
can construct a model structure 27 on the category of sSet. As cofibrations
we consider all monomorphism, as fibrations the Kan fibrations and as weak
equivalences weak homotopy equivalences. The last ones are defined as the
morphism whose geometric realization is a weak homotopy equivalence (i.e.
it induces an isomorphism for any homotopy group)28. In particular acyclic
cofibrations/fibrations would be the anodyne extensions/trivial fibrations.
Moreover we can see that in sSet the following theorem holds.

Theorem 1.5.12. Let the diagram below be a pullback

X ′
f ′ //

��

X

p

��
Y ′

f
// Y

where p is a Kan fibration and f a weak equivalence in sSet. Then f ′ is a
weak equivalence as well.

Whenever a property of this kind is fulfilled we say that the class of weak
equivalence is closed under pullback over fibrations. A model category with
such characteristic is called right proper. On the other hand, if the class
of weak equivalences is closed under pushout over cofibrations, we say that
the model category is left proper. Whenever the two properties hold at the
same time we have a proper model category. It can be proven that sSet is
indeed a proper model category. 29

27Appendix B
28[GJ99] Chapter 2, §11.
29[GJ99] Chapter 2, Corollary 9.6.
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2 Type Theory

Every logic is a logic
over a type theory.

[Jac99] Chapter 0, §0.1

The aim of this chapter is to give an overview of Type Theory, in order
to give an idea of what this topic is and to be able to understand the roots of
the Univalence Axiom. For this reason we will not write down every single
rule that can be found in the various theories. A more complete description
can be found in the references given throughout the whole chapter.

2.1 λ-Calculus

The notions outlined in the following section can be found in [DV17] and
[Sel08] §1-2.

We start explaining the basic notions of the untyped λ-calculus, princi-
pally due to Alonzo Church. This calculus is a formal language for logic.
Therefore we start describing the syntax.

Definition 2.1.1. Given an infinite set V of variables (denoted x, y, z, ...),
we define the set of λ-terms in the following way:

M, N := x | (MN) | (λx.M)

We presented this definition in the so-called ”Backus-Naur” form. The
idea is that we define terms through the following rules:

• Any element x ∈ V is a term.

• Whenever we have two terms M and N then the application of the
function M to the argument N , that we write (MN), is again a term.

• For any variable x ∈ V and any term M , then the λ-abstraction λx.M
is a term as well.

The latter deserve a more accurate description. We can see the λ-abstraction
as the operation of binding a variable x in an expression M . It means that
x is bonded in M and not ”free”. This construction is useful to explicitly
state that the letter x that we read in the expression (λx.M) is ”local” just
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to this term and not others that we may find in a proof or definition. For
instance the variable x is bonded in the terms (λx.x+ 1), (λx.x− y) but free
in (λy.x− y). More precisely:

Definition 2.1.2. The set of free variables of a term M , denoted
FV (M) is defined, with a recursion, as:

FV (x) := {x}
FV (MN) := FV (M) ∪ FV (N)
FV (λx.M) := FV (M) \ {x}

Notation:

• We usually omit parentheses. For instance we would write MN or
λx.M instead of (MN) or (λx.M).

• Applications associate on the left, i.e. whenever we write MNP it
would mean (MN)P and so on.

• The body of a λ-abstraction (the part after the dot) extends as far as it
can on the right, i.e. we read λx.MN as λx.(MN) and not (λx.M)N .

• Sometimes we could write λxyz.M instead of λx.λy.λz.M .

Some relevant examples of λ-terms are: the identity function λx.x; the
function that given two arguments gives out the first one λx.λy.x; the func-
tion that given two arguments gives out the second one λx.λy.y.

Now we will see how to conduct the application of functions in this cal-
culus. For instance let us consider the term λx.x+ 1. We can apply it to the
term 2. The operation would go in the following way:

(λx.x+ 1)2 −→ 2 + 1 −→ 3

Moreover, a function can be the argument of another function. For instance
we can carry out the following operation:

(λy.y2)(λx.x+ 1) −→ (λx.x+ 1)2 −→ 2 + 1 −→ 3

Definition 2.1.3. Let x and y be two variables, and M a term. We write
M{y/x} for the result of renaming x as y, operation that we define recur-
sively as:
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x{y/x} := y
z{y/x} := z if z 6= x

(MN){y/x} := (M{y/x})(N{y/x})
(λx.M){y/x} := λy.(M{y/x})
(λz.M){y/x} := λz.(M{y/x}) if z 6= x

Naturally, whenever we have two terms that are the same up to renaming
of bound variables, we want them to be equivalent. For this reason we
introduce the concept of α-equivalence. Firstly we give a proper definition
of ”equivalence relation” and ”congruence” on λ-terms.

Definition 2.1.4. • A relation = on λ term is called an equivalence
relation if it satisfies the following rules:

(refl) M = M (symm) M = N
N = M

(trans) M = N N = P
M = P

• Moreover = is a congruence if it is an equivalence relation that sat-
isfies even:

(cong) M = M ′ N = N ′

MN = M ′N ′
(ξ) M = M ′

λx.M = λx.M ′

Definition 2.1.5. We define the α-equivalence to be the smallest congru-
ence relation =α on λ-terms, such that for all terms M and all variables y
that do not occur in M

λx.M =α λy.(M{y/x})

Conventions:

(i) Since we suppose V to be infinite, we can prove that any term is α-
equivalent to another term where the names of all bound variables
are distinct from each other and from any free variables. Thus, we
can (and will) always consider the latter one. This convetion is called
Barendregt’s variable convention.

(ii) Since the idea of α-equivalence is just a matter of formal writing, from
now on we will identify λ-terms with their equivalence class modulo
α-equivalence. Therefore we may write M = N instead of M =α N .

The last operation between terms that we need to introduce is the sub-
stitution. Basically we want to describe how we can replace a variable by a
term.
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Definition 2.1.6. Let M and N be two terms, and x variable free in M . We
define the substitution of N for free occurrences of x in M , denoted
M [N/x], recursively as:

x[N/x] := N
z[N/x] := z if z 6= x

(MP )[N/x] := (M [N/x])(N [N/x])
(λx.M)[N/x] := λx.M
(λy.M)[N/x] := λy.(M [N/x]) if y 6= x and y /∈ FV (N)
(λy.M)[N/x] := λy′.(M{y′/y}[N/x]) if y 6= x, y ∈ FV (N) and y′ fresh

To make this a proper definition we should specify the fresh variable we
consider. This problem can be solved considering a well-ordering on the set
V (thanks to the AC) and then explicitly define y′ as the least variable that
does not occur in either M or N .

Remark 2.1.7. First of all let us note that we only substitute free variables.
That is because bound variables are ”internal” and they should not affect
the result of such operation. Thus, x(λxy.x)[N/x] is N(λxy.x), and not
N(λxy.N) or N(λy.N).
The last two situations need to be distinguished because, for instance, we
could have M ≡ λx.yx and N ≡ λz.xz. Doing the substitution in a ”naive”
way we could get

M [N/y] = (λx.yx)[N/y] = λx.Nx = λx./λz.xz)x

But in the result x would be a bound varible, while in N was free. The
issue here is that we use the same name for both the bound variable in M
and the free one in N even though they are not actually the same. To avoid
this confusion we use the trick to rename variables, so that the distinction is
evident.

Let us consider a λ-abstraction applied to another term, i.e. a term of
the form (λx.M)N . We want to be able to reduce it to M [N/x]. In this
case we would call the first term β-redex and the second one the reduct.
More in general we call β-reduction the process of evaluating λ-terms by
”plugging arguments into functions”. The idea is to find inside a term a
β-redex and replace it with its reduct. For instance we can reduce the term
(λx.y)((λz.zz)(λw.w)) in the following way:

(λx.y)((λz.zz)(λw.w)) →β (λx.y)((λw.w)(λw.w))

→β (λx.y)(λw.w)

→β y
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Let us now give the formal definition of β-reduction and equivalence:

Definition 2.1.8. • We define a single-step β-reduction to be the
smallest relation →β on λ-terms satisfying the following rule:

(β) (λx.M)N →β M [N/x] (cong1)
M →β M

′

MN →β M
′N

(cong1)
N →β N

′

MN →β MN ′
(ξ)

M →β M
′

λx.M →β λx.M
′

We write M →β M
′ if and only if M is obtained from M by reducing

a single β-redex of M .

• We define �β to be the reflexive and transitive closure of →β, i.e.
the smallest reflexive and transitive relation containing →β. Therefore
M �β M

′ if M reduces to M ′ in zero or more steps.

• We define the β-equivalence as the reflexive, symmetric and transitive
closure of →β.

Definition 2.1.9. • A λ-term without any β-redexes (e.g. y or λx.x) is
said to be in β-normal form.

• If M and M ′ are terms such that M �β M
′, and if M ′ is in normal

form, then we say that M evaluates to M ′.

Remark 2.1.10. We saw how we can reduce the term (λx.y)((λz.zz)(λw.w))
to its β-normal form y. But not all terms can be reduced to a β-normal form.
For instance the term (λx.xx)(λy.yy) always reduce to itself, and obviously
it is not in a β-normal form.

We recall that in the untyped λ-calculus any term M can be regarded as
a function. In fact we can always consider the term MN , for any other term
N . Sometimes we could require that two terms should be equal if they define
the same function. This is called the principle of extensionality. Formally
it can be expressed as:

(ext∀)
∀A.MA = M ′A

M = M ′

Moreover, if we consider a λ calculus with the axioms (ξ), (cong) and (β),
then it can be seen that MA = M ′A is true for all terms A if and only if
Mx = M ′x is true for a fresh variable x30. Therefore we can reformulate
extensionality as:

30The idea is that x is general and it could represent any term. In mathematics this
argument is usually used during proofs, for instance whenever we consider a generic object.
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(ext)
Mx = M ′x, where x /∈ FV (M, M ′)

M = M ′

On the other hand we could just ask that the so-called η-law holds, described
by the following:

(η) M = λx.Mx, where x /∈ FV (M)

Proposition 2.1.11. In a λ-calculus with the presence of the axioms (ξ),
(cong) and (β) extensionality and the η-law are equivalent.

Proof

(⇒) Let us consider a term M . We denote M ′ := λy.My. By the β-
reduction we have that, for any term A, MA =β M

′A. Therefore, by
(ext), M and M ′ must be equal.

(⇐) Let us consider two termsM andM ′ such that, for any x /∈ FV (M, M ′),
Mx = M ′x. Then by (ξ) we have that λx.Mx = λx.M ′x. Furthermore,
by (η), M = λx.Mx and M ′ = λx.M ′x, and thus the thesis.

Remark 2.1.12. It is important to remember that the η-law does not follow
from the axioms stated before.

In a similar way as for the β case, we can define the notion of single-step
η-reduction (→η). Moreover we can define the single-step βη-reduction
(→βη) as the union of the two single-step reductions, i.e.

M →βη M
′ ⇔ M →β M

′ or M →η M
′

Then the definitions of �η, �βη, =η and =βη could be given in a natural
way. We also have the evident notions of η-normal form and βη-normal form,
etc.

2.2 Simple Type Theory

The notions outlined in the following section can be found in [Jac99]
Chapter 0, Chapter 2, §2.1-2.3.

In the untyped λ-calculus we do not specify the ”type” of any expression.
On the ohter hand in type theory, whenever we consider an expression, we
ask ourselves where this expression ”lives”. For example, let us consider the
number 8. It can inhabit differents types, with this we mean that for instance

33



we could consider it as an element of N or as an element of R. In type theory
we would write

8 : N or 8 : R

Obviously we will need to specify rules regulating inhabitation, such as

n : N succ : N→ N
succ(n) : N

where N→ N indicates the type of functions from variables of type N to vari-
ables of the same type. We could even have a type that describes propositions
in our logic, written Prop. Thus we would have

(∀x : N.∃y : N > succ(n)) : Prop

Nonetheless some proposition would need ”contexts”. For instance x > 5 :
Prop is true whenever x has the right type, such as x : N. In this case we
write

x : N ` x > 5 : Prop

that should be read ”in the context x : N we have x > 5 : Prop”.
In Simpe Type Theory (STT) we start from atomic types (like N, R,...)

and then we build new types starting from them and using type construc-
tors such as: the exponential (→), finite cartesian products (1, ×) and finite
cartesian coproducts (0, +). These are regulated by some introduction and
elimination rules, e.g. the projections associated to the product or the in-
clusions for the coproduct. We sometimes suppose the existance of a type
of types, called Type (later on will be explained in a more formal way).
Generally to state that something is a type we use the judgement form 31

Γ ` A Type

that should be read as ”A is a type in context Γ ”. The proper definition of
context will be given later on in this section. Nonetheless, for the moment
we will use the notation σ : Type just for convenience. In the last chapter
we will give an idea of the way to construct something as ”a type of type”.
The concept is to define a notion similar to the one of Grothendieck universe
in Set Theory.
The main difference between STT and the Dependent Type Theory (DTT)
is that in the first one variable terms, such as x : σ for σ : Type, are not
allowed to occur in another type. On the other hand in DTT we could have

31With ”judgement” we refer to a statement in the metalanguage, e.g. the sentence ”α
true” for some proposition α.
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something of the form τ(x) : Type.

Under the so-called idea of ”type-as-proposition” (that we will ex-
plain better later in this section and the following) the study of the types
constructors correspond to the study of the proof theoy behind the proposi-
tional constructors as in the following table: 32

Types Propositions
→ ⊃
1 >
× ∧
0 ⊥
+ ∨

To explain (categorically) this calculus we almost need all of them. For in-
stance, to understand the exponential (→) in a category we need binary
products, since the ”nature” of → can be seen through the adjunction with
the cartesian product.

Moreover, we note that the untyped λ-calculus can be seen as a STT
calculus with just one type Ω such that Ω→ Ω = Ω, even though historically
is preceding. In fact it would be the same as having no different types.

Before proceeding with more accurate definitions and interpretations, we
need to give some important definitions. Typically a signature consists of a
set of ”basic types” (e.g. {N, B...}) together with a set of typed function
symbols, e.g.

+ : N× N −→ N succ : N −→ N

∧ : B, B −→ B

A signature would be called single-typed if it has just one basic type, and
may-typed otherwise. More precisely:

Definition 2.2.1. A many-typed signature Σ is a pair (T, F) where T is
a set (called the set of basic types) and F : T ∗ × T → Set 33 a map which
assigns

T ∗ × T 3 (< σ1, ..., σn >, σn+1) 7−→ functions symbols from
< σ1, ..., σn > to σn+1

32With the symbols ⊃, >, ∧, ⊥ and ∨ we mean respectively the logic implication, true,
conjunction, false and disjunction.

33With T ∗ we denote the set of finite sequences of elements of T .
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Remark 2.2.2. The functions symbols F(α) for different α ∈ T ∗ × T may
not be disjoint. For instance if N, R ∈ T one could have

+ ∈ F(< N, N >, N) as + : N,N→ N the sum in N

and

+ ∈ F(< R, R >, R) as + : R,R→ R the extended sum in R

Notation: We denote | Σ |≡ T and F : σ1, ..., σn → σn+1 for a
F ∈ F((< σ1, ..., σn >, σn+1).

Let us consider a infinite set Var = {v1, v2, ...}, whose elements will be
called variables, and a many-typed signature Σ = (T, F). The choice of
Var is helpful for having ”names” that we can use for the ”elements” of the
various types, i.e. variables.

Definition 2.2.3. A context is a finite sequence of variable declaration
(v1 : σ1, ..., vn : σn) where, for any i = 1, ..., n, σi : Type.

Definition 2.2.4. We write Γ ` M : τ to say that M is a term of type τ
in context Γ. We can, equivalently, say that M inhabits τ , or just that τ is
inhabitated (by M , in context Γ).

For instance, in example 2.2 stated above, we would say that succ(n)
inhabits N with context (n : N, succ : N→ N).

In STT, as in any theory, we need some rules to treat the sequent calculus:

Basic Rules

• Identity v1 : σ ` v1 : σ

• Function symbol
Γ `M1 : σ1 ... Γ `Mn : σn
Γ ` F (M1, ..., Mn) : σn+1

(for any function sym-

bol F : σ1, ..., σn → σn+1)

Structural Rules

• Weakening
v1 : σ1, ..., vn : σn `M : τ

v1 : σ1, ..., vn : σn, vn+1 : σn+1 `M : τ

• Contraction
Γ, vn : σ, vn+1 : σ `M : τ

Γ, vn : σ `M [vn/vn+1] : τ
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• Exchange
Γ, vi : σi, vn+1 : σi+1, ∆ `M : τ

Γ, vi : σi, vn+1 : σi+1, ∆ `M [vi/vi+i, vi+1/vi] : τ

Definition 2.2.5. A sequent Γ `M : σ is derivable if there is a derivation
tree consisting of the above rules. In this case we would write I Γ `M : σ.

As a consequence of these rules we can obtain the substitution rule:

Γ, vn : σ `M : τ Γ ` N : σ

Γ `M [N/vn] : τ

In addition to this basic and structural rules we have some type forma-
tion rules. Given a many-typed signature Σ = (T, F), we have always the
following rule:

` σ Type

for any σ ∈ T (there is the empty context because in STT types are not
allowed to be dependent on variables). Moreover we could add some types
constructors, such as the aforementioned exponential (→), finite products
(1, ×) and finite coproducts (0, +).

For the first one, we need to introduce the following type-formation rule:

` σ Type ` τ Type

` σ → τ Type

Furthermore, we need to add the following rules:

• → -Introduction
Γ, v : σ `M : τ

Γ ` λv : σ.M : σ → τ

• → -Elimination Γ `M : σ → τ Γ ` N : σ
Γ `MN : τ

Nonetheless, we should state the rules related to β-, η- conversions to com-
plete this theory to a λ-calculus (usually called λ1-calculus). Anytime we
would like to introduce a new types constructor, we need to add these kind
of rules. A meticulous reader can find a complete description of these for
example in [Jac99] Chapter 2, §2.3 (for all the types constructors described
in this section).

Now let us consider the idea ”proposition-as-types” in the theory con-
structed so far. We take a non-empty set T , whose elements will be consid-
ered as propositional constants. We define T1 as the closure of T under →.
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Its elements can be considered as propositions of minimal intuitionistic logic
(since they are built up from constants using just the ”implication”→). Let
A be a collection of sequents σ1, ..., σn ` τ (with σi, τ ∈ T ), which we regard
as axioms. We can construct a signature ΣA from A in the following way:

• We define | ΣA |:= T ;

• For any sequent σ1, ..., σn ` τ in A we choose a function symbol F :
σ1, ..., σn → τ (we can considered it as an atomic proof of the axiom).

It can be proven that:

σ1, ..., σn ` τ is derivable from A ⇔ there is a term M with
v1 : σ1, ..., vn : σn `M : τ in λ1(ΣA) 34

The idea behind this is that the concept of ”provability” in logic corresponds
to the one of ”inhabitation” in type theory. So that in the case of the expo-
nential we would have that any term M : σ → τ is a proof of σ ⊃ τ . In other
words, we can see how M tranforms each ”proof” N : σ in a ”proof” MN : τ ,
as described in the → -Elimination rule. This concept is usually know as
proposition-as-types and proof-as-term, exactly for this correspondence be-
tween the proofs of a proposition and the terms of a type. The interpretation
stated will extend to finite conjuctions (>, ∧) and finite disjunctions (⊥, ∨),
thanks to finite products (1, ×) and finite coproducts (0, +) respectively.

We first expand λ1(Σ) to λ1×(Σ) adding finite products, i.e. adding the
following formation rules

` 1 Type
` σ Type ` τ Type

` σ × τ Type

and corresponding introduction and elimination rules for tupleing (a) and
projecting (b)

(a) `<>: 1
Γ `M : σ Γ ` N : τ

Γ `< M, N >: σ × τ

(b) Γ ` P : σ × τ
Γ ` πP : σ

Γ ` P : σ × τ
Γ ` π′P : τ

Now we add even finite coproducts, extending λ1×(Σ) to λ1(×,+)(Σ). The
formation rules would be

` 0 Type
` σ Type ` τ Type

` σ + τ Type

34With this we mean ”in the λ1-calculus associated to the many-typed signature ΣA”.

38



while the introduction (a) and elimination (b) rules can be written as follows

(a) Γ `M : σ
Γ ` kM : σ + τ

Γ ` N : τ
Γ ` k′N : σ + τ

(b)
Γ ` P : σ + τ Γ, x : σ ` Q : ρ Γ, y : τ ` R : ρ

Γ ` unpack P as [kx in Q, k′y in R] : ρ

Γ, z : 0 ` { } : ρ

Whilst the first rules stated are clearly related to the coprojection of
the coproduct, the second ones deserve a more accurate explanation. With
”unpack P as[...]” we mean the following interpretation{

If P is in σ then ”do” Q with P for x

If P is in τ then ”do” R with P for y

To understand properly the other elimination rule it is helpful to state the
related conversion:

Γ, z : 0 `M : ρ

Γ, z : 0 `M = { } : ρ

This rule tells us that if there exists a context where the empty type 0 is
inhabitated, then each term M : ρ must be convertible to the empty cotuple
{ }, which (in this case) exists by the last elimination rule stated above.
Thanks to this description we can see the connection between the empty
type and the logical false ⊥.

2.3 Dependent Type Theory

The notions outlined in the following section can be found in [Jac99]
Chapter 0 and Chapter 10, §10.1-10.2 and [Hof97].

In STT we can build types σ from atomic types (constants) using type
constructors (→, ×, +, ...). In Dependent Type Theory (DTT), instead, a
term variable x : σ may occur in another type τ(x). For example, setting
Nat(n) := {1, ..., n} and NatList(n) as the set of lists of natural numbers
of length n, we can have

n : N ` Nat(n) Type or n : N ` NatList(n) Type
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The corresponding idea in Set Theory is the one of ”sets depending on sets”,
i.e. for I a set we can obtain a set X = (Xi)i∈I as a family of sets over
I. In mathematics we can find plenty of examples of dependent types. For
instance the n-th power of an object is such (where n : N is a parameter).
Another explanatory example is the matrices Mat(n, m) of dimension n×m,
which depend on two different parameters that could be in N, R, C, ... or so
on.

In particular we will introduce three important type forming operations:

1. Πx:στ(x) the dependent product of τ(x) where x ranges over σ;

2. Σx:στ(x) the dependent sum of τ(x) where x ranges over σ;

3. Idσ(x, x′) the identity type in σ for x and x′ ranging over σ.

The idea related to the latter one is that this type would be inhabitated if
and only if x and x′ are equal in σ.

Remark 2.3.1. In order to understand how to construct and understand
them better, we look at the corresponding concepts in Set Theory: 35

1. Πi∈IXi := {f : I →
⋃
i∈I Xi | ∀ i ∈ I f(i) ∈ Xi} ;

2. Σi∈IXi := {< i, z >| i ∈ I and z ∈ Xi};

3. IdI(x, x
′) :=

{
{∗} if x = x′

∅ otherwise

In a more type-theoretic vision, we could say that the dependent product
is the collection of functions f such that for each a : σ, then fa : τ [a/x]36.
On the other hand, with the same view, the dependent sum would be the
collection of pairs < a, b > such that a : σ and b : τ [a/x].

In DTT, as well in other type theories, the definition that we used of
context is not ideal. Usually we prefer another kind of context:

Definition 2.3.2. • We define a well-formed context Γ ≡ x1 : σ1, ..., xn :
σn to be a sequence of variable declarations such that each type σi+1 is
well formed in the preceeding context, i.e. for any i = 1, ..., n

x1 : σ1, ..., xi : σi ` σi+1 Type
35For all these definitions we consider a set I, for any i ∈ I a set Xi and two elements

x, x′ ∈ I.
36We define fa as in the untyped λ-calculus, i.e. ”the application of f to a”.
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• We define a substitution 37 between well-formed context as a map f :
[x1 : σ1, ..., xn : σn] → [y1 : τ1, ..., ym : Bm(y1, ..., ym−1)] represented
by terms f1, ..., fm such that

x1 : σ1, ..., xn : σn ` f1 : τ1

...

x1 : σ1, ..., xn : σn ` fm : τm(f1, ..., fm−1)

Two such maps [fi], [gi] are equal exactly if for each i:

x1 : σ1, ..., xn : σn ` fi = gi : τi(f1, ..., fi−1) 38

We can associate to this definition a judgement form

` Γ cxt

that clearly is derived from the judgement related to types. We notice that,
given a well-formed context Γ = x1 : σ1, ..., xn : σn, each free variable y : σi+1

must be one of the x1, ..., xi. In particular σ1 has to be a closed type, i.e. it
does not contain any term variable.

Example 2.3.3. The context n : N, l : NatList(n) is well-formed. On the
other hand n : N, Mat(n, m) is not well-formed, since m is not declared.

In DTT sequents have one of the following forms, for some well-formed
context Γ:

(1) Γ ` σ Type (2) Γ `M : σ

(3) Γ `M = N : σ (4) Γ ` σ = τ Type

We already encountered the first two. The last ones describe the equality as
terms in a type and as types, respectively. Moreover we have five basic rules
for DTT:

• Projection
Γ ` σ Type

Γ, x : σ ` x : σ

• Substitution
Γ `M : σ Γ, x : σ, ∆ ` J

Γ, ∆[M/x] ` J[M/x]
39

37[KL16] §1.2, Example 1.2.3.
38The meaning of a sequent of this kind is explained below.
39Since the contexts that we consider are well-formed, then ∆ and J may contain x.
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• Contraction
Γ, x : σ, y : σ, ∆ ` J

Γ, x : σ, ∆[x/y] ` J[x/y]

• Weakening
Γ ` σ Type Γ ` J

Γ, x : σ ` J

• Exchange
Γ, x : σ, y : τ, ∆ ` J

Γ, y : τ, x : σ, ∆ ` J
40

For convenience we usually assume the existence of a unit (or singleton)
type 1, that has to obey the following rules:

` 1 Type `<>: 1
Γ `M : 1

Γ `M =<>: 1

Let us finally describe the type formers introduced before. The numbers
associated to the coming rules will be the same used before on the side of
the various constructors.

Formation rules:

1.
Γ, x : σ ` τ(x) Type

Γ ` Πx:στ(x) Type

2.
Γ, x : σ ` τ(x) Type

Γ ` Σx:στ(x) Type

3.
Γ ` σ Type

Γ, x : σ, x′ : σ ` Idσ(x, x′) Type

Introduction and Elimination rules: 41

1.
Γ, x : σ `M : τ(x)

Γ ` λx : σ.M : Πx:στ(x)

Γ `M : Πx:στ(x) Γ ` N : σ

Γ `MN : τ [N/x]

2.
Γ ` σ Type Γ, x : σ ` τ(x) Type

Γ, x : σ, y : τ(x) `< x, y >: Σx:στ(x)

Γ, z : Σx:στ(x) ` ρ(z) Type Γ, x : σ, y : τ(x) ` Q : ρ[< x, y > /z]

Γ, z : Σx:στ(x) ` (unpack z as < x, y > in Q) : ρ(z)

40For ”well-form”ness we must suppose that x is not free in τ .
41The idea for this one is given by the ”type” intepretation given before, using an

approach similar to the one used for finite products and coproduct in the section about
STT.
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3.
Γ ` σ Type

Γ, x : σ ` rσ(x) : Idσ(x, x)
42

Γ, x, x′ : σ, z : Idσ(x, x′) ` ρ Type Γ, x : σ ` Q : ρ[x/x′, rσ(x)/z]

Γ, x : σ, x′ : σ, z : Idσ(x, x′) ` (Q with x′ = x via z) : ρ
43

Remark 2.3.4. The Remark 2.3.1 shows us that, in DTT, we can actually
derive exponentials and finite products (defined exactly as in STT) from
dependent products and sums, respectively. More precisely, whenever we
have two types in the same context Γ ` σ, τ Type and a term x : σ that does
not appear in τ , then we can define: 44

σ × τ := Σx:στ and σ → τ := Πx:στ
45

For a term P : σ× τ , we define the projections (with the same notation used
in the previous section) as:

πP := unpack P as < x, y > in x and π′P := unpack P as < x, y > in y

We underline the fact that the second projection (the one regarding τ) can
be define because x does not occur in τ .
In order to understand the idea behind the exponential we recall that, in
a categorical setting, is usually defined as the right adjoint of the cartesian
product. On the other hand, given a category C and a object X of it, the
product in the slice category C/X is exactly the pullback in C. Moreover if in
the aforementioned category we have even a terminal object, then the product
itself can be seen as a pullback. In the next section we will see how, in the
particular enviroment of Locally Cartesian Closed Categories (LCCC), the
dependent product is strictly connected to the right adjoint of the pullback
functor through a map f , that we will call Πf indeed. Thus we can see how
the exponential and the dependent product are closely associated.

We end this section giving the propositions-as-types interpretation of
the new (dependent) types introduced.
As we have already stated, the terms of the identity type Idσ(x, x′) give us
a proof of the equality of x and x′ as σ-terms.
Let us consider P : Πx:στ(x). This term corresponds to a function P ≡ λx :
σ.Px which gives for each M : σ a proof of PM : τ [M/x]. Therefore we can
see the connection with the universal logic quantifier ∀.

42With rσ we refer to a ”reflexivity combinator”, since it regards the reflexive property.
It can be understood as the choice of a canonical identity 1x for each x : σ.

43In the first part, due to lack of space, we wrote ρ instead of the correct ρ(x, x′, z).
44[Jac99] Chapter 10, §10.1, Example 10.1.2.
45Here we omit the notation τ(x) since τ does not depend on x indeed.
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On the other hand, a term R : Σx:στ(x) corresponds to a pair < πR, π′R >≡
R, where πR : σ and π′R : τ [πR/x]. In other words, we can find a proof
of τ for the element πR, hence the strong bond with the existential logic
quantifier ∃.

2.4 Homotopy Type Theory

The notions outlined in the following section can be found in [Awo16]
§1-2.2, [nLab], [HoTT] Appendix A.1 and [KL16] Appendix A.

As the name suggests, Homotopy Type Theory (HoTT) interprets type
theory in an homotopical view. More precisely types would be ”spaces” and
the logical constructions some constructions on these spaces with a good be-
haviour regarding homotopy. In particular terms a : A can be understood as
points a ∈ A in a space. This idea clarifies the nature of identity. The type-
theoretic notion of equality a = b : A is translated in HoTT as the existence
of a path γ : a; b in the space A. Analogously two maps f, g : A→ B can
be identifued if there is a (continous) family of paths γx : f(x) ; g(x) in
B, i.e. if they are homotopic equivalent. This way to see identification gives
rise to a nice interpretation of the identity type IdA for a type A. In fact we
can consider it as the path space (or path object) AI of all continous maps
I → A from the unit interval. In a model category we could dipict it as an
actual path object as defined in any model category. The whole idea is that,
in this way, a term γ : IdA(a, b) would really represents a path γ : a; b in A.

Later on in this section we will describe a natural model of homotopy
type theory in category theory. But first, to clarify all the concepts depicted
in this chapter, it is useful to compare the various points of view connected
to type theory with the following chart:
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Types Logic Sets Homotopy
A proposition set space
a : A proof element point
B(x) predicate family of sets fibration
b(x) : B(x) conditional proof family of elements section
0, 1 ⊥, > ∅, {∅} ∅, ∗
A+B A ∨B disjoint union coproduct
A×B A ∧B set of pairs product
A→ B A ⊃ B set of functions path space
Πx:AB(x) ∃x:AB(x) See Remark 2.3.1 ?
Σx:AB(x) ∀x:AB(x) See Remark 2.3.1 ?
IdA equality = See Remark 2.3.1 ?

We will understand the interpretation of Π-, Σ- and Id-types with the
following description of a natural model of homotopy type theory. All of the
following notions can be found in [Awo16].

Definition 2.4.1. Let C be a small category. A natural transformation f :
Y
·−→ X of presheaves on C is representable if all its fibers are representable

objects, i.e. for any C ∈ Ob(C) and any x ∈ X(C) there exists an object
D ∈ Ob(C), a morphism p : D → C in C and an element y ∈ Y (D) such
that the following diagram is a pullback

hD
y //

hp

��

Y

f

��
hC x

// X

For the rest of the section, with an abuse of notation, we may write D
instead of hD and for any element x ∈ X(C) we could mean both the element

and the map x : hC
·−→ X induced by Yoneda.

We can think of C as a ”category of context” 46, i.e. let us consider the
objects of C as ”contexts” Γ, ∆... and arrows as ”substitutions” f : ∆→ Γ.
Now let us consider a representable map of presheaves p : Ũ

·−→ U . We write
their elements as:

A ∈ U(Γ) ⇔ Γ ` A Type

a ∈ Ũ(Γ) ⇔ Γ ` a : A

where A = p ◦ a (with the notation mentioned above). Thus we can regard
to the following as:

46A precise definition of a contextual category will be given in the next chapter.
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U  presheaf of types

Ũ  presheaf of terms
U(Γ)  set of all types in context Γ

Ũ(Γ)  set of all terms in context Γ

pΓ : Ũ(Γ)→ U(Γ)  typing of the terms in context Γ, i.e the action
to assign to each term in that context its type

The naturality of p tells us that for any substitution f : ∆→ Γ we have
that:

Γ ` A Type⇒ ∆ ` Af Type

Γ ` a : A⇒ ∆ ` af : Af

Moreover, by functoriality, for any further susbtitution g : ∆′ → ∆ we have
that:

(Af)g = A(f ◦ g) (af)g = a(f ◦ g)

AIdΓ = A a IdΓ = a

Lastly, the fact that p is representable gives the operation of ”context exten-
sion”. The idea is that given a type A in context Γ (i.e. Γ ` A Type), we
can find a context with both Γ and A. More precisely let us consider

Γ ` A Type⇔ A : Γ→ U 47

then we obtain a pullback of the following form:

Γ.A
qA //

pA
��

Ũ

p

��
Γ

A
// U

Therefore, by the commutativity and representability of the diagram, we get
Γ.A ` qA : ApA. Moreover the square is a pullback, so for any substitution
f : ∆ → Γ and ∆ ` a : Af (i.e. a : ∆ → Ũ such that pa = Af) there exists
a unique (f, a) : ∆→ Γ.A such that:

pA ◦ (f, a) = f and qA ◦ (f, a) = a

47From now on we will write Γ instead of hΓ (and same for the maps between two such
objects) with an abuse of notation, but thanks to the fully faithfulness of the Yoneda
embedding.
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The uniqueness means that for any other substitution g : ∆′ → ∆ we
have that:

(f, a) ◦ g = (fg, ag) and (pA, qA) = IdΓ.A

Thanks to the interpretations given above, it makes sense to give the
following definition:

Definition 2.4.2. A representable map of presheaves p : Ũ → U on a (small)
category C is called a natural model of type theory.

Remark 2.4.3. Natural models of type theory are closed under composi-
tion, coproducts and pullbacks along any map U ′ → U . This can easily be
seen through the properties of pullbacks. The first and last one derive from
the fact that composition of pullbacks is again a pullback48. The second
one is obtained from the universal property of coproducts (in particular the
characterization of maps into a coproduct).

In order to understand the formulations of Π-, Σ- and Id-types in natural
models we need to recall some preliminary definitions.

Definition 2.4.4. A category C is said to be Locally Cartesian Closed (LCCC)
if for any object x the slice category C/x is cartesian closed.

Remark 2.4.5. Usually another condition that is required to be LCCC is
to have a terminal object. In this case a LCCC would be even cartesian
closed and with all finite limits. In fact, setting ∗ as the terminal object in
C, we have a canonical equivalence C/∗ ∼= C and in any category to have
finite limits is equivalent to have a terminal object and pullbacks, which are
exactly the cartisian products in a slice category.

Proposition 2.4.6. (/Alternative definition) A category C is LCCC if
and only if it has pullbacks (and a terminal object if required in the definition)
such that each base change f ∗ : C/Y → C/X has a right adjoint Πf , usually
called dependent product. 49

Notation: In a LCCC, for any map f : X → Y , we have two adjoint
pairs namely

C/Y f∗ // C/X
Πf

jj

Σf
xx

where Σf (W
g−→ X) := f ◦ g and Σf a f ∗ a Πf .

48To be precised the last one it true since if we have two square such that the right one
is a pullback and the ”composition” square is a pullback, then even the square on the left
is such.

49[nLab] §2, Propositions 2.1 and 2.3.
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Remark 2.4.7. Since for any morphism f : X → Y in a category C we have
that (C/Y )/f ∼= C/X, then any slice category of a LCCC is again LCCC.

Proposition 2.4.8. If C is a LCCC with a terminal object ∗, then for any
object X in C the functor X ×− : C→ C/X (defined as a pullback functor
identifying C with C/∗) preserves finite products and exponentials (up to
isomorphism). 50

Lemma 2.4.9. Let C be a (small) category. Then Ĉ is LCCC.

Proof Let us consider F ∈ Ob(Ĉ), if F is representable then it is clear
that

Ĉ/F ∼= Ĉ/hX ∼= Ĉ/X

and therefore is catersian closed, since any presheaf category is such. But
actually, for any presheaf F over C we can prove that

Ĉ/F ∼= êl(F ) 51

Thus any slice category is cartesian closed.

Remark 2.4.10. The equivalence stated in the last lemma tells us that for
any set B we have SetB ∼= Set/B 52. We note that in the slice category the
dependent sum Σf , for any map of sets f : B′ → B, is strictly associative,
whilst the dependent product is not. On the other hand in the category
of functors Πf can be seen as a composition of functors, hence it is strictly
associative, while the Σf could be not strict.
Therefore we can see how this equivalence is crucial for the so-called coherence
problem, i.e. the requirement of some construction to be strictly functorial.

Notation: Let E be a LCCC with a terminal object ∗. For any morphism
f : B → A in E we can define a polynomial endofunctor Pf : E → E in
the following way:

Pf (X) ≡ Σa:AX
Ba := ΣAΠfB

∗(X)

where B∗ : E→ E/B indicates the pullback along B → ∗ (through the usual
equivalence E/∗ ∼= E) and ΣA is the forgetful functor (or equivalently the
composition with A→ ∗).

50[nLab] §2, Proposition 2.5.
51The category el(F ) is defined in the proof of Theorem A.2.2. A proof of this equivalence

can be found in [Awo10] Chapter 9, §9.7, Lemma 9.23.
52Where with SetB we mean the category of functors from B (seen as a discrete category)

and Set or, equivalently, the category of family of sets (Xb)b∈B over B.
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Lemma 2.4.11. There is a natural bijection between maps g : Y → Σa:AX
Ba

and pairs of maps (g1 : Y → A, g2 : Y ×AB → X) as shown in the following
diagram: 53

X Y ×A Bg2

oo //

��

B

f
��

Y g1

// A

Proof Let us consider a map g : Y → Σa:AX
Ba = ΣAΠfB

∗(X). We
define g1 as the composition of

Y
g−→ ΣAΠfB

∗(X)
π1−→ A

where π1 is given by the fact that ΠfB
∗(X) is in E/A and ΣA is a forgetful

functor. Moreover g becomes a morphism in E/A, since the following triangle
commutes:

Y
g //

g1 ��

ΣAΠfB
∗(X)

π1

yy
A

Nonetheless, we note that, as objects in E/A, ΣAΠfB
∗(X) = ΠfB

∗(X) ∼=
Πff

∗A∗(X) = (A∗(X))f (exponential in E/A given by the LCCC structure).
Therefore, by the adjunction and the fact that the cartesian product in E/A
is the pullback, we get an equivalent commutative triangle

Y ×A B
g̃ //

g1×f ##

A∗(X)

π1
||

A

Now we define g2 as the composition

Y ×A B
g̃−→ A∗(X) = A×X prX−−→ X

The mapping g 7→ (g1, g2) can be proven to be natural and bijective.

Let us go back to the case where f = p : Ũ → U a natural model. We
denote the polynomial functor associated P ≡ Pp and P (X) ≡ ΣA:UX

A.
By the last lemma we have a bijective (natural) correspondence between

53[Awo16] §2, Lemma 2.1.
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morphism (A, B) : Γ → ΣA:UU
A and pairs of maps A and B as in the

following diagram

U Γ.A
B
oo //

��

Ũ

p

��
Γ

A
// U

and therefore, through the interpretation given at the start of the section, to
pairs of sequents

Γ ` A Type and Γ.A ` B Type

In other words we can say that, as U classifies types in context Γ ` A Type,
P (U) classifies types in an extended context Γ.A ` B Type. More precisely
there is a commutative diagram of the following form

U

Γ.A

B

::

//

��

·

OO

��

// Ũ

p

��
Γ //

A

66ΣA:UU
A // U

where both squares are pullbacks.

Proposition 2.4.12. (Dependent Products) Let P (X) = ΣA:UX
A be the

polynomial functor associated to a natural model p : Ũ → U . Then the type-
theoretic rules for (extensional) dependent products are modelled by maps λ
and Π making the following diagram a pullback: 54

P (Ũ) λ //

P (p)

��

Ũ

p

��
P (U)

Π
// U

(3)

Proof Let us recall the Π-formation rule, written in a slightly different
(but equivalent) way than the one in the paragraph before:

Γ ` A Type Γ.A ` B Type

Γ ` Πa:AB Type
54[Awo16] §2.1, Prop 2.4.
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By the characterization of morphism into P (U), we can see that Π : P (U)→
U represents this particular type-theoretic rule. In fact whenever we have
two types A and B, in the contexts stated above, we have a type in context Γ
that factors through Π (seeing it as a map Γ→ U). On the other hand Ũ is

related to terms of types, so in a similar way we can see that P (Ũ) classifies
pairs

Γ ` A Type and Γ.A ` b : B

Therefore λ : P (Ũ)→ Ũ models the Π-introduction rule, that we can see as:

Γ ` A Type Γ.A ` b : B

Γ ` λAb : Πa:AB

Here we should read Γ.A as a : A and λAb as λa : A.b, in order to see the
connection with the formulation of Π-intro given in the previous section. Now
we suspend for a moment the proof of the proposition to make an important
remark regarding the λ-substitution.

Remark 2.4.13. How to interpret substitution: We have already seen
how to have a term Γ ` a : A, for a type A, is the same to have a commutative
diagram

Ũ

p

��
Γ

a

@@

A
// U

Therefore, by the universal property of the pullback we find a unique mor-
phism (1, a) : Γ→ Γ.A such that the following diagram commutes:

Γ

IdΓ

��

a

$$
(1, a)

  
Γ.A

��

// Ũ

p

��
Γ

A
// U

Therefore if we want to compute λa : A.b (written as λAb above), where

Ũ

p

��
Γ.A

b

==

B
// U
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we just set B[a] := B ◦ (1, a) and b[a] := b ◦ (1, a). In particular we have
that

Γ ` B[a] Type

Γ ` b[a] : B[a]

It can be proven that the diagram (3) is a pullback if and only if the
Π-elimination rule and β and η computation ones hold 55. For instance let
us see why, if the diagram is a pullback, then the elimination rule holds.
Let us consider Γ ` a : A and Γ ` f : Πa:AB. Then we have the following
commmutative diagram (induced by the universal property of the pullback):

Γ

(A,B)

!!

a

  
(A, f̃)

!!

P (Ũ)

P (p)

��

λ // Ũ

p

��
P (U)

Π
// U

where the map (A, f̃) is defined by the pullback. By the classifying property

of P (Ũ) it corresponds to a unique Γ.A ` f̃ : B such that p ◦ f̃ = B. Now

we set f(a) := f̃ [a] ≡ f̃ ◦ (1, a). Therefore we have the Π-elimination rule:

Γ ` a : A Γ ` f : Πa:AB

Γ ` f(a) : B[a]

Let us now consider dependent sums. First of all we recall that, in order
to define them, we need to define the concept of ”pair”. For now let us denote
with < a, b > a pair of terms. Now we can write the Σ-introduction rule in
the following way (with the notation introduce in this section):

Γ ` A Type Γ.A ` B Type Γ ` a : A Γ ` b : ΣAB

Γ `< a, b >: ΣAB

Since Σ-formation has the same premises of the Π-formation we can use again
a morphism of the kind P (U) → U , but we have to change the second one.
In particular it would need to classify the premises written above (in the
introduction rule). We can find an object that can accomplish this:

55[Awo16] §2.1, Corollary 2.5.
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ΣA:UΣB:UAΣa:AB(a) ∼= Σ(A,B):P (U)Σa:AB(a) 56

Just as we found the map P (U) → U , we can find a natural projection
π : Σ(A,B):P (U)Σa:AB(a) → P (U). In particular we can prove that we have
a natural bijection between the morphisms making the following diagram
commutative

ΣA:UΣB:UAΣa:AB(a)

π
��

Γ

77

(A,B)
// ΣA:UU

A

and the data required in the Σ-introduction rule. Moreover one could prove
the following proposition, that gives us the wanted Σ-structure.

Proposition 2.4.14. (Dependent Sums) Let P (X) = ΣA:UX
A be the

polynomial functor associated to a natural model p : Ũ → U . Then the type-
theoretic rules for (extensional) dependent sums are modelled by maps pair
and Σ making the following diagram a pullback: 57

ΣA:UΣB:UAΣa:AB(a)
pair //

π

��

Ũ

p

��
P (U)

Σ
// U

Lastly we need to interpret (extensional) identities. We recall the type-
theoretic Id-formation and introduction rules:

Γ ` A Type Γ ` a : A Γ ` a′ : A
Γ ` IdA(a, a′) Type

Γ ` a : A
Γ ` rσ(a) : IdA(a, a)

It is natural to consider the diagonal map δ : Ũ ×U Ũ → Ũ , given by the
universal property of the pullback through the following diagram:

Ũ

Id
Ũ

��

Id
Ũ

%%

δ
##

Ũ ×U Ũ

��

t
// Ũ

p

��
Ũ p

// U

56For a complete description one can look [Awo16] §2.2.
57[Awo16] §2.2, Prop 2.8.
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Proposition 2.4.15. (Identity Types) For a natural model p : Ũ → U
the type-theoretic rules for (extensional) identity types are modelled by maps
rσ and Id making the following diagram a pullback: 58

Ũ
rσ //

δ
��

Ũ

p

��
Ũ ×U Ũ Id

// U

Putting together all the the three main proposition just stated we can
assert a theorem that characterize some models of Martin-Löf Type Theory:

Theorem 2.4.16. A natural model of (extensional) Martin-Löf Type Theory
with dependent products, sums and identity types is given by a small category
C equipped with a representable map of presheaves p : Ũ → U together with
maps

Π, λ, Σ, pair, Id, rσ

as in the propositions 2.4.12, 2.4.14, 2.4.15.

58[Awo16] §2.3, Prop 2.11.
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3 A Univalent Model

In the following chapter we will explain the Univalence Axiom for
Homotopy Type Theory, conceived by Vladimir Voevodsky. The idea of this
axiom is to state that ”identity” and ”equivalence” are equivalent

(A = B ) ' (A ' B )

More precisely, we consider a universe U in a type theory. This roughly
means that we consider a type that characterize types themselves as terms
A : U . As any type, U has an identity type IdU , which express the identity
relation A = B between types. This gives rise to the type of identifications
of A with B called IdU(A, B). On the other hand we can construct even the
type of equivalences between them, that we write HIso(A, B). Obviously we
want the identities to be equivalences, and thus we find a morphism

IdU(A, B) −→ HIso(A, B)

The univalence Axiom states that this map is itself an equivalence. 59

Furthermore we will show how, starting from Kan complexes, we can
find a model of Per Martin-Löf dependent type theory where this important
axiom actually holds. In order to be able to show that we will need some def-
inition and the construction of a ”universe” in the model of Kan complexes.

Notation: For any category C and any object X ∈ ObC, in this chapter
we will write 1X for the identity morphism of X, to avoid possible confusion
with the type-theoretic notion of identity.

3.1 Categorical Setting

We start giving the natural structure on a category in order to have a
possible interpretation of a given type theory.

Definition 3.1.1. A contextual ategory C consists of the following data:

1. a category C;

2. a grading of objects as ObC = qn:N ObnC;

3. an object 1 ∈ ObC such that is a terminal object in C and it is the
unique object in Ob0 C;

59[HoTT] Introduction.
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4. maps ftn : Obn+1 C→ ObnC;

5. for each X ∈ Obn+1 C, a map pX : X → ftn(X) (called the canonical
projection from X);

6. for each X ∈ Obn+1 C and f : Y → ft(X), an object f ∗(X) together
with a map q(f, X) : f ∗(X) → X such that ft(f ∗X) = Y and the
following diagram is a pullback

f ∗X
q(f,X) //

pf∗X

��

X

pX
��

Y
f
// ft(X)

Moreover we required that these canonical pullbacks are strictly functo-
rial: i.e. for any X ∈ Obn+1 C we want 1∗ftXX = X and q(1ftX , X) =
1X ; and for X ∈ Obn+1 C, f : Y → ft(X) and g : Z → Y we have that
(fg)∗(X) = g∗(f ∗(X)) and q(fg, X) = q(f, X)q(g, f ∗X). 60

Remark 3.1.2. In order to make the definiton above clearer we can see a
fundamental example of contextual category. Given any type theory T we
can construct a contextual category C(T) 61 from it, in the following way:

Obn(C(T)) := well-formed contexts of the form Γ = x1 : A1, ..., xn : An (up
to definitional equality and renaming of free variables)

In this enviroment we would define the ft’n as:

ftn[x1 : A1, ..., xn+1 : An+1] := [x1 : A1, ..., xn : An]

With this view, the type terms Γ ` t : A of T may be recovered from C(T)
as sections of the canonical projection

p : [Γ, x : A] −→ Γ(= ft[Γ, x : A] )

In any contextual category we can define the notions of Π-, Σ-, Id-type
structures 62, even though they do not always exist. On the other hand, for
instance, if we consider the contextual category created from a type theory
with those structures then even the category has got them. In particular the
category C(T) is initial among all contextual categories carrying the same
structures determined by the logical rules of T. 63

60[KL16] §1.2, Definition 1.2.1.
61A complete description can be found in [KL16] §1.2, Example 1.2.3.
62[KL16] §1.2, Definition 1.2.4 and Example 1.2.5.
63[KL16] §1.2, Theorem 1.2.9.
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Definition 3.1.3. A model of depedent type theory with any selection of
logical rules is a contextual category equipped with the structure corresponding
to the chosen rules. 64

A crucial problem in the construction of a model of type theory is the
coherence problem (in this case the requirement to be strictly functorial
regards pullbacks) and for logical structure to commute strictly with it. In
fact, usually, we have just a commutative property up to isomophism. In
order to solve this problem we introduce the notion of universes.

Definition 3.1.4. Let C be a category. A universe in C is the data of an
object U in the category together with a morphism p : Ũ → U and a choice
of a pullback square

(X; f)
Q(f) //

P(X,f)

��

Ũ

p

��
X

f
// U

for any map f : X → U . 65

The idea is that the map p represents the generic family of types over the
universe U , as seen in section 2.4.

Notation: Given f : Y → X we write pfq (or sometimes pY q if the
morphism is clear) for a map pfq : X → U such that f ∼= P(X, pfq). For
f1 : X → U and f2 : (X; f1)→ U we write (X; f1, f2) := ((X; f1); f2), and
so on for any finite sequence of maps.

Definition 3.1.5. Given a category C with a universe p : Ũ → U and a
terminal object 1, we define the contextual category associated to the
universe U as the category CU defined as follows: 66

1. ObnCU := {(f1, ..., fn) | fi : (1; f : 1, ..., fi−1)→ U for 1 ≤ i ≤ n};

2. CU((f1, ..., fn), (g1, ..., gm)) := C((1; f1, ..., fn), (1; g1, ..., gm));

3. 1CU := () the empty sequence;

4. ftn (f1, ..., fn+1) := (f1, ..., fn);

64[KL16] §1.2, Definition 1.2.10.
65[KL16] §1.3, Definition 1.3.1.
66[KL16] §1.3, Definition 1.3.2.
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5. the projection p(f1, ..., fn+1) is the map P(X, fn+1) given by the universe
structure;

6. given (f1, ..., fn+1) and a map α : (g1, ..., gm) → (f1, ..., fn+1) in CU ,
the canonical pullback α∗(f1, ..., fn+1) is determined by (g1, ..., gm, fn+1◦
α), with projection induced by Q(fn+1α), i.e.

(1; g1, ..., gm, fn+1 ◦ α)
∃ !
//

Q(fn+1α)

**

��

(1; f1, ..., fn+1)
Q(fn+1)

//

��

Ũ

p

��
(1; g1, ..., gm) α

// (1; f1, ..., fn)
fn+1

// U

where both squares are pullbacks. 67

Remark 3.1.6. We see straight away the similarities between the sequences
(f1, ..., fn) and the well-formed context in a type theory. In fact we notice
how each fi is constructed, through a pullback, from the previous ones. With
this view the choice of ftn is clear, since it has to represent the ”forgetful”
operation in well-formed context (i.e. to drop the last declaration).

Moreover if a category C with a universe U is locally cartesian closed
(LCCC), then we can give the right definitions of Π-, Σ-, Id-structures (as a
particular case of the one discussed in section 2.4). This is possible mainly
because LCCC are the right enviroment to talk about objects of ”U -context”.
These structures induce the respective type structures on CU . 68

3.2 The Simplicial Model

The aim of this section is to construct (for any regular cardinal number

α) a Kan fibration pα : Ũα → Uα weakly universal among Kan fibration with
α-small fibers. These morphisms will be crucial in the construction of the
model of type theory on sSet.

Definition 3.2.1. An infinite cardinal number α is regular if no set of
cardinality α is the union of fewer than α sets of cardinality less than α.

Definition 3.2.2. • A well-ordered morphism of simplicial sets con-
sists of an ordinary map f : Y → X in sSet together with a function as-
signing to each x ∈ Xn a well-oredering on the fiber Yx := f−1

n (x) ⊆ Yn.

67The left square is a pullback because the right one and the composition square are
such.

68[KL16] §1.4, Theorem 1.4.15.
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• An isomorphism of well-ordered morphisms f : Y → X and
f ′ : Y ′ → X is an isomorphism ψ : Y → Y ′ of simplicial sets that
makes the following triangle commutative

Y
ψ //

f   

Y ′

f ′~~
X

and preserves the well-ordering on all the fibers. 69

We will now state a classical result about well-ordered sets (proven by
transfinite induction70) with an important consequence in the simplicial sets
enviroment.

Proposition 3.2.3. There exists at most one isomorphism between two well-
ordered sets. Therefore there exists at most one isomorphism between two
well-ordered moprhisms over a common base.

From now on we will fix a regular cardinal and we will call it α.

Definition 3.2.4. A morphism of simplicial sets f : Y → X is α-small if
for any n and any x ∈ Xn, the fiber Yx has cardinality | Yx |< α.

We define a particular presheaf Wα : sSetop → Set on sSet in the follow-
ing way:

• For any simplicial set X we define Wα(X) as the set of isomorphism
classes 71 of α-small, well-ordered morphism Y → X.

• For any morphism f : X ′ → X in sSet we set Wα(f) := f ∗ as the
pullback action.

Precomposing with the Yoneda embedding we obtain a simplicial set that
we call Wα

∆op Y op //

Wα

55sSetop
Wα // Set

69[KL16] §2.1, Definition 2.1.1.
70A proof can be found in P.H. Halmos, Naive Set Theory, Springer, 1974.
71The class of all well-ordered morphisms isomorphic to a given one is actually a proper

class, but here we use the subclass of such morphisms of minimal rank, which is a set. For
more references one can check [KL16] §2.1, Footnote 4.
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Lemma 3.2.5. The functor Wα is represented by Wα.72

Proof For any n ∈ N by the Yoneda Lemma we have that

sSet(∆n, Wα) ∼= (Wα)n = Wα(∆n)

Moreover, thanks to Proposition 3.2.3, we can prove that Wα preserve all
limits (i.e. Wα(colimiXi) ∼= limiWα(Xi) )73. By the density theorem we
have that any simplicial set X is a colimit over some standard simplices.
Therefore, from the aforementioned considerations, we get

sSet(X, Wα) ∼= Wα(X)

for any simplicial set X.

Notation: Any α-small and well-ordered morphism f : Y → X corre-
spond to an element of Wα(X) ∼= sSet(X, Wα). We write pfq : X → Wα

for the unique map that comes from f . This notation will be clearer later,
when we will introduce the map that makes Wα universal with respect to a
particular kind of morphisms.

Let us consider wα : W̃α → Wα as a representative of the unique iso-
morphism class in Wα(Wα) corresponding to 1Wα ∈ sSet(Wα, Wα)74. Now,
given any α-small and well-ordered morphism f : Y → X, we can consider
the following commutative square

Wα(Wα) ∼ //

Wα(pfq)=(pfq)∗

��

sSet(Wα, Wα)

−◦pfq
��

Wα(X) ∼ // sSet(X, Wα)

Therefore we can see how we can express f in a unique way as a pullback of
the form

Y //

f

��

W̃α

wα

��
X

pfq
//Wα

Therefore we obtain the following proposition and corollary:

72[KL16] §2.1, Lemma 2.1.5.
73[KL16] §2.1, Lemma 2.1.4.
74Explicitly one could prove that (W̃α)n is formed by classes of pairs (f : Y → ∆n, s ∈

f−1
n (1[n]) ).
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Proposition 3.2.6. The map wα : W̃α → Wα is universal for α-small well-
ordered morphism in sSet, i.e. any such map can be express in a unique way
as a pullback of wα.

Corollary 3.2.7. The map wα : W̃α → Wα is weakly universal for α-small
morphism in sSet, i.e. any such map can be express, not necessarily in a
unique way, as a pullback of wα.

Proof It follows directly from the axiom of choice, that allows us to
well-order each fiber, and the previous proposition. Since the choice of the
well-ordering is not unique we have a weak universality.

The idea behind all of this construction is that the contextual category
that we want to find, will be required to have Kan Complexes as objects and
Kan fibrations as projections. Therefore we want to find a universe that is
actually inside this category. In order to do that we reduce to a suboject of
W(/Wα) which is a Kan complex and has a Kan fibration as related map.
The need for Kan complexes derives from the Id structure. In fact, in the
HoTT interpretation, they are strongly connected to path objects. As we
have seen in section 1.5, they ”well-behave” when the objects considered are
Kan complexes.
Moreover, in [Shu15] Michael Shulman showed how the most relevant fea-
tures of a model category (for the relative type-theoretic notions) are exactly
the fibrant objects and fibrations.

Definition 3.2.8. • We define Uα ⊆Wα (respectively Uα ⊆ Wα) as the
subojects consinsting of (isomorphism classes of) α-small well-ordered
Kan fibration.

• We define pα : Ũα → Uα as the following pullback: 75

Ũα //

pα

��

W̃α

wα

��
Uα
� � //Wα

75[KL16] §2.1, Definition 2.1.9.
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Lemma 3.2.9. The morphism pα : Ũα → Uα is a Kan fibration. 76

Proof Let us consider a commutative diagram of the following form:

Λn
k

//
� _

��

Ũα

pα

��
∆n // Uα

The bottom map, by definition of the n-simplices of Uα, correspond to a
pullback

X h //

x

��

Ũα

pα

��
∆n

pxq
// Uα

where x is a fibration. By the universal property of the pullback the first
diagram gives us a commutative square

Λn
k

//
� _

��

X

x
��

∆n ∆n

Now, since x is a Kan fibration we find a diagonal map for the latter diagram.
Thus, composing with h we find the diagonal for the first one, proving that
pα is a Kan fibration.

Lemma 3.2.10. Let f : Y → X be a α-small well-ordered map of simplicial
sets. Then: 77

f is a Kan fibration ⇔ pfq : X → Wα factors through Uα

Proof

(⇒) Since f is a Kan fibration, and they are stable under pullback (easy to
check using the universal property of pullbacks), for any x : ∆n → X we
have that x∗f is a Kan fibration too. Therefore we obtain the following
diagram

Z //

x∗f

��

Y //

f

��

W̃α

wα

��
∆n

x
// X

pfq
//Wα

76[KL16] §2.1, Lemma 2.1.10.
77[KL16] §2.1, Lemma 2.1.11.
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where both squares are pullbacks. Therefore we can see that pfqn(x) =
x∗f ∈ (Uα)n (seeing x as an element ofXn through the Yoneda Lemma).

(⇐) If pfq factors through Uα we can find the following commutative dia-
gram:

Y //

f

��

Ũα //

pα

��

W̃α

��
X

pfq
// Uα
� � //Wα

Since the square on the right and the ”composition” square are pull-
backs, then even the one on the left is such. Therefore, because pα is a
Kan fibration, even f is a Kan fibration.

From the previous proposition regarding Wα andWα, and the last Lemma
we can deduce the following important corollary:

Corollary 3.2.11. The functor Uα is represented by Uα. Therefore the Kan
fibration pα : Ũα → Uα is strictly universal for α-small well-ordered Kan
fibrations, and weakly universal for α-small Kan fibrations. 78

This shows that pα : Ũα → Uα can be chosen as a universe in sSet.
Since we want to focus on the relative contextual category, the choice of the
pullbacks is not important. In fact we know that given a category C with a
universe U and a terminal object, the contextual category associated to it is
well-defined (up to canonical isomorphism) just by C and U79.

Remark 3.2.12. Let us consider two cardinals β < α. Obviously, by defi-
nition, we have that Uβ ⊆ Uα. Furthermore, since pβ is β small, it is even
α-small. Nonetheless it is also a weel-ordered Kan fibration. Therefore it
correspond to a pullback diagram of the following kind:

Ũβ //

pβ

��

Ũα

pα

��
Uβ
� � // Uα

But the enviroment that we want to consider is the category with objects
Kan complexes. Thus it is essential to prove that Uα is a Kan complexes.

78[KL16] §2.1, Corollary 2.1.11.
79[KL16] §1.3, Proposition 1.3.3.
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It would trivially follows that even Ũα is such, since the composition of Kan
fibrations is still a Kan fibration. In order to achieve this result we need
a couple of preliminary lemmas, that will be useful even in the following
sections.

Lemma 3.2.13. For any cofibration in sSet (i.e. a monomorphism) v : Y →
Y ′ and any trivial Kan fibration p : X → Y , then: 80

(i) There exist a trivial fibration p′ : X ′ → Y ′ and a pullback

X u //

p

��

X ′

p′

��
Y v

// Y ′

(ii) Moreover, if p is α-small, then p′ can be chosen to be α-small as well.

Proof

(i) First of all we note that sSet is LCCC (by Lemma 2.4.9), so we have
the following adjoint pairs

Σv a v∗ a Πv : sSet/Y → sSet/Y ′

where, in particular, Σv is the composition with v and v∗ is the pullback
action. Since v is a monomorphism, for any g : W → Y the following
diagram is a pullback:

W
g // Y

v
��

W vg
// Y ′

Therefore v∗Σv
∼= IdsSet/Y . Moreover, by the transpose argument81,

it follows that v∗Πv
∼= IdsSet/Y as well. By the characterization of

acyclic fibration in a model category82 we have that if a left adjoint
preserves cofibrations, then its right adjoint preserves acyclic fibrations.
In our setting this means that, since v∗ preserves cofibrations (because
monormorphisms are stable under pullback), then Πv preserves trivial
fibrations. Thus we can define p′ := Πv(p).

80[Cis16] §2, Proposition 2.17 and [KL16] §2.2, Lemma 2.2.4 Part 3.
81Proposition A.2.3
82Proposition B.2.1.
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(ii) For any n-simplices y′ : ∆n → Y ′ of W ′ we have that:

(p′)−1(y′) ∼= sSet/Y ′(y′, Πvp) ∼= sSet/Y (v∗y′, p)

Since pullbacks preserve monomorphisms, we have that v∗y′ ⊆ ∆n. By
the characterization of non-degenerate simplices for a simplicial set83

we can see that ∆n has only finitely many of them, and therefore the
same holds for v∗y′. Thus sSet/Y (v∗y′, p) injects into a finite product
of fibers of p (one for each non-degenerate simplices of v∗y′). Since α is
regular, then | (p′)−1(y′) |< α.

Lemma 3.2.14. For any minimal fibration p : X → Y and any anodyne
extension v : Y → Y ′ there exist a minimal fibration p′ : X ′ → Y ′ and a
pullback: 84

X
v′ //

p

��

X ′

p′

��
Y v

// Y ′

Proof By the model structure on sSet and the Quillen’s Lemma85 we can
find a commutative diagram

X �
� u //

p

��

X ′′
q //

p′′
!! !!

X ′

p′

��
Y v

// Y ′

where p′′u is a fibration-acyclic cofibration decomposition in the model struc-
ture (i.e. p′′ is a Kan fibration and u is an anodyne extension) and p′q is the
decomposition given by Quillen’s Lemma (i.e. q a trivial fibration and p′ a
minimal fibration). Let us consider the following pullback square:

Y ×Y ′ X ′
η //

ψ
��

X ′

p′

��
Y // Y ′

By Remark 1.5.8 we have that ψ is a minimal fibration. By the universal
property we can find a map ϕ : X → Y ×Y ′ X ′ such that, in particular,

83Proposition 1.1.4
84[Cis16] §2, Proposition 2.20.
85Theorem 1.5.11
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qu = ηϕ. Since sSet is right proper86, then η is a weak equivalence. Therefore,
by the 2-out-of-3 condition in a model category, ϕ is a weak equivalence (qu
is such because is a composition of weak equivalences). But ψϕ = p with
ψ and p minimal fibrations, thus ϕ is an isomorphism. Therefore the first
square drawn is a pullback.

Now we are ready to prove the main theorem.

Theorem 3.2.15. Uα is a Kan complex. 87

Proof For some n ≥ 0 and 0 ≤ k ≤ n, let us consider a diagram

Λn
k

pqq //
� _

��

Uα

∆n
∃? pq′q

==

By the characterization of morphisms into Uα, to find an extension pq′q of
pqq is equivalent to find, for a α-small well-ordered Kan fibration q : Y → Λn

k ,
a pullback of the following form

Y //

q

��

Y ′

q′

��
Λn
k
� � // ∆n

with q′ a α-small well-ordered Kan fibration. In fact this would correspond
to two consecutive pullbacks

Y //

q

��

Y ′

q′

��

// Ũα

pα

��
Λn
k
� � //

pqq

66∆n pq′q // Uα

Combining the two previous Lemmas and using Quillen’s Lemma, we can
prove that we can find a pullback of the form required with q′ a Kan fibra-

86Theorem 1.5.12
87[KL16] §2.2., Theorem 2.2.1.
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tion.88 So let us denote the diagram that we can find as

Y

qt

��

s //

q

��

Y ′

q′t
��

q′

��

W �
� u //

qm

��

W ′

q′m
��

Λn
k
� �

v
// ∆n

where both squares are pullback, qmqt is a Quillen’s decomposition of q (i.e.
qm a minimal fibration and qt a trivial one), and we define q′ := q′mq

′
t. First

of all we notice that, since q is α-small, then both qt and qm are such, in fact:

• For any simplices w ofW we have q−1
t (w) ⊆ (qmqt)

−1(qm(w)) = q−1(qm(w)).
Therefore | q−1

t (w) |< | q−1(qm(w)) | and the latter one is strictly less
than α since q is α-small.

• Since qt is a trivial fibration, in particular it is surjective. Therefore,
for any y ∈ (Λn

k)r, every element of q−1
m (y) is of the form qt(x) for a

x ∈ Xr such that q(x) = y. Thus q−1
m (y) is a quotient of q−1(y), and so

| q−1
m (y) |< | q−1(y) |< α.

We recall that, since we just proved that qt is α-small, we can choose q′t
to be such as well. Moreovere a lemma in [KL16]89 guarantees that in this
particular case even q′m can be choosen to be α-small too.
Let us now consider a y′ ∈ Y ′r , then we have that

(q′)−1(y′) = (q′m ◦ q′t)−1(y′) =
⋃

w′∈(q′m)−1(y′)

(q′t)
−1(w′)

Since both q′m and q′t are α-small and α is regular, | (q′)−1(y′) |< α. There-
fore q′ is α-small.

We have left to prove that q′ is even well-oredered. But by the Axiom of
Choice (AC) we can extend the well-ordering of q to q′, hence the thesis.

88We recall that pullbacks preserves monomorphisms and in the model structure consider
on sSet cofibrations are exactly the monomorphisms.

89[KL16] §2.2, Lemma 2.2.3.
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3.3 The Univalence Axiom

The notions outlined in the following section can be found in [KL16] §3.1-
3.2.

We start giving the definition of the Type-theoretic Univalence Axiom.
First of all we recall that, under the idea of ”type-as-proposition”, the Π- and
Σ-types give us an interpretation of the logic quantifiers ∀ and ∃ respectively.
With them we can recover the type of functions between two types (A→ B)
and the product of two types (A× B). The latter one, always under ”type-
as-proposition”, can be understood as the logical conjunction ∧. This note
will make the next definitions clearer.

Definition 3.3.1. Let f : A → B be a function in some context Γ (i.e.
Γ ` f : A→ B in some dependent type theory), we define:

• a left homotopy inverse for f some g derived as Γ ` g : B → A
with ”a homotopy gf ' 1A”, i.e. we define more formally the type of
left homotopy inverses of f as

Γ ` LInv(f) := Σg:B→AΠx:A IdA(gf(x), x) Type

• the type of right homotopy inverses of f analogously

Γ ` RInv(f) := Σg:B→AΠx:A IdA(fg(x), x) Type

• We say that f is a homotopy isomorphism (or simply a h-isomorphism)
if it has both a left and a right homotopy inverses, i.e. if and only if
the following type is inhabitated:

Γ ` isHIso(f) := LInv(f)× RInv(f) Type

• For any types A and B, we can finally define the type of h-isomorphisms
from A to B as follows

Γ ` HIso(A, B) := Σf :A→B isHIso(f)

Remark 3.3.2. Here we used the notion of homotopy isomorphism and not
the one of homotopy equivalence. The difference is that we do not require
that the left and right inverse have to be the same map. When we will
state the Univalence Axiom in the simplicial setting, it will be important to
remember this particular choice.
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For any type B the canonical identity 1B : B → B is obviously an h-
isomophism. Let us now consider a type A and a family of types over A

x : A ` B(x) Type

By the Id-elimination rule we can deduce

x : A, y : A, u : IdA(x, y) ` wx, y, u : HIso(B(x), B(y))

or equivalently (through the →-rules)

x : A, y : A ` wx, y : IdA(x, y)→ HIso(B(x), B(y))

The idea is that given any identity between two terms in A we obtain an
h-isomophism between B(x) and B(y). Moreover this construction gives rise
to a ”map” from the type of identities between the two terms and the one of
h-isomoprhisms between the respective types in the family.

Definition 3.3.3. A family B(x) of types over a type A is called univalent
if for each x, y : A we have that wx, y (using the notation given above) is an
h-isomoprhism, i.e.

` isUnivalent(x : A.B(x)) := Πx, y:AisHIso(wx, y)

We recall that we work in a type theory with universes, i.e. a way to
classify types inside a type. In particular whenever we have a universe U
we have a canonical family El over the type U as the following rules briefly
describe:

` U Type x : U ` El(x) Type

Therefore we can give the definiton of the Univalence Axiom as:

Axiom 3.3.4. (Univalence Axiom) Given a type-theoretic universe U ,
the canonical family El of types over U is univalent.

Informally we can interpret this axiom in the following way: equalities in
the universe correspond to equivalences between types. In particular it states
that the language can never distinguish between equivalent types, since all
concepts has to respect propositional equality.

Now we want to define the Univalence Axiom in the simplicial setting.

Notation: We know that sSet is LCCC (as a particular case of Ĉ with
C a small category). Thus, for any simplicial set B and two objects E1 and
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E2 in the slice category over B, there exist an exponential in sSet/B from
E1 to E2, we denote it as

ρE1, E2 : HomB(E1, E2) −→ B

It can be proved that this particular morphism is a Kan fibration. 90

Remark 3.3.5. Any map g : X → HomB(E1, E2) correspond in a unique
way, through the adjunction, to a map ĝ : X ×sSet/B E1 → E2. Let us define
f := ρE1, E2 ◦g. Then X×sSet/BE1

∼= f ∗E1. Therefore the map g corresponds,
in a natural bijective way, to a pair of maps

(f : X → B, f ∗E1 → f ∗E2)

where the second map is induced by the universal property of the pullback
by ĝ and f ∗E1 → X (defined in the relative pullback). Finally by Yoneda
we get that:

HomB(E1, E2)n ∼= {(∆n b−→ B, b∗E1
u−→ b∗E2)}

The aim is to define the same idea as the ”equivalences” in Type Theory.
In order to do that we want to specify a particular suboject EqB(E1, E2) ⊆
HomB(E1, E2). The idea will be to use the description given in the previous
remark. In order to have a good definition we need a couple of lemmas:

Lemma 3.3.6. Let f : E1 → E2 be a weak equivalence of simplicial sets.
Then for any map g : B′ → B in sSet, the morphism g∗E1 → g∗E2 induced
by f is again a weak equivalence. 91

Lemma 3.3.7. Let f : E1 → E2 be a morphism in sSet/B. If for any n-
simplex b : ∆n → B of B the map fb : b∗E1 → b∗E2 induced on the pullbacks
is a weak equivalence of simplicial sets, then f itself is a weak equivalence.92

Now we can give the definition we were looking for:

Definition 3.3.8. We define the simplicial set EqB(E1, E2) as the suboject
of HomB(E1, E2) determined by the n-simplices:

EqB(E1, E2)n := {(∆n b−→ B, b∗E1
w−→ b∗E2) | w is a weak equivalence}

90[KL16] §3.2, Lemma 3.2.2.
91[KL16] §3.2, Lemma 3.2.3.
92[KL16] §3.2, Lemma 3.2.4.
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Let us see why the previous lemmas imply that the subobject above is
actually well define. Let us set X := EqB(E1, E2) ⊆ HomB(E1, E2) =: Y .
We need to verify that, for any morphism f : [n]→ [m] in ∆, Y (f)|Xm(Xm) ⊆
Xn, so that we can define X(f) as the restriction of Y (f). Let us denote

f̂ : ∆n → ∆m, then Y (f) : Ym → Yn is defined as

∆m y−→ Y 7−→ ∆n f̂−→ ∆m y−→ Y

more precisely

(∆n b−→ B, b∗E1
w−→ b∗E2) 7−→ (b ◦ f̂ , (b ◦ f̂)∗E1

ŵ−→ (b ◦ f̂)∗E2)

If we consider the image of Xm (i.e. setting w a weak equivalence) then, by
Lemma 3.3.6, even ŵ is such, since it is the map induced by w on

f̂ ∗(b∗E1) ∼= (b ◦ f̂)∗E1
ŵ−→ (b ◦ f̂)∗E2

∼= f̂ ∗(b∗E2)

Moreover Lemma 3.3.7 implies that a map X → HomB(E1, E2) is a weak
equivalence if and only if it factors through EqB(E1, E2) 93. This means that
morphism X → EqB(E1, E2) corresponds to pairs of map

(f : X → B, w : f ∗E1 → f ∗E2)

where w is a weak equivalence. Moreover we can even prove that EqB(E1, E2)→
B is a Kan fibration 94.

Now we have all the tools we need to define univalence in the enviroment
of simplicial sets. Let p : E → B be a Kan fibration. We denote π1 and
π2 the projections of B × B. Then, since Kan fibrations are stable under
pullback, we have that both maps π∗1E → B×B and π∗2E → B×B are Kan
fibrations as well. Therefore we can define

Eq(E) := EqB×B(π∗1E, π
∗
2E)

Eq(E)n = {(b1, b2, b
∗
1E

w−→ b∗2E)}

By the observation given above we have that any map X → Eq(E) corre-
sponds to

f1, f2 : X → B and a weak equivalence u : f ∗1E → f ∗2E

93[KL16] §3.2, Corollary 3.2.6.
94[KL16] §3.2, Corollary 3.2.8.
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We define δB : B → Eq(E) as the unique map corresponding to f1 ≡ f2 :=
1B and u := 1E. More precisely we have that δE(b) = (b, b, 1Eb) (where
Eb ≡ b∗E). This morphism has two retractions, for i = 1, 2:

ri : Eq(E)→ B ×B πi−→ B (b1, b2, w) 7→ bi

Remark 3.3.9. If B is a Kan complex, then both projections πi’s are Kan
fibrations, as pullback of Kan fibrations

B ×B π1 //

π2

��

B

��
B // ∆0

Therefore, if this is the case, since the first map displayed in the definition
of ri is always a Kan fibration, then even ri is a Kan fibration. This will be
useful to prove that the univalence axiom holds in the simplicial model.

Definition 3.3.10. A Kan fibration p : E → B is univalent if δE is a weak
equivalence. 95

Remark 3.3.11. Since δE has a retraction, then it is a monomorphism.
In particular, for the model structure considered on sSet, is a cofibration.
Therefore we have that

p is univalent ⇔ δE is an anodyne extension

since anodyne extensions represents acyclic cofibrations in sSet. In the vo-
cabulary of model categories we would say that: p is univalent if and only if
Eq(E) is a path object of B.

One could prove that the type-theoretic definition of univalence given at
the start of this section, iis equivalent to the one just stated in the simplicial
enviroment. A meticolous reader can find a complete explanation in [KL16]
§3.3.

95[KL16] §3.2, Definition 3.2.10.
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3.4 Simplicial Univalence

We start stating the theorem that allows us to talk about a model of
Martin-Löf Type Theory inside simplicial sets:

Theorem 3.4.1. Let α be an inaccesible cardinal96, then Uα carries Π-, Σ-,
Id- and other type-theoretic structures. 97

Moreover, if β < α is also inaccessible, then Uβ gives an internal universe in
Uα closed under all the constructors. 98

Again, if β < α are two inaccessible cardinals, then there exists a model of
Martin-Löf Type Theory in sSetUα with a universe (given by Uβ) closed under
the logical constructors. 99

Finally we will prove that in this particular model the univalence axiom
holds, i.e.:

Theorem 3.4.2. The Kan fibration pα : Ũα → Uα is univalent. 100

Proof Since Uα is a Kan complex (Theorem 3.2.15) r2 : Eq(Ũα)→ Uα is a
Kan fibration (Remark 3.3.9). So, if we show that r2 is a trivial fibration101,
then δŨα would be a weak equivalence too (by the 2-out-of-3 property of
model categories, since r2 ◦ δŨα = 1Uα and r2 would be such). Thus for any
cofibration i : A ↪→ B and any commutative diagram

A
ψ //� _

i

��

Eq(Ũα)

r2

��
B

pϕq
// Uα

(4)

we have to find a filler B 99K Eq(Ũα). By the characterization we gave in
the previous section, such a map would correspond to two maps pp̄1q, pp̄2q :
B → Uα and a weak equivalence w̄ : pp̄1q∗B → pp̄2q∗B. Moreover, by the

96I.e. infinite, regular and strong limit; strongly inaccesible in some literature.
97All the logical contructors that we refer to in all the following theorems can be found

in [KL16] Section A.2.
98This is possible thanks to remark 3.2.12.
99[KL16] §2.3, Theorem 2.3.4 and Corollary 2.3.5.

100The proof that we will outline puts together the one of [KL16] §3.4, Theorem 3.4.1
and the one of [Cis16] §2, Proposition 2.18.

101In the case of sSet it would be an acyclic fibration.
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description of Uα this data is equivalent to two pullbacks, for i = 1, 2,

Ei //

p̄i

��

Ũα

pα

��
B

pp̄iq
// Uα

with p̄i two α-small well-ordered Kan fibration, together with a weak equiv-
alence w̄.

So we can see that the commutative diagram (4) correspond to the fol-
lowing commutative diagram:

A

E2

B

Ē2

E1

........................................................................................................
.....
...........
.

p2

........................................................................................................ .........
...

w...........................................................................................................................................................................
...
.......
.....

p1

.......................................................................................................................................... ............
v2

........................................................................................................
.....
...........
.

p̄2

.................................................................................................................................. ......................
......

where the triangle on the left is induced by ψ through the characterization of
maps into Eq(Ũα), the map ϕ is given by pϕq and the square is a pullback by
the commutativity of (4). Moreover p1 and p2 are α-small well-ordered Kan
fibrations over A, w a weak equivalence between them and Ē2 an extension
of E2 to an α-small well-ordered Kan fibration over B. Therefore to find the
filler required is the same as to complete the diagram to

A

E2

B

Ē2

E1 Ē1

........................................................................................................
.....
...........
.

........................................................................................................ .........
...

...........................................................................................................................................................................
...
.......
.....

.......................................................................................................................................... ............

........................................................................................................
.....
...........
.

.................................................................................................................................. ......................
......

.......................................................................................... ............
v1

.................................................................... .........
...

w̄...........................................................................................................
...
.......
.....

p̄1

where w̄ is a weak equivalence, p̄1 is a α-small well-ordered Kan fibration
and the square on the back is a pullback. As in all other proofs regarding
this kind of Kan fibrations, it is enough to find a α-small Kan fibration, then
using the Axiom of Choice the well-ordering will follow.
By Quillen’s Lemma (Theorem 1.5.11), we can consider a minimal fibration-
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trivial fibration factorization of p̄2:

Ē2
p̄2 //

r̄2 ��

B

S̄

q̄

@@

We define S as the pullback of q̄ along i

S
k //

q

��

S̄

q̄
��

A �
�

i
// B

(5)

Since q̄ is a minimal fibration, then q is such too (Remark 1.5.8). Let us
now consider the commutative square given by the universal property of the
pullback (5):

E2
v2 //

r2:=

��

Ē2

r̄2
��

S
k
// S̄

This is a pullback because (5) and the composition diagram (see below) are
pullbacks

E2
v2 //

p2=qr2
��

Ē2

p̄2=q̄r̄2
��

A �
�

i
// B

Moreovere, since r̄2 is a trivial fibration, then r2 is such as well.

CLAIM: r1 := r2 ◦ w is a trivial fibration.

Let us consider a strong deformation retract u : T ↪→ E1 such that p1 ◦ u
is a minimal fibration (it is possible by Theorem 1.5.10). Then we have a
commutative diagram:

T
r2wu //

p1u ��

S

q��
A

We have that r2wu is a weak equivalence, since it is a composition of such,
between minimal fibrations. Therefore, by Theorem 1.5.9, is an isomorphism.
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Therefore r1 = r2w is a retract of u, and so (through the same argument used
in the proof of Quillen’s Lemma) r1 is a trivial fibration.

We obtain the following diagram, with both squares pullbacks:

E1
//

r1
  

E2
v2 //

r2
��

Ē2

r̄2
��

S
k
//

q

��

S̄

q̄
��

A
i
// B

with r1 a trivial fibration and k a cofibration. Moreover, since p1 = qr1 is
α-small, then r1 is the same102. Therefore, by Lemma 3.2.13, there exists a
pullback of the following form

E1
v1 //

r1
��

Ē1

r̄1
��

S
k
// S̄

(6)

where r̄1 is an α-small trivial fibration as well. In particular v1 is a monomor-
phism, since k is such and these kind of maps are stable under pullback. Thus
we can find a diagonal filler w̄ : Ē1 → Ē2 of the following commutative dia-
gram:

E1
w //

v1

��

E2
v2 // Ē2

r̄2
��

Ē1

w̄

77

r̄1
// S

Since r̄1 and r̄2 are weak equivalences, then by the 2-out-of-3 property of
model categories, even w̄ is a weak equivalence. Composing the pullback (6)
with the other pullback (5) we obtain a new pullback and therefore a diagram
of the form required:

A

E2

B

Ē2

E1 Ē1

........................................................................................................
.....
...........
.

p2

........................................................................................................ .........
...

w...........................................................................................................................................................................
...
.......
.....

p1

.......................................................................................................................................... ............
v2

........................................................................................................
.....
...........
.

p̄2

.................................................................................................................................. ......................
......

i

.......................................................................................................................................... ............
v1

........................................................................................................ .........
...

w̄...........................................................................................................................................................................
...
.......
.....

p̄1

102Same argument used in Theorem 3.2.15.
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We have left to prove that p̄1 is actually α-small. But, since p̄2 = q̄r̄2 is
α-small and r̄1 is surjective (since it is a fibration), then q̄ is α-small too.
Therefore p̄1 = q̄r̄1 is α-small, since it is the composition of α-small mor-
phisms with α regular. 103

Finally, putting together all the results of the last sections, we obtain the
theorem that gives the name to this master thesis:

Theorem 3.4.3. Let β < α be inaccesisible cardinals. Then there is a model
of Martin-Löf Type Theory in sSetUα with a universe (given by Uβ) closed
under the logical constructors and satisfying the Univalence Axiom.
Therefore, the Univalence Axiom is consistent with Martin-Löf Type Theory,
assuming the existence of two inaccessible cardinals.

103Same argument used in Theorem 3.2.15.
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A Yoneda Lemma

A.1 The Statement

In this appendix we will recall the Yoneda Lemma together with some
important consequences.

Let C be a locally small category. We write C(A, X) for the set of
morphism in C between the two objects A and X of C. With Cat we mean
the category of categories.
For any object A of C we denote with hA : C→ Set the representable functor
defined as follow

X � //

f

��

C(A, X)

f◦−
��

Y � // C(A, Y )

On the other hand we will write hA : Cop → Set for the contravariant functor
represented by A, defined as X 7→ C(A, X).

Lemma A.1.1. (Yoneda)

• For any covariant functor F : C→ Set there is a bijection

n.t.(hA, F ) ∼= F (A)

where the first set is the set of all natural transformations between the
two functors. Moreover the bijection is natural both in A and in F .

• For any contravariant functor G : Cop → Set there is a bijection

n.t.(hA, G) ∼= G(A)

Moreover the bijection is natural both in A and in G.

Now let us introduce the so called Yoneda Embedding. We will denote it
as Y ′ : C→ Cat(C, Set) and it is defined in the following way:

C � //

f
��

hC

C ′ � // hC′

−◦f

OO
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Corollary A.1.2. The Yoneda embedding is full and faithful. Thus in par-
ticular the object that represents a representable functor is unique up to iso-
morphism.

Proof The first part is actually equivalent to the Yoneda Lemma itself.
Because Y ′ is full and faithful if and only if for any C, C ′ ∈ Ob(C) we have

Y ′ : C(C, C ′)
∼−→ n.t.(hC′ , hC)

But by definition C(C, C ′) = hC(C ′), thus we get the equivalence.
To show the second part we recall that any functor which is full and faithful
reflects isomorphism. Therefore it is easy to see the uniqueness condition (up
to isomoprhism).

Obviously the same corollary stated in the contravariant setting is still
true. In that case we would have a slightly different ”Yoneda Embedding”,
which we will denote Y : C → Ĉ (where Ĉ stands for the category of con-
travariant functors from C to Set):

C � //

f
��

hC

C ′ � // hC
′

f◦−

OO

A.2 Important Consequences

Proposition A.2.1. Let C be a small category with terminal object ∗. Then
we have that

colimCY := colimX∈Ob(C)Y (X) ∼= Y (∗)

Proof Let us denote {∗} : Cop → Set the constant functor to the singleton
set. First of all we can see straight away that Y (∗) = {∗}, since for any
X ∈ Ob(C) we have that Y (∗)(X) = h∗(X) = C(X, ∗) which is a singleton
by the definition of terminal object.
Moreover for any F : Cop → Set ∈ Ob(Ĉ) we have that exist a unique

natural transformation ξ : F
·−→ {∗} defined componentwise as the constant

map from F (X) to the singleton set. Thus {∗} is the terminal object in

Ĉ. Let us denote ξX the unique natural transformation that exists from
Y (X) to {∗}. So for any f : X → X ′ morphism in C we have the following
commutative diagram
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Y (X)
f◦− //

ξX ""

Y (X ′)

ξX
′

{{
{∗}

Now we have left to prove that {∗} satisfies the universal property of the

colimit. In order to do that we consider a functor S ∈ Ob(Ĉ) together with

natural trasformations sX : Y (X)
·−→ S for any object X in C such that for

any morphism f : X ′ → X sX ◦ (f ◦ −) = sX
′
.

WTS: ∃! η : {∗} ·−→ S such that ∀X η ◦ ξX = sX

(∃) For any object X we define ηX : {∗} → S(X) as the map sending the
unique element of the singleton to sXX(IdX). We need to prove that η
is actually a natural transformation, i.e. for any f : X ′ → X we need
to prove that the following diagram commutes

{∗} ηX // S(X)

S(f)

��
{∗} ηX′

// S(X ′)

Therefore we have to prove that S(f)(sXX(IdX)) = sX
′

X′(IdX′). But since
s is a natural transformation we have that S(f)(sXX(IdX)) = sXX′(f).
Moreover sXX′(f) = (sX ◦ (f ◦ −))X′(IdX) which is equal to sX

′

X′(IdX′)
by the way we have choosen the sX ’s.
Nevertheless for any object X the equality η◦ξX = sX holds. Explicity
for any f : X ′ → X we know that sXX′(f) = sX

′

X′(IdX′) = ηX′ ◦ ξXX′(f).
Thus we get the existence of the natural transformation that we wanted.

(!) The equality stated above gives us the uniqueness, since any η has to
be such that ηX(∗) = ηXξ

X
X (IdX) = sXX(IdX).
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Theorem A.2.2. (Density Theorem) Any functor F : Cop → Set can be
represented (in a canonical way) as a colimit of a diagram of representale
functors hC for objects C in C.104

Proof First of all we have to define the category for the diagram (for the
colimit). We define the so-called ”category of elements of F”105 as el(F ):

• The objects are the couples (C, x) where C is an object of C and
x ∈ F (C).

• We define a morphism from (C, x) to (C ′, x′) as a morphism f : C → C ′

in C such that F (f)(x′) = x. The composition is defined in the obvious
way.

Let us introduce the diagram M : el(F )→ Ĉ defined as:

(C, x)

f

��

� // hC

f◦−
��

(C ′, x′) � // hC
′

CLAIM: F ∼= colimM

For any element (C, x) we find a natural tranformation yx : hC
·−→ F , namely

the one corresponding to x through the Yoneda isomorphism. It is easy to
prove that we obtain a cocone of the diagram with vertex F .

Now we have left to prove the universal property. Therefore we consider
another cocone {ηx : hC → L}(C, x) and we want to find a unique morphism
ϑ : F → L as shown in the following diagram

hC
f◦− //

yx   

ηx

##

hC
′

yx
′

~~

ηx
′

{{

F
∃!ϑ
��
L

But by Yoneda each ηx correspond to an element z ∈ L(C) and thus ηx = yz

(where the last one is the natural transformation defined by Yoneda). Since

104[Mac78] Chapter III, §7, Theorem 1.
105[Rie11] §3, page 5.
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L is a cocone we have that L(f)(z′) = z.

We define θC : F (C) → L(C) as x 7→ z, where z is the element found
by Yoneda starting from the component of the cocone L corresponding to
the element (C, x) of el(C). To prove that ϑ is natural let us consider a mor-
phism f : C ′ → C and let us denote x′ := F (f)(x). Then f is a morphism in
el(C) and so z′ = L(f)(z) too. We need to prove that the following diagram
commutes:

F (C)

F (f)

��

ϑC // L(C)

L(f)

��
F (C ′)

ϑC′
// L(C ′)

But L(f) ◦ ϑC(x) = L(f)(z) = z′ and ϑC′ ◦ F (f)(x) = ϑC′(x
′) = z′ since

the Yoneda isomorphism is natural. Always for Yoneda the natural trans-
formation found is the unique making all the triangles commute. Thus the
claim.

Proposition A.2.3. (Transpose Argument) Given a pair of adjunctions
Fi a Gi : D→ C for i = 0, 1, then we have a bijective correspondence between
natural transformations F0

·−→ F1 and the ones G1
·−→ G0. Moreover:

F0
∼= F1 ⇔ G1

∼= G0

Proof A natural transformation ϕ : F0
·−→ F1 is the data of a collection

of morphism ϕX : F0(X) → F1(X) for any object X in C natural in X.
Since the Yoneda Embedding is fully faithful, this collection correspond to a
collection (still natural in X) of natural transformation

hF1(X) ·−→ hF0(X)

By definition this means to have, for any X ∈ Ob(C) and Y ∈ Ob(D), maps
(natural in X and Y )

D(F1(X), Y ) −→ D(F0(X), Y )

Through the adjunctions Fi a Gi we can see that the data of such maps is
equivalent to

C(X, G1(Y )) −→ C(X, G0(Y ))

again natural both in X and Y . By definition this gives rise to a natural
transformation

hG1(X)
·−→ hG0(X)
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and therefore, applying another time Yoneda, we get a collection of maps
G1(Y ) → G0(Y ), for any object Y of D, natural in Y . Thus we obtain the

unique natural transformation G1
·−→ G0 required.

Since the Yoneda embedding reflects isomorphism we have even the sec-
ond property.

Corollary A.2.4. If we have F a G a H : C→ D, then:

GH ∼= IdC ⇔ GF ∼= IdC

Thus H is fully faithful if and only if F is such.

Proof We just apply the previous proposition with F0 := IdC, F1 := GF ,
G0 := IdC and G1 := GH. For the second part we just recall that a right
adjoint is fully faithful if and only if the adjunction counit is an isomorphism.
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B Model Categories

All the definitions and propositions stated in the following appendix can
be found in [DS95] in §3 and successive. Anoother reference can be [GJ99]
Chapter II, §1.

B.1 Main Definitions

Definition B.1.1. Let C be a category and f : X → X ′ and g : Y → Y ′ two
morphism in C. We say that f is a retract of g if there exists a commutative
diagram

X

IdX

&&i //

f
��

Y r //

g
��

X

f
��

X ′

IdX′

88i′
// Y ′

r′
// X ′

Definition B.1.2. A category C is a model category if it has three classes
of morphism

(i) Weak equivalences, usually denoted by
∼−→

(ii) Fibrations, usually denoted by �

(iii) Cofibrations, usually denoted by ↪→

closed under composition and such that for any object X in C the identity
map IdX is in all of them. The fibrations(/cofibrations) that are even weak
equivalences are called acyclic fibrations(/cofibrations). Furthermore it
is required that the following axioms hold:

MC1 C has finite limits and finite colimits.

MC2 (2-out-of-3) Given two composable maps f, g in C, if two maps between
{f, g, g ◦ f} are weak equivalences, then the last one it is such.

MC3 If f is a retract of g and g is a weak equivalence, a fibration or a
cofibration, then f is a weak equivalence, a fibration or a cofibration,
respectively.
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MC4 For any commutative diagram

A

i
��

f // X

p
��

C g
// Y

If either i is a cofibration and p an acyclic fibration, or i an acyclic
cofibration and p a fibration, then there exists a diagonal map h : B →
X, i.e. a map in C such that ph = g and hi = f .

MC5 For any morphism f : A→ B in C there are two factorizations

A

i   

f // B

X

p

>>

where

(a) i is a cofibration and p is an acyclic cofibration.

(b) i is an acyclic cofibration and p is a cofibration.

Remark B.1.3. It is quite straight forward to prove that if C is a model
category then we can obtain a model structure on the dual category Cop as
well. In this case we should choose as cofibrations the fibrations in C and as
fibrations the cofibrations in C.

Notation: By MC1 we know that in any model category C there are both
an initial object and a terminal one. We denote them ∅ and ∗ respectively.

Definition B.1.4. An object X of a model category C is called:

• Fibrant object if the unique morphism X � ∗ is a fibration.

• Cofibrant object if the unique morphism ∅ ↪→ X is a cofibration.
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Definition B.1.5. • An object A∧I of a model category C is a cylinder
for A if there is a factorization

Aq A

i %%

1A+1A // A

A ∧ I

∼
ϕ

<<

where ϕ is a weak equivalence.

• It is a good cylinder if i is moreover a cofibration.

• It is a very good cylinder if i is a cofibration and ϕ a fibration.

Definition B.1.6. • An object XI of a model category C is a path ob-
ject for X if there is a factorization

X
∼

ψ   

(1X , 1X) // X ×X

XI

p

::

where ψ is a weak equivalence.

• It is a good path if p is moreover a fibration.

• It is a very good path if p is a fibration and ψ a cofibration.

B.2 Some Properties

The following proposition tells us that actually, in a model category,
we can recover fibrations (/cofibrations) just from the classes of cofibra-
tions(/fibrations) and weak equivalences.

Proposition B.2.1. In a model category C we have that:

(i) The cofibrations in C are the maps which have the LLP (left lifting
property) with respect to acyclic fibrations.

(ii) The acyclic cofibrations in C are the maps which have the LLP (left
lifting property) with respect to fibrations.

(iii) The fibrations in C are the maps which have the RLP (right lifting
property) with respect to acyclic cofibrations.
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(iv) The acyclic fibrations in C are the maps which have the RLP (right
lifting property) with respect to cofibrations.

Proof The proof can be found in [DS95], Proposition 3.13.

Proposition B.2.2. In a model category C we have that:

(i) Fibrations and acyclic fibrations are stable under pullback.

(ii) Cofibrations and acyclic cofibrations are stable under pushout.

Proof The idea is to use the proposition above, a complete proof can be
found in [DS95], Proposition 3.14.

In the enviroment of model categories is possible to introduce the concept
of left and right homotopy between maps (through the definition of cylinder
and path object). These relations turn out to be equivalence relations if the
starting object is cofibrant or the ending object is cofibrant, respectively.
In this way we can construct a new category Ho(C) called the homotopy
category associated to the model category C. 106

Lemma B.2.3. Let f : A → X be a map in a model category C. If A and
X are both fibrant and cofibrant, then: 107

f is a weak equivalence ⇔ f has an homotopy inverse

Another way to get the homotopy category is through the categorical
notion of localization.

Definition B.2.4. Let E be any category and W a class of morphism in E.
A category D together with a functor F : E→ D is said to be a localization
of E with respect to W if:

• For any morphism f ∈W, F (f) is an isomorphism in D.

• (Universal Property) For any other pair (D′, G) such that G is a functor
from E to D′ sending any morphism in W to an isomophism, there exists
a unique functor G′ : D→ D′ such that G′ ◦ F = G.

E F //

∀ G ��

D
∃ ! G′

D′
106[DS95] §4 and §5.
107[DS95] §4, Lemma 4.24.
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Definition B.2.5. Let C be a model category. We define the homotopy
category Ho(C) associated to C as the localization of C with respect to the
class of weak equivalences. 108

108[DS95] §6, Theorem 6.2.
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