
On the Local Theta Correspondence

Jialiang ZOU
Supervised by Mr. Gaëtan CHENEVIER
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Abstract

In this mémoire, We study the local theta correspondence for spherical rep-
resentations.

First we introduce the Weil representation: Let F be a local field and (W, 〈, 〉)
be a symplectic space over F . Take V1, V2 to be two transversal lagrangians of
W , such that W = V1 ⊕ V2. The Weil representation is a representation of the
metaplectic group Ŝp(W ), which is a double cover of Sp(W ), on S(V1)(the space
of Schwartz functions on V1).

One can restrict the Weil representation to a dual reductive pair inside Ŝp(W )
and study this new representation. The local theta correspondence predicts a
bijection between irreducible representations of these two groups for which the
tensor product appears as a sub-quotient of this representation. We will focus on
one case of the local theta correspondence in this mémoire: the dual reductive
pair O(W1,Φ1)×Sp(W2,Φ2) inside Ŝp(W1⊗W2), where (W1,Φ1) is a symmetric
bilinear space of dimension divisible by 8, and (W2,Φ2) is a symplectic space.
Moreover, We only consider the local theta correspondence for the spherical
representations of these two groups. For this case, Rallis gives an explicit map
in terms of the ’Langlands principle of functoriality’. The main goal of this
mémoire is to understand Rallis’s result.
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1 Notation

Let F be a non-Archimedian local field.
Let A be the ring of integers of F
Let π be a fixed uniformizer of A.
Let q be the number of elements in the residue field A/πA.
Let ψ be a addictive character of F .

2 Weil representation

2.1 The Heisenberg group

2.1.1 Basic definitions

Let (W, 〈, 〉) be a symplectic space over F.

Definition 2.1. The Heisenberg group associated to W is H(W ) := W ×F with
the group structure

(w1, t1).(w2, t2) =
(
w1 + w2, t1 + t2 + 〈w1, w2〉/2

)
Remark 2.1.1. (i) The center Z of H(W ) is simply {0}×F , and H(W )/Z ∼= W ,
so H(W ) is a two-step nilpotent group.

(ii) A Haar measure of H(W ) can be given by the product measure of W and
F , and this measure is both left and right invariant, hence H(W ) is unimodular.

(iii) If W ∼= W1 ⊕W2, where W1,W2 are symplectic spaces, then there is a
natural homomorphism

κ : H(W1)×H(W2)→ H(W )(
(w1, t1), (w2, t2)

)
7→ (w1 + w2, t1 + t2)

and ker(κ) = {((0, t), (0,−t))|t ∈ F}

2.1.2 Stone-von Neumann theorem

Given any irreducible admissible representation ρ of H(W ), restriction of ρ to
the center Z ∼= F gives a character of Z. We call this character of Z the
central character of ρ. The Stone-von Neumann theorem says that the irreducible
admissible representations of H(W ) are classified by their central characters.

Theorem 2.2 (Stone-von Neumann theorem). Let ψ be a character of F , then
up to isomorphism, there exists a unique admissible irreducible representation
(ρ, S) of H(W ) with central character ψ.
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We will prove this theorem step by step.
For any subgroup A ⊂W , put

A⊥ = {w ∈W : ∀a ∈ A,ψ(〈w, a〉) = 1}

it is a closed subgroup of W , and if A is closed, we have A⊥⊥ = A.
Fix a subgroup A ⊆ W such that A = A⊥. For example, we can take A to

be a lagrangian of W . Let AH := A × F and ψA : AH → S1 be the character
extended to AH by being trivial on A. Consider the representation (ρA, SA) to
be the induced representation from ψA, which means

SA = {f : H(W )→ C : ∀a ∈ AH , f(ah) = ψA(a)f(h)

and f is fixed by some open L ⊂W}
ρA acts by the right translation.

We also consider the compact induction, and in our case they are equal:

Lemma 2.3. (ρ, SA) coincides with the compact induction c− Ind
H(W )
AH

ψA.

Proof. Let f ∈ SA be right invariant under a compact open subgroup L ⊂ W .
It suffices to show the compactness of Suppf in AH\H(W ) = A\W .

Suppose that w ∈W and f((w, 0)) 6= 0, for any l ∈ L ∩A, we have

f((w, 0)) = f((w, 0)(l, 0)) = f((l, 〈w, l〉)(w, 0)) = ψ(〈w, l〉)ψA((l, 0))f((w, 0))

Thus ψ(〈w, l〉) = ψA((−l, 0)). This pinned down the image of w modulo (L∩A)⊥.
However (L∩A)⊥ = L⊥+A⊥ = L⊥+A, and L⊥ is compact since W/L is discrete,
hence f is supported on the compact subset A\(L⊥ +A).

Lemma 2.4. Let w ∈ W , L a compact open subgroup of W . Suppose that
ψA = 1 on H(A) ∩

(
(w, 0)(L× {0})(w, 0)−1

)
(this is always possible by taking L

small enough). We can define a function

fw,L(h) =

{
ψA(a) if h = a(w, 0)(l, 0), h ∈ AH(w, 0)(L× {0})

0 otherwise

As w runs over W and L runs over small enough compact open subgroups, these
functions generate SA. In particular, SA 6= 0.

Proof. The hypothesis that ψA = 1 on H(A) ∩
(
(w, 0)(L× {0})(w, 0)−1

)
guar-

antees that fw,L is well defined and lies in SA. Note that SA =
⋃
L S

L
A, the

functions in SLA are dertermined by their values on representatives of the double
coset AH\H/(L× {0}), which are zero for all but finitely many representatives
by the preceding lemma. Our assertion follows at once.

Lemma 2.5. The representation (ρA, SA) is irreducible
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Proof. Fix f ∈ SA, f 6= 0, we want to show that f generates all fw,L under the
action of ρ. Fix w ∈ W . By translating f on the right, we may assume that
f((w, 0)) 6= 0. Let L be a compact open subgroup fix f . Fix a Haar measure on
A and consider the action of S(A). For any φ ∈ S(A), w′ ∈W , we have

(ρ|A(φ)(f))(w′, 0) =

∫
A
f((w′, 0))(a, 0)φ(a) da

=

∫
A
ψ(〈w′, a〉)ψA(a, 0)φ(a) da · f((w′, 0))

This resembles a Fourier transform; write φ(a) = ψA(−a, 0)φ′(a), the last term
becomes ∫

A
ψ(〈w′, a〉)ψ′(a) da · f((w′, 0)) = (φ′µ)∧(w′ +A) · f((w′, 0))

where ν is some Haar measure on A. Choose φ′ so that (φ′ν)∧ is the characteristic
function of w + L + A ⊂ W/A = Â, then ρA|H(φ)f is f multiplied by the
characteristic function of (A+w+L)×F . By taking L small enough, it will be
a multiple of fw,L.

This establishes the existence part of Theorem 2.2.
Let’s consider some choices of A which will be used later. Let V1, V2 be two

transversal lagrangians of W , such that there is a splitting map W ∼= V1 ⊕ V2.
Consider the representation (ρV1 , SV1), by Lemma 2.3, the restriction of function
on W to V2 gives an isomorphism

SV1 → S(V2)

f 7→ f |V2

Here S(V2) means the Schwartz functions on V2. Under this isomorphism, we
can get a representation of H(W ) on the Schwartz space S(V2), which can be
defined as follows.(

ρV1((x+ y, t))ϕ
)

(y′) = ψ
(
〈y′, x〉+

1

2
〈y, x〉+ t

)
ϕ(y′ + y),∀x ∈ V1, y ∈ V2

This is called the the Schrödinger models of H(W ). Moreover, the representation
on S(V1) and S(V2) are intertwined by the Fourier transform

S(V1)→ S(V2)

f 7→ f∧ : f∧(x) =

∫
V1

f(y)ψ(〈y, x〉)dy

Next we prove the uniqueness. Let Sψ(H(W )) be the space consisting of
smooth functions f on H(W ) such that f(zh) = ψ(z)f(h) for all z ∈ Z = {0}×F
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and h ∈ H, and |f | is compactly supported module Z. Restriction of f to W
gives rise to an isomorphism.

Sψ(H(W )) ∼= S(W )

f 7→ f |W×{0}

Sψ(H(W ))[resp.S(W )] admits two representations:

ρr = right translation : ρr(g)f(h) = f(hg)

ρl = left translation : ρl(g)f(h) = f(gh)

so that the H(W )×H(W ) representation ρr ⊗ ρl on Sψ(H(W ))[resp.S(W )] can
be defined.

Lemma 2.6. Let (ρ, S) be a representation of H(W ) with central character ψ,
let S∨ denote the smooth dual of S. Then taking coefficients

S∨ ⊗ S → Sψ(H(W ))

s∨ ⊗ s 7→ fs∨,s(h) := 〈s∨, ρ(h)s〉

gives rise to an intertwining operator c : ρ∨ ⊗ ρ → ρr ⊗ ρl as representation of
H(W )×H(W ).

Proof. The crux is to show that for all s∨, s, the matrix coefficient fs∨,s is com-
pactly supported modulo Z, Take a compact open subgroup L ⊂W , fixing s∨, s,
then for all l ∈ L we have

fs∨,s((w, 0)) = 〈s∨, ρ((w, 0))s〉 = 〈s∨, ρ((w, 0)(l, 0))s〉
= ψ(〈w, l〉)〈ρ((−l, 0))s∨, ρ((w, 0))s〉
= ψ(〈w, l〉)〈s∨, ρ((w, 0))s〉 = ψ(〈w, l〉)fs∨,s((w, 0))

hence fs∨,s((w, 0)) 6= 0 implies that w ∈ L⊥, which is compact.

Lemma 2.7. ρr is isotypic

Proof. Take two transversal lagrangians V1, V2 of W . We have two representa-
tions (ρ,S(V1)), (ρ,S(V2)) with central character ψ. Apply the same construction
to get (ρ̄,S(V1)), (ρ̄′,S(V2)), but this time with central character ψ̄.

Fix a Haar measures on V1 and V2. Recall the general fact that

ρ ∼= Ind
H(W )
(V1)H

(1⊗ ψ) and ρ̄ ∼= Ind
H(W )
(V1)H

(1⊗ ψ̄) are in duality via the pairing

(s′, s) 7→
∫
V2

s′(y′)s(y′) dy′

Now, use Fourier transform to identify ρ̄ and ρ̄′, the above duality pairing be-
comes

(s, s′) 7→
∫
V1×V2

s′(x′)s(y′)ψ(〈y′, x′〉) dx′ dy′
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the matrix coefficient now takes the following form: let x ∈ V1, y ∈ V2,

fs′,s((x+ y), 0)) =

∫
V1×V2

s′(x′)ψ
(
〈y′, x〉+

〈y, x〉
2

)
s(y + y′)ψ(〈y′, x′〉) dx′ dy′

=

∫
V1×V2

s′(x′)s(y′)ψ
(
〈y′ − y, x〉+

〈y, x〉
2

)
ψ(〈y′ − y, x′〉) dx′ dy′

= ψ
(〈x, y〉

2

) ∫
V1×V2

s′(x′)s(y′)ψ(〈y′, x〉 − 〈y, x′〉)ψ(〈y′, x′〉) dx′ dy′

This is the tensor product of two Fourier transforms multiplied by a bicharacter.
Hence ρ̄′ ⊗ ρ ∼= ρr ⊗ ρl. Since ρ is irreducible, restriction to 1×H shows that ρr
is a direct sum of copies of ρ.

Now we can complete the proof of the uniqueness. Let (σ, S) be any smooth
and irreducible representation of H with central character ψ. Using the inter-
twining operator c : σ∨ ⊗ σ → ρr ⊗ ρl, we can fix s∨ ∈ S∨, s∨ 6= 0 to embed σ
into ρr ⊗ ρl. The above lemma implies that σ ∼= ρ.

2.2 Weil representation

Observe that the symplectic group Sp(W ) acts on H(W ) by

Sp(W )×H(W )→ H(W )

(g, (w, t)) 7→ (g(w), t)

The calculation(
g, (w1, t1).(w2, t2)

)
=
(
g, (w1 + w2, t1 + t2 + 1/2〈w1, w2〉)

)
=
(
g(w1 + w2), t1 + t2 + 1/2〈w1, w2〉

)
(
g, (w1, t1)

)
.
(
g, (w2, t2)

)
= (g(w1), t1).(g(w2), t2)

=
(
g(w1) + g(w2), t1 + t2 + 1/2〈g(w1), g(w2)〉

)
=
(
g(w1 + w2), t1 + t2 + 1/2〈w1, w2〉

)
shows that g is really a group homomorphism from H(W ) to H(W ). Note that
this action is trivial on Z.

Definition 2.8. Fix a model (ρ, S) of H(W ), for g ∈ Sp(W ), we can define a
new representation ρg on the same space S by

ρg(h) = ρ(g(h)) for all h ∈ H

As the acting of g is trivial on Z, this is a representation of H(W ) with the same
central character. So by Stone-von Neumann theorem, there exists a linear map
Mg : S → S such that

Mg ◦ ρ = ρg ◦Mg
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By Schur’s lemma , Mg is uniquely determined by g up to a scalar in C∗. This
gives a projective representation ω of Sp(W )

ω : Sp(W )→ GL(S)/C∗ = PGL(S)

We call this projective Weil representation of Sp(W ).

Remark 2.8.1. We point out some inductive nature of the Projective Weil
representation:

Note that if W = W1 ⊕ W2 is a sum of two symplectic space, let (ρ1, S1)
and (ρ2, S2) be the representation of H(W1) and H(W2), we get a representation
(ρ1 ⊗ ρ2, S1 ⊗ S2) of H(W1)×H(W2). For λ ∈ ker(κ) = ((0, t), (0,−t)):

(ρ1 ⊗ ρ2)(λ)(v1 ⊗ v2) = ψ(t)v1 ⊗ ψ(−t)v2 = v1 ⊗ v2.

So ρ1 ⊗ ρ2 is trivial on ker(κ), hence the representation factor through H(W ).
Denote this representation as H(W ) by ρ1⊗̂ρ2. The restrict of ρ1⊗̂ρ2 to the cen-
ter of H(W ) is also ψ, so by Definition 2.8 we can get a projective representation
ωρ1⊗ρ2 of Sp(W ) on S1 ⊗ S2. Composed with the natural injection map

ι : Sp(W1)× Sp(W2) ↪→ Sp(W )

We get a representation of Sp(W1) ⊗ Sp(W2) on S1 ⊗ S2, denote by (ωρ1⊗ρ2 ◦
ι, S1 ⊗ S2).

Also, under the natural map

PGL(S1)× PGL(S2)→ PGL(S1 ⊗ S2)

[A]× [B] 7→ [A⊗B]

we can define a projective representation (ωρ1⊗ωρ2 , S1⊗S2) of Sp(W1)×Sp(W2)
on S1⊗S2. These two representations: (ωρ1⊗ρ2◦ι, S1⊗S2) and (ωρ1⊗ωρ2 , S1⊗S2)
are isomorphic.

For such a representation, consider the fiber product

S̃p(W ) Sp(W )

GL(S) PGL(S)

p̃

ω̃ ω

where
S̃p(W ) := {(g,Mg) ∈ Sp(W )×GL(S) : Mg ◦ ρ = ρg ◦Mg}

Then the projective representation can be lift as a ordinary representation of the
group S̃p(W )
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Theorem 2.9 (Weil). There exist a unique subgroup Ŝp(W ) of S̃p(W ) such that

p := p̃|
Ŝp(W )

: Ŝp(W )→ Sp(W ) is a two fold covering of Sp(W ). Let ε ∈ ker(p)

be the non-trivial elements, there is a short exact sequence

1 {1, ε} Ŝp(W ) Sp(W ) 1
p

Therefore, the restriction of ω̃ to Ŝp(W ) lifts the projective representation ω of

Sp(W ) to an ordinary representation of Ŝp(W ). We denote the group Ŝp(W ) as
the metaplectic group

Remark 2.9.1. (i) The proof can be found in [3]

(ii) Although our construction of S̃p(W ) and Ŝp(W ) depends on the character
ψ we fixed, it can be shown that this does not depend on the character. And the
lifting to Ŝp(W ) is unique. See [4] for detail of this lifting

We will use the Schrödinger models of H(W ) and write explicitly the projec-
tive representation of Sp(W ).

Let W = V1 ⊕ V2 be as before, and consider (ρV1 , SV1). Recall that the
restriction of function on W to V2 gives a isomorphism

SV1 → S(V2)

f 7→ f |V2

Under this isomorphism, We get a representation of H(W ) on the Schwartz space
S(V2), which can be defines as follow.(

ρ((x+ y, t))ϕ
)

(y′) = ψ
(
〈y′, x〉+

1

2
〈y, x〉+ t

)
ϕ(y′ + y), ∀x ∈ V1, y ∈ V2

By calculate the intertwining operator for g ∈ Sp(W ), we get a projective
representation of Sp(W ) on the Schwartz space S(V2) defined as follow.

ρ

((
A 0
0 (At)−1

))
ϕ(X) = |detA|1/2ϕ(tAX)

ρ

((
I B
0 I

))
ϕ(X) = ψ(

tXBX

2
)ϕ(X)

ρ

((
0 I
−I 0

))
ϕ(X) = ϕ̂(X)

Here we pick a representative elements in each class [g] ∈ PGL(SV1). As these
three kind of elements generate the whole group, this defines a action of Sp(W ).
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2.3 Dual reductive pairs

2.3.1 The general case

We define the reductive dual pairs of Sp(W ) and consider the Weil representation
restrict to this reductive pairs.

Definition 2.10. A reductive dual pair (G1, G2) of Sp(W ) is a pair of subgroups
G1 and G2 of Sp(W ) such that both of them are reductive groups and

CentSp(W )(G1) = G2 CentSp(W )(G2) = G1

If W = W1 ⊕W2 is an orthogonal decomposition of symplectic space, and
(G1

1, G
1
2) and (G2

1, G
2
2) be dual reductive pairs of Sp(W1) and Sp(W2), then

(G1, G2) = (G1
1 × G2

1, G
1
2 × G2

2) is a reductive dual pair in Sp(W ). Such pair is
said to be reducible. A reductive dual pair (G1, G2) arises in this way is said
to be irreducible. The irreducible reductive dual pair of Sp(W ) is classified by
Howe, see [6] for a list. We will construct one kind of reductive dual pair in next
section and study it.

We begin with some preliminary about representation of product of two
groups.

Lemma 2.11. Let G1, G2 be locally compact totally disconnected groups and let
G = G1 ×G2

(1) If πi is an admissible irreducible representation of Gi, i = 1, 2, then π1⊗π2

is an admissible irreducible representation of G
(2) If π is an admissible representation of G, then there exists admissible

irreducible representation πi of Gi such that π ∼= π1 ⊗ π2, the isomorphism class
of πi is determined by π

We first proof another lemma that will be used to proof the theorem above.

Lemma 2.12. A smooth G module W is irreducible if and only if WK irre-
ducible as H(G,K) module for all compact open subgroups K of G.

Proof. This follows from the fact that if U is an H(G,K) submodule of WK ,
then (H(G) · U)K = U .

Remark 2.12.1. The definition of H(G,K) can be found in Section 3.1.

We begin to proof the theorem

Proof. It is straightforward that
(i) H(G1 ×G2,K1 ×K2) ∼= H(G1,K1)⊗H(G2,K2) and
(ii) (W1 ⊗W2)K1×K2 ∼= (W1)K1 ⊗ (W2)K2

For every pair of compact open subgroup Ki of Gi and every pair of smooth
Gi module Wi. Assertion (1) follows from (ii) and the irreducible criterion.
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Conversely, let W be an admissible irreducible G module. Let K = K1×K2,
where Ki is a compact open subgroup of Gi, i = 1, 2, be such that WK 6= 0. The
space WK is finite dimensional, so there exist a irreducible H(Gi,Ki) module
WKi
i and an H(G,K) isomorphism αK from WK to WK1

1 ⊗WK2
2 . Similar result

applies to every open subgroup K ′ = K ′1×K ′2 of K. There existsH(Gi,Ki) maps

bi = bi(K,K
′) : WKi

i →W
K′i
i such that the following diagram is commutative.

WK WK1
1 ⊗WK2

2

WK′ W
K′1
1 ⊗WK′2

2

αK

incl. b1⊗b2

α′K

Moreover, the map bi(K,K
′) can be chosen for every pair of compact open

subgroups K,K ′ of this type in such a way as to form an inductive system. Then
W ∼= W1 ⊗W2 where Wi = ind limKiW

Ki
i , and Wi is an admissible irreducible

representation of Gi, i = 1, 2.
The class of Wi is determined by that of W , for the restrictions of W to Gi

is Wi isotypic.

Remark 2.12.2. The reductive groups over non-Archimedean field satisfies the
condition in this lemma.

Definition 2.13. Let H ⊂ S̃p(W ) be a closed subgroup. Define R(H) = {σ : σ
to be an irreducible representation of H such that there existing a H-nontrivial
intertwine map α : S(V1)→ σ}.

For G ∈ Sp(W ), denote Ĝ the inverse image of G in Ŝp(W ). Let (G1, G2) be

a reductive dual pair in Sp(W ), then Ĝ1 and Ĝ2 commute in Ŝp(W ), We have
a natural map

Ĝ1 × Ĝ2 → Ĝ1 · Ĝ2

(g1, g2) 7→ g1 · g2

where product in the right is given in Sp(W ). Under this map, an irreducible

admissible representation of Ĝ1.Ĝ2 can be pulled back to an irreducible admis-
sible representation of Ĝ1 × Ĝ2. By lemma 2.2, such a representation has the
form σ ⊗ σ′ where σ and σ′ are irreducible representation of Ĝ1 and Ĝ2. Thus
R(Ĝ1.Ĝ2) defines a correspondence between irreducible admissible representa-

tions of Ĝ1 and G̃2.

Conjecture 2.13.1 (Howe duality conjecture). If (G1, G2) ia a reductive dual

pair in Sp(W ), then R(Ĝ1.Ĝ2) is the graph of a bijection between R(Ĝ1) and

R(Ĝ2)
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Remark 2.13.1. (i) This conjecture has been proofed by Wee Teck Gan and
Shuichiro Takeda in 2014

(ii) We will study one case of reductive dual pair and only consider the spher-
ical representation of these groups.

2.3.2 O(W1,Φ1)× Sp(W2,Φ2)

We will describe one case of reductive pair: (O(W1,Φ1)×Sp(W2,Φ2)) of Sp(W ).
Let W1 = U ⊕U∗ be a symmetric bilinear vector space of dimension m, with

the symmetric bilinear form Φ1 given by

〈x1 + y∗1, x2 + y∗2〉Φ1 =
1

2
(y∗2(x1) + y∗1(x2))∀x1, x2 ∈ U, y∗1, y∗2 ∈ U∗

We always assume dim(W1) is divisible by 8 in this mémoire.
W2 = V2 ⊕ V ∗2 be symplectic space of dimW2 = 2n with symplectic form Φ2

given by

〈x1 + y∗1, x2 + y∗2〉Φ2 =
1

2
(y∗2(x1)− y∗1(x2)) ∀x1, x2 ∈ V2, y

∗
1, y
∗
2 ∈ V ∗2

.
Let W ∼= W1 ⊗W2, we get a symplectic form on W ∼= W1 ⊗W2 as

〈w1 ⊗ w2, v1 ⊗ v2〉 = 〈w1, v1〉Φ1 .〈w2, v2〉Φ2

Lemma 2.14. (O(W1,Φ1), Sp(W2,Φ2)) is an irreducible reductive dual pair of
Sp(W ).

Proof. We first proof CentSp(W )(O(W1,Φ1)) = Sp(W2,Φ2): let g ∈ Sp(W ) such
that gh = hg for every h ∈ O(W1,Φ1).

Observe that W1 is irreducible as representation of O(W1,Φ1), so W1 ⊗W2

is isotropic as a representation of O(W1,Φ1), and every sub-representation of
W1 ⊗W2 is of the form W1 × V For some V ⊆W2.

Pick an element w2 ∈ W2, denote the line generated by w2 as V2. Consider
the space g(W1 ⊗ V2), as g commute with O(W1,Φ1), the space g(W1 ⊗ V2) is
stabled under the action of O(W1,Φ1), so it is a sub-representation of W1⊗W2.
We then have g(W1 ⊗ V2) = W1 ⊗ V ′2 for some line V2 ∈ W2. We can pick a
w′2 ∈ V2 and write g(w1 ⊗ w2) = g(w1)⊗ w′2 for all w1 ∈W1, then the map

ϑg : W1 →W1

w1 7→ g(w1)

intertwines the action of O(W1,Φ1) as g commutes with O(W1,Φ1). By Shur’s
lemma, there exists λ ∈ C such that g(w1) = λw1 for every w1 ∈ W1. That
means g(w1⊗w2) = λw1⊗w′2 = w1⊗λw′2. So we know that for every w2 ∈W2,
there exists a g(w2) ∈W2 such that g(w1⊗w2) = w1⊗ g(w2) for every w1 ∈W1.
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It is easy to check that the map w2 → g(w2) is an action of g on W2. We then
prove g ∈ Sp(W2): pick a w1 ∈ W1 such that Φ1(w1, w1) = 1, and consider the
action of g on w1 ⊗W2. The symplectic norm on W1 ⊗W2 restrict to w1 ⊗W2

is non-degenerated, as 〈w1, w1〉Φ1 = 1. ?? So g ∈ Sp(W ) implies g ∈ Sp(W2).
The proof of CentSp(W )(Sp(W2,Φ2)) = O(W1,Φ1) is similar. As W1 ⊗W2 is

irreducible as a representation of O(W1,Φ1)× Sp(W2,Φ2), this reductive pair is
irreducible.

Moreover, the map
γ : Ŝp(W )→ Sp(W )

splits on O(W1,Φ1)× Sp(W2,Φ2). The splitting map is given as follows
(a) the map g1 7→ (g1, s1(g1)) for g1 ∈ O(W1,Φ1) where

s1(g1) =

{
1 if det(g1) = 1
〈−1− 1〉F , if det(g1) = −1

(b) the map g2 7→ (g2, 1) for g2 ∈ Sp(W2,Φ2)

Remark 2.14.1. The splitting map is more complicated if we do not assume
8/ dim(W1).

Under this splitting map, we have an action of O(W1,Φ1) × Sp(W2,Φ2) on
S(W1 ⊗ V2). We will write this action explicitly by using a matrix model.

Fix a basis of W1 to be {e1, · · · , em/2, e∗1, · · · , e∗m/2}, where {e1, · · · , em/2} is

a basis of U . Under this basis, we can write elements in O(W1,Φ1) as explicit
matrixes.

Also fix a basis of W2 to be {f1, · · · , fn, f∗1 , · · · , f∗n}, where {f1, · · · , fn} is
a basis of V2. Under this basis we can write elements in Sp(W2,Φ2) as explicit
matrixes.

Observe that the map

ϕ : W1 →W ∗1

w1 7→ ϕ(w1) : v1 7→ 〈v1, w1〉Φ1

is an isomorphism that identified W1 with its dual W ∗1 .
Under the basis {e1, · · · , em/2, e∗1, · · · , e∗m/2}, the dual basis of W ∗1 = W1 can be

given by {e∗1, · · · , e∗m/2, e1, · · · , em/2}. Under these basis, ϕ can be represented

by the matrix

[
0 Im/2

Im/2 0

]
, we denote it as AΦ1 . Under the identification

f : W1 ⊗W2
∼= HomF (W ∗1 ,W2),

we can identify W1 ⊗ V2 with HomF (W ∗1 , V2). We have

W1 ⊗ V2
∼= HomF (W ∗1 , V2) ∼= Mmn(F )

14



The last isomorphism is given by writing g ∈ HomF (W ∗1 , V2) as a matrix under
the basis {e∗1, · · · , e∗m/2, e1, · · · , em/2} of W ∗1 and the basis {f1, · · · , fn} of V2.

Using this, we can transfer the action of O(W1,Φ1)×Sp(W2,Φ2) on S(W1⊗
V2) to S(Mmn(F )). This new action is defined as follows:

For g1 ∈ O(W1,Φ1)
π(g1)f(X) = f(g−1

1 X)

For g2 ∈ Sp(W2,Φ2)

π

(
A 0
0 (At)−1

)
f(X) = (detA)m/2f(XA)

π

(
1 B
0 1

)
f(X) = ψ(Tr(BXtAΦ1X)/2)f(X)

π

(
0 I
−I 0

)
f(X) =

∫
Mm×n(F )

f(Y )ψ(−Tr(Y tAΦ1X))dY

By Iwasawa decomposition, these three kind of elements generate Sp(W2,Φ2). So
these define an action of O(W1,Φ1)×Sp(W2,Φ2). We denote this representation
as ρmn

Remark 2.14.2. By Remark 2.8.1, for n = n1 + n2, we have the restriction of
(ρmn, S(Mmn(F ))) to (O(W1,Φ1)× Spn1

(F )×O(W1,Φ1)×Spn2(F )) is isomor-
phic to (ρmn1 ⊗ ρmn2 , S(Mmn1(F ))⊗ S(Mmn2(F )).

Fix [Y0] ∈Mmn2(F ) and G ∈ Spn2
(F ) ⊂ Spn(F ) the map

γ : S(Mmn(F ))→ S(Mmn1(F ))

f → γ(f) : X 7→ ρmn(G)f [X|Y0]

intertwines the action of Spn1(F ) on both side. This inductive nature of ρmn
will be used later.

We will study this representation in this mémoire. For simplicity, we assume
that m ≥ 2n. We sometimes write ρmn as ρ for brevity if this will not cause
ambiguity.

3 local theta correspondence

We will study the spherical quotient of the representation ρ in this Section. We
give some preliminaries at first.

3.1 Hecke algebra and Satake isomorphism

Let G be a connected, reductive, algebraic group scheme over F . Assume that
G is split over F , then G is the general fibre of a group scheme (also denote G)
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over A with reductive special fibre. Fix a torus T and a Borel subgroup B of G
such that T ⊂ B ⊂ G, and define the Weyl group of T as W = NG(T )/T . We
know that G(A) is a maximal compact subgroup of G. Denote G(A) by K and
let N be the unipotent radical of B, then B = T oN .

3.1.1 Root datum of reductive group

We introduce some fact on root and coroot of G.

Definition 3.1. The character and co-character of T are defined by

X•(T ) = Hom(T,Gm)

X•(T ) = Hom(Gm, T )

These are free abelian groups of rank l = dim(T ), which are paired into

Hom(Gm,Gm) = Z

Consider the adjoint action of T on Lie(G): the lie algebra of G. As T is split,
this action can be diagonalized. The character of T appearing in this action is
called the root of G, denote as Φ. We also have the coroot Φ̌ of G lying inside
X•(T ).

The positive root Φ+ is defined to be the characters appearing in the ad-
joint action of T on Lie(B). We have the decomposition Φ = Φ+ ∪ (−Φ+). It
determines a root basis 4 ⊂ Φ+ consisting of positive indecomposable roots.

The root basis determines a Weyl chamber P+ in X•(T )

P+ ={λ ∈ X•(T )|〈λ, α〉 ≥ 0,∀α ∈ Φ+}
={λ ∈ X•(T )|〈λ, α〉 ≥ 0,∀α ∈ 4}

Let 2ρ =
∑

Φ+ α in X•(T ), then for λ ∈ P+, the half integer 〈λ, ρ〉 is non-
negative.

There is a partial ordering in P+. We say λ ≥ µ if the difference λ − µ
can be written as a sum of positive roots with coefficients in N. If α̌ ∈ 4̌ then
〈α̌, ρ〉 = 1, so λ ≥ µ implies 〈λ − µ, ρ〉 is non-negative half integers. Index the
root basis 4 to be {α1, α2, ...αn}, and define the fundamental co-characters as
εi ∈ X•(T ), i = 1, · · · , n such that 〈εi, λj〉 = δij , j = 1, · · · , n.

Let Ĝ be the complex dual group of G. This is a connected, reductive group
over C whose root datum is the dual of G. If we fixed a maximum torus T̂ and
a Borel subgroup B̂ of G such that T̂ ⊂ B̂ ⊂ Ĝ. Then we have an isomorphism

X•(T̂ ) ∼= X•(T ) (1)

which sends the positive coroots corresponding to B̂ to positive roots corre-
sponding to B. We know that the element λ ∈ P+ ⊂ X•(T̂ ) indexes the finite
dimensional irreducible representation of Ĝ: λ is the highest weight for B̂ acting
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on Vλ. Let χλ = Trace(Vλ) in Z[X•(T̂ )], then χλ is fixed by the Weyl group, so
it lies in the subgroup Z[X•(T̂ )]W . We have an isomorphism

R(Ĝ) ∼= Z[X•(T̂ )]W (2)

Combine Equation 1, we have

R(Ĝ) ∼= Z[X•(T )]W (3)

Example 3.1.1. For GLn(F ), fixed T to be the set of diagonal matrix and B to
be the set of upper triangular matrixes. Let

ei ∈ X•(T ) : ei


t1

.
.
tn

 = ti

ěi ∈ X•(T ) : ěi(t) =


1

.
t

1

 the i× i position is t

then we have 〈ei, êj〉 = δij and

X•(T ) = 〈e1, e2, ..., en〉
X•(T ) = 〈ê1, ê2, ..., ên〉

the roots and coroots are given by

Φ = {ei − ej , 0 ≤ i, j ≤ n}
Φ+ = {ei − ej , 0 ≤ i < j ≤ n}
Φ̌ = {êi − êj , 0 ≤ i, j ≤ n}
Φ̌+ = {êi − êj , 0 ≤ i < j ≤ n}
4 = {e1 − e2, e2 − e3, ..., en−1 − en}
4̌ = {ê1 − ê2, ê2 − ê3, ..., ên−1 − ên}

and the map ι between Φ and Φ̌ is given by ι(ei) = êi. The Weyl chamber is
given by

P+ = {m1ê1 +m2ê2 + ....+mnên|m1 ≥ m2 ≥ ... ≥ mn}

and the partial order on it is defined by

x1ê1 + x2ê2 + ....+ xnên ≥ y1ê1 + y2ê2 + ....+ ynên
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if

x1 ≥ y1, x1 + x2 ≥ y1 + y2, ..., x1 + x2 + ..xn−1 ≥ y1 + y2 + ...+ yn−1

and
x1 + x2 + ..xn = y1 + y2 + ...+ yn

The basis of P+ is {ε1, ε2, ..., εn} where

ε1 = ê1, ε2 = ê1 + ê2, ..., εn = ê1 + ê2 + ...ên

εi correspondent to Vεi =
∧iCn under the isomorphism given by Equation 3.

3.1.2 Hecke algebra

Definition 3.2. Let G be a connected reductive group over F , the Hecke algebra
H(G) of G is defined to be the space of all compactly supported functions φ :
G→ C. The product is defined by convolution:

(φ ∗ ψ)(g) =

∫
G
φ(h)ψ(h−1g)dh

Also, we can define the Hecke algebra of G with respect to a open compact
subgroup K:

Definition 3.3. Let G be a connected reductive group over F and K be a open
compact subgroup of G. The Hecke algebra H(G,K) is defined to be the space
of all compactly supported functions φ : G→ C such that φ(kgk

′
) = φ(g) for all

k, k
′ ∈ K. The product is defined by

(φ ∗ ψ)(g) =

∫
G
φ(h)ψ(h−1g)dh

Remark 3.3.1. Let εK be the characteristic function of K, then we have
H(G,K) = εK ∗ H(G) ∗ εK .

We will study the Hecke algebra of G and K defined in Section 3.1. In this
case, K is a maximal compact subgroup of G, andH(G,K) is called the spherical
Hecke algebra of G.

3.1.3 Satake isomorphism

The construction we are going to expound is due to Satake, it is the p-adic
counterpart of a well-known construction of Harish-Chandra in the set-up of real
reductive Lie groups.

Definition 3.4. For any f ∈ H(G,K), define the Satake transform to be

Sf(t) = δ1/2(t)

∫
N
f(tn)dn. = δ−1/2(t)

∫
N
f(nt)dn.
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for t ∈ T , here δ is the modular character of B defined by

δ(t) = det(ad(t)|Lie(N)) = ρ(t)2

Remark 3.4.1. The support of the function

θ : N → C
n→ f(tn)

is {t−1supp(f) ∩N}. As N is closed in G, {t−1supp(f) ∩N} is compact in N .
This shows Sf is well defined.

It is easy to check that δ is trivial on T ′ = T ∩ K: the maximum compact
subgroup of T . Moreover, since f ∈ H(G,K), f(nt) = f(tn) = f(n) for all
t ∈ T ′, we see that Sf is a function on T which is left and right invariant by the
action of T ′.

Theorem 3.5. The Satake transform gives a ring isomorphism

S : H(G,K) ∼= H(T, T ′)W

The proof can be found in [1, Theorem 4.1]

Remark 3.5.1. (i) The theorem implies the commutativity of the Hecke algebra
H(G,K), as H(T, T ′) is obviously commutative.

(ii) We explain idea of proving the theorem: For τ ∈ X•(T ) and cτ be the
characteristic function of Kτ(π)K. By calculation, One get S(cτ ) = q〈τ,ρ〉χτ +∑

µ≤τ aτ (µ)χµ, and the number of µ ∈ P+ such that µ ≤ τ is finite. As G =⋃
τ∈X• Kτ(π)K is a open cover of G, there exist a finite set Λ ⊂ X•(T ) such that

support of f is inside KτK for τ ∈ Λ. So S(f) is a finite sum of the function
χµ for µ ∈ X•(T ), hence compact support on T . The isomorphism of these two
ring also come from these calculation.

We give a further description of H(T, T ′)W :

0→ T ′ → T → X•(T )→ 0

is an exact sequence of locally compact groups, where the last arrow γ is given
by γ(t), and γ(t) is the unique co-character of T satisfies

〈γ(t), χ〉 = ord(χ(t))

for all χ ∈ X•(T ) and t ∈ T . The choice of a uniformizer π of F gives the split
of this sequence, which maps λ ∈ X•(T ) to the elements λ(π) in T.

Lemma 3.6. We have

β : H(T, T ′) ∼= C[X•(T )]

νλ → [λ]

Here νλ denotes the characteristic function of λ(π)T ′ = T ′λ(π)

19



Proof. The bijection is given by the exact sequence above, and as νλ∗νµ = νλ+µ,
this is a ring isomorphism.

Combine Equation 3, Lemma 3.5 and Lemma 3.6, we have

H(G,K) ∼= H(T, T ′)W ∼= C[X•(T )]W ∼= R(Ĝ)⊗ C

Let {ε1, ε2, ..., εn} be a basis of X•(T ), we have

C[X•(T )]W ∼= C[ε1, ..., εn, ε
−1
1 , · · · , ε−1

n ]W

. So we get the the structure of H(G,K) as a polynomial algebra.

Example 3.6.1. We give an example for the case G = GLn(F ) and K =
GLn(A). From Example 3.1.1 we have:

H(G,K) ∼= C[X•(T )]W ∼= C[ê1, · · · , ên, ê−1
1 , · · · , ê−1

n ]W ∼= C[ε1, · · · , εn, ε−1
n ],

and εi corresponds to
∧iCn , εn corresponds to det and ε−1

n corresponds to det−1

in R(Ĝ)⊗ C.

3.2 Spherical representation

We will define the spherical representation of G and classify these in terms of
the character of Its spherical Hecke algebra.

Definition 3.7. Let G and K be in Section 3.1, for an admissible representation
(π, V ) of G, we call it spherical if it contains a K fixed vector

Theorem 3.8. (i) If (π, V ) is an irreducible admissible representation and V K

is nonzero , then V K is an irreducible H(G,K) module.
(ii) If (π, V ) and (σ,W ) are irreducible admissible representations, and if

V K ∼= WK as H(G,K)modules, then π and σ are isomorphic representations.

Proof. We prove (i) first. If V is irreducible, it is sufficient to show that
H(G,K)u = V K for a given nonzero u ∈ V K . Let v ∈ V K , since V is irreducible,
we may find ψ ∈ H(G) such that π(ψ)u = v. Consider φ = εK∗ψ∗εK ∈ H(G,K).
We have π(εK)u = u and π(εK)v = v since u, v ∈ V K . Now

π(φ)u = π(εK)π(ψ)π(εK)u = π(εK)π(ψ)u = π(εK)v = v

proves that v ∈ H(G,K)u.
We then prove (ii). Suppose V and W are irreducible G modules such that

V K and WK are isomorphic as H(G,K) modules.
Let λ : V K → WK denote an isomorphism. Let l : WK → C be a nonzero

linear functional and let ω ∈WK be a vector such that l(w) 6= 0. We claim that
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there exists ω̂ ∈ ŴK such that l(x) = 〈x, ŵ〉 for x ∈WK . Indeed, we can extend
the functional l to an arbitrary functional ŵ1, then take ŵ = σ̂(εK)(ŵ1).

〈x, ŵ〉 =
1

vol(K)

∫
K
〈x, σ̂(k)w1〉 dk =

1

vol(K)

∫
K
〈σ(k)x,w1〉 dk = l(x).

Similarly we may find v̂ ∈ V̂ K such that l(λx) = 〈x, v̂〉 for x ∈ V K , let v ∈ V K

be the unique vector such that λ(v) = w. We will show that if φ ∈ H, then

〈π(φ)v, v̂〉 = 〈σ(φ)w, ŵ〉.

If φ ∈ H(G,K), we have

〈π(φ)v, v̂〉 = l(λ(π(φ)v) = l(σ(φ)λ(v)) = l(σ(φ)w) = 〈σ(φ)w, ŵ〉.

The general case follows from the following consideration. Let φ ∈ G, and let
φ′ = εK ∗ φ ∗ εK , then

〈π(φ′)v, v̂〉 = 〈π(εK)π(φ)π(εK)v, v̂〉 = 〈π(φ)π(εK)v, π̂(εK)v̂〉 = 〈π(φ)v, v̂〉.

and similarity 〈σ(φ′)w, ŵ〉 = 〈σ(φ)w, ŵ〉. Thus the general case follows from the
special case we have proved.

Now let L ⊂ K be a smaller compact open subgroup. Since V L and W l

are finite dimensional simple H(G,L) modules we conclude that V L ∼= WL as
H(G,L) modules. The isomorphism are uniquely determined up to scalar by
Schur’s lemma and the scalar is determined if we require that the isomorphism
agree with λ on V K ⊂ V L. Now if L′ is another compact open subgroup of K,
then the isomorphism λL and λ′L must agree on V L ∩ V L′ because they agree
with λL∩L′ on V L∩L′ ⊃ V L ∩V L′ . Therefore these isomorphism may be patched
together to get aH(G) isomorphism V →W . It is a G module isomorphism since
π(g)v = π(φ)v if φ is any function supported on a sufficiently small neighborhood
of g such that

∫
G φ = 1, so the action of H(G) determines the action of G on

any admissible module.

Recall that H(G,K) is a finite dimensional commutative algebra, so the ir-
reducible module of it is one dimensional. It gives a character of H(G,K).

Proposition 3.9. Let V be an irreducible spherical representation of G, then
V K is one dimensional.

Let f ∈ HK , we know that f maps V to V K , so f is finite operator, hence it
is in the trace class. Moreover we have

Proposition 3.10. Let χ be the character of H(G,K) induced by the action on
V K , for f ∈ H(G,K), χ(f) = Trace f|V
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Proof. Recall a statement from linear algebra: suppose that W ⊆ V is a finite
dimensional vector space over C. If X is a linear operator on V and the image
of X lies in W , then X is of a finite operator and is in the trace class. We
have TraceX|V = TraceX|W . Applying this for the action of f on V , we get
Trace f|V = Trace f|V K = χ.

As we have the Satake isomorphism

S : H(G,K) ∼= R(Ĝ)⊗ C (4)

the complex characters of H(G,K) give the complex characters of R(Ĝ)⊗C. On
the other hand, we know that the complex characters

ω : R(Ĝ)⊗ C→ C

are indexed by the semi-simple conjugacy class s in the dual group Ĝ. The value
of the character ωs on χλ is given by

ωs(χλ) = χλ(s) = Trace(s|Vλ)

We call s the Satake parameter of the character of H(G,K) and have the fol-
lowing lemma:

Lemma 3.11. For any irreducible spherical representation π of G, the map
π → s(π) gives a bijection between the set of isomorphic classes of spherical
representations of G and the set of semi-simple conjugacy classes s(π)in Ĝ

We will construct the spherical representation by the principle series:
Let χ be a complex unramified character of T , we extend it to B by letting

it be trivial on N and still denote it as χ. Define the induced representation
from χ to be

(
IndGB(δ1/2χ), I(χ)

)
i.e. I(χ) is the space consisted of the locally

constant functions f : G→ C such that

f(tng) = δ1/2(t)χ(t)f(g) for t ∈ T, n ∈ N, g ∈ G

and the group G acts by right translation:

ρ(g)f(g′) = f(g′g) for g, g′ ∈ G

here δ is the modular character of B.

Lemma 3.12. If χ is a unramified character of T , then I(χ) is spherical, and
dim(I(χ)K) = 1.

Proof. Recall the Cartan decomposition of G: G = TNK, then f ∈ I(χ)K

implies that f(tnk) = f(tn) = δ1/2(t)χ(t)f(1) . So f is determined by its value
f(1), hence I(χ)K is one dimensional.

22



Denote ϑχ to be the character of H(G,K) obtained by its action on I(χ)

Definition 3.13. For ∀χ unramified character of T , The Satake Fourier trans-
form of f is defined as:

FS(f)(χ) =

∫
T
S(f)(t)χ(t)dt

Lemma 3.14. FS(f)(χ) = ϑχ(f).

Proof. Pick a spherical vector f ′ such that f ′(1) = 1, then f ′(tnk) = δ1/2(t)χ(t).
For f ∈ H(G,K)

ϑχ(f) = f ∗ f ′(1) =

∫
G
f(g)f ′(g)dg

Choose a the left (also right) Haar measure on G related to the Iwasawa decom-
position as follows: ∫

G
f(g) dg =

∫
K

∫
T

∫
N
f(tnk) dk dt dn (5)∫

G
f(g) dg =

∫
K

∫
T

∫
N
f(knt) dk dt dn (6)

Here we choose a Haar measure on K,N, T such that
∫
K dk = 1,

∫
N∩K dn =

1,
∫
T∩K dt = 1. We have∫

G
f(g)f ′(g)dg =

∫
K

∫
T

∫
N
f(tnk)f ′(tnk) dk dt dn =∫

K

∫
T

∫
N
f(tn)δ1/2(t)χ(t) dk dt dn =

∫
T
χ(t)δ1/2(t)

∫
N
f(tn) dt dn =∫

T
χ(t)Sf(t) dt = FS(f)(χ)

Denote the set of all the complex unramified character of T as Λ(T ). For χ ∈
X•(T ) and s ∈ C, we can define a complex character χs of T by χs(t) = |χ(t)|s.
This defines a map:

Ψ : X•(T )⊗ C→ Λ(T )

Let M = {m ∈ X•(T ) ⊗ C|〈m,α〉 ∈ Z,∀α ∈ X•(T )}, then the kernel of Ψ is
given by 2πi

log qM . We have the following lemma.

Lemma 3.15. The above map defines an isomorphism :

Ψ′ : X•(T )⊗ C
/( 2πi

log q
M
)
→ Λ(T )
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If we choose a basis of X•(T ) to be {χ1, χ2, ...;χn}, then the map Ψ is defined
as follows: if s =

∑
i siχi ∈ X•(T )⊗C, for si ∈ C, i = 1, 2, .., n, then Ψ(s) ∈ Λ(T )

is the character: Ψ(s)(t) =
∏
i |χi(t)|si .

Next we will calculate ϑχ(f) for χ ∈ Λ(T ) and f ∈ H(G,K). Let

s ∈ X•(T )⊗ C 99K χ = Ψ(s) ∈ Λ(T )

$ ∈ C[X•(T )]W 99K f = S−1$ ∈ H(G,K)

then by calculation, we have

ϑχ(f) = q−〈$,ρ〉q−〈$,s〉

Let W.
(

2πi
logqM

)
= Ŵ be the group of affine transformation of X•(T ) ⊗ C

generated by the group W and the group of translations defined by 2πi
logqM , this

is a semi-product of these two groups, then the above argument shows that
Spec(H(G,K)) ∼= (X•(T )⊗ C)

/
Ŵ , under the pairing:

H(G,K)× {(X•(T )⊗ C)
/
Ŵ} → C

(f, χ)→ ϑχ(f)

3.3 Satake isomorphism for O(W1,Φ1) and Sp(W2,Φ2)

In this section, we will calculate explicitly the Satake isomorphism for O(W1,Φ1)
and Sp(W2,Φ2).

Fix a maximum torus T1, a Borel subgroup B1 of G1 = O(W1,Φ1) as follows:

T1 = {



t1
· 0
tm/2

t−1
1

0 ·
t−1
m/2


|ti ∈ F ∗, i = 1, · · · ,m/2}

B1 = {
(
A 0
0 (At)−1

)
.

(
I B
0 I

)
| A upper triangular and B antisymmetric}

The unipotent radical N1 of B1 is

N1 = {
(
A 0
0 (At)−1

)
.

(
I B
0 I

)
|A unipotent upper triangular and B antisymmetric}

Choose {εi ∈ X•(T1)|i = 1, 2, · · · ,m/2} such that

εi



t1
· 0
tn

t−1
1

0 ·
t−1
n

 = ti
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and {ε̂i ∈ X•(T1)|i = 1, 2, · · · ,m/2} such that

ε̂i(t) =



1
· 0
t
·

1
0 ·

t−1

·


where t is in the i× i position. This gives the basis of X•(T1) and X•(T1), with
the pairing 〈εi, ε̂j〉 = δij . The root and coroot are given by

Φ(G1) = {±εi ± εj , 0 ≤ i, j ≤ m/2, }
Φ+(G1) = {εi ± εj , 0 ≤ i < j ≤ m/2}
Φ̌(G1) = {±ε̂i ± ε̂j , 0 ≤ i, j ≤ m/2}
Φ̌+(G1) = {ε̂i ± ε̂j , 0 ≤ i < j ≤ m/2}
∆(G1) = {ε1 − ε2, ε2 − ε3, · · · , εm

2
−1 − εm/2, εm/2−1 + εm/2}

∆̌(G1) = {ε̂1 − ε̂2, ε̂2 − ε̂3, · · · , ε̂m/2−1 − ε̂m/2, ε̂m/2−1 + ε̂m/2}

The map between Φ and Φ̌ is given by ι(±εi ± εj) = ±ε̂i ± ε̂j .
2ρ = (m− 2)ε1 + (m− 4)ε2 + · · ·+ 2εm/2−1.
The fundamental co-character is

{ε1 = ε̂1, ε2 = ε̂1 + ε̂2, · · · , ε(m/2−2) = ε̂1 + ε̂2 + ε̂3 + · · · ε̂(m/2−2),

ε(m/2−1) = 1/2(ε̂1 + ε̂2 + · · · ε̂(m/2−1) − ε̂m/2), εm/2 = 1/2(ε̂1 + ε̂2 + · · · ε̂(m/2−1) + ε̂m/2)}

The Wely group W (G1) is generated by

wij : εi ↔ εj

wi : εi ↔ −εi

and it is isomorphic to Sm/2 o (Z/2Z)m/2

Remark 3.15.1. The Weyl group of SO(W1,Φ1) contains wij and the even sign
changes, it is isomorphic to Sm/2o(Z/2Z)m/2−1, but O(W1,Φ1) is not connected,
its Weyl group is twice the Weyl group of SO(W1,Φ1).

Taking ε̂i as variable Xi, we have

H(G1,K1)) ' C[X1, . . . , Xm/2, X
−1
1 , . . . , X−1

m/2]W (G1) (7)
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Fix a maximum torus T2, a Borel subgroup ⊂ B2 of G2 = Sp(W2,Φ2) as follows:

T2 = {



t1
· 0
tn

t−1
1

0 ·
t−1
n

 |ti ∈ F
∗, i = 1, · · · , n}

B2 = {
(
A 0
0 (At)−1

)
.

(
I B
0 I

)
|A upper triangular and B symmetric}

The unipotent radical N2 of B2 is

N2 = {
[
A 0
0 (At)−1

]
.

(
I B
0 I

)
|A unipotent upper triangular and B symmetric}

Choose {εi ∈ X•(T2)|i = 1, 2, .., n} such that

εi



t1
· 0
tn

t−1
1

0 ·
t−1
n

 = ti

and {ε̂i ∈ X•(T2)|i = 1, 2, .., n} such that

ε̂i(t) =



1
· 0
t
·

1
0 ·

t−1

·


where t is in the i × i position. This gives a basis of X•(T2) and X•(T2) with
the pairing 〈εi, ε̂j〉 = δij . The roots and coroots are given by

Φ(G2) = {±εi ± εj ,±2εi, 0 ≤ i, j ≤ n, }
Φ+(G2) = {εi ± εj , 2εi, 0 ≤ i < j ≤ n}
Φ̌(G2) = {±ε̂i ± ε̂j ,±ε̂i, 0 ≤ i, j ≤ n}
Φ̌+(G2) = {ε̂i ± ε̂j , ε̂i, 0 ≤ i < j ≤ n}
∆(G2) = {ε1 − ε2, ε2 − ε3, · · · , εn−1 − εn, 2εn}
∆̌(G2) = {ε̂1 − ε̂2, ε̂2 − ε̂3, · · · , ε̂n−1 − ε̂n, ε̂n}
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The map ι between Φ and Φ̌ is given by ι(±εi ± εj) = (±ε̂i ± ε̂j) and ι(±2εi) =
±ε̂n.
2ρ = 2nε1 + 2(n− 1)ε2+, · · · ,+4ε(n−1) + 2εn.
The fundamental co-character is

{ε1 = ε̂1, ε2 = ε̂1+ε̂2, · · · εn−1 = ε̂1+ε̂2+ε̂3+· · ·+ε̂n−1, εn = 1/2(ε̂1+ε̂2+· · ·+ε̂n)}

The Wely group W (G2) is generated by

wij : εi ↔ εj

wi : εi ↔ −εi

and it is isomorphic to Sn o (Z/2Z)n.
Taking ε̂i as variable X ′i, we have

H(G2,K2) ' C[X ′1, . . . , X
′
n, (X

′
1)−1, . . . , (Xn)′−1]W (G2) (8)

3.4 Statement of the local theta correspondence

We will study the Howe duality conjecture for the spherical representations in
this subsection.

Definition 3.16. Let H ⊆ be a closed subgroup of S̃p(W ). Define Rs(H) to be
the set of σ such that σ is an irreducible spherical representation of H, and there
exists a H-nontrivial intertwining map: α : S(V1)→ σ.

Recall that the spherical representation of G1 and G2 is parameterized by
the spectrum of H(G1,K1) and H(G2,K2). We can identify Rs(G1) as a sub-
set inside Spec(H(G1,K1)) and Rs(G2) as a subset inside Spec(H(G1,K1)).
As the spherical representation of G1 × G2 is the tensor product of spherical
representation of G1 and G2, we can identify Rs(G1 × G2) as a subset inside
Spec(H(G1,K1))× Spec(H(G2,K2)).

We will prove the following theorem

Theorem 3.17 (The Main Theorem). Rs(O(W1,Φ1) × Sp(W2,Φ2)) defines a
graph of bijection between Rs(O(W1,Φ1)) and Rs(Sp(W2,Φ2)). Under the iso-
morphism given by Equation 7 and 8, the bijection is given by a closed immersion
β from Spec(H(G2,K2)) to Spec(H(G1,K1)) as follows:

X1 → X ′1
X2 → X ′2
...

...
Xn → X ′n
Xn+1 → pm/2−n−1

Xn+2 → pm/2−n−2

...
...

Xm/2 → p0
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So, if χ ∈ Spec(H(G1,K1)) and µ ∈ Spec(H(G2,K2)) such that I1(χ)⊗ I2(µ) is
a sub-quotient of S(Mm×n(F )), then χ = µ ◦ φ.

Remark 3.17.1. Rigorously saying, β defines a surjective map

C[X1, · · · , Xm/2, X
−1
1 , · · · , X−1

m/2]→ C[X ′1, · · · , X ′n, (X ′1)
−1
, · · · , (X ′n)

−1
]

and restricting it to C[X1, · · · , Xm/2, X
−1
1 , · · · , X−1

m/2]W1 gives the surjection map

C[X1, · · · , Xm/2, X
−1
1 , · · · , X−1

m/2]W1 → C[X ′1, · · · , X ′n, (X ′1)−1, · · · , (X ′n)−1]W2

3.5 Proof of the local theta correspondence

3.5.1 Construct the intertwining operator

We begin to prove the main theorem in this section.
We firstly construct the intertwining operator from S(Mmn(F )) to the un-

ramified principle series of G1 ×G2.
Fix the basis of X•(T1) introduced in section 3.3, we have an isomorphism:

Cm/2 ∼= X•(T1)⊗ C

µ = (s1, s2, ....s(m/2)) 7→
m/2∑
i=1

siεi

where
∑m/2

i=1 siεi is the character of T1 defined as follows

x1 =



t1
· 0
tm/2

t−1
1

0 ·
t−1
m/2


−→

∏
|ti|si

Then we can define (Ind
O(W1,Φ1)
B1

(δ
1/2
1 µ), I1(µ)) as the induced representation

from δ
1/2
1 µ, where δ1(t1) = |t1|m−2|t2|m−4....|tm/2|0 is the modular character with

respect to B1

Fix the basis of X•(T2) introduced in section 3.3, we have an isomorphism:

Cn ∼= X•(T2)⊗ C

χ = (s′1, s
′
2, .., s

′
n) 7→

n∑
i=1

s′iε
′
i
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where
∑n

i=1 s
′
iε
′
i is the character of T2 defined as follows:

x2 =



t1
· 0
tn

t−1
1

0 ·
t−1
n

 −→
∏
|ti|s

′
i

We also can define (Ind
Sp(W2,Φ2)
B2

(δ
1/2
2 χ), I2(χ)) to be the induced representation

from δ
1/2
2 χ, here δ2(t2) = |t1|2n|t2|2n−2....|tn|2 is the modular character with

respect to B2.
Let µ and χ be two unramified characters of T1 and T2 given above, and

I1(χ) and I2(µ) be the corresponding induced representations. By Frobenius
reciprocity.

HomO(W1,Φ1)×Sp(W2,Φ2)(S(Mmn(F )), I1(µ)⊗ I2χ)

∼= HomB1×B2(S(Mmn(F )), δ
1/2
1 µ⊗ δ1/2

2 χ)

To construct the intertwining operator from ρ to the principle series, we just
need to construct some densities on Mmn(F ) lying in the space:

HomB1×B2(S(Mmn(F )), δ
1/2
1 µ⊗ δ1/2

2 χ)

Let Yn be the set of n× n upper triangular matrixes,

Yn = {D(a11, ..., ann)U(zij)|aii ∈ F ∗, zij ∈ F ∗ i < j}

where

D(a11, ..., ann) =


a11 0

·
·

0 ann

 and U(zij) =


1 zij
·
·

0 1

 (n× n matrix)

A right Haar measure of Yn can be defined by∫
Yn

f(Yn)drYn =

∫
D

∫
U
f(U(zij)D(a11, ..., ann))

∏
d×aii

∏
dzij

For σ = {(σ1, σ2, ..., σn)|σi ∈ C } we can define a map Zσ

Zσ :S(Mm×n(F )) −→ C

f −→
∫
Yn

f

(
Yn
0

)∏
|aii|σidrYn
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Theorem 3.18. For σ such that Re(σi) � 0, ∀i, the map Zσ converges for all
f and defines a map in

HomB1×B2(S(Mm×n(F )), δ
1/2
1 µ⊗ δ1/2

2 χ)

where

µ =(σ1 −m/2 + n, σ2 −m/2 + n− 1, σ3 −m/2 + n− 2, ...., σn −m/2 + 1,

n+ 1−m/2, n+ 2−m/2, .., 1, 0)

χ =(−σ1 +m/2− n,−σ2 +m/2− n+ 1,−σ3 +m/2− n+ 2, ....,−σn +m/2− 1)

hence by Frobenious reciprocity, the map

f −→ {(g1, g2)→ Zσ(ρ(g1, g2)(f))}

defines a O(W1,Φ1)×Sp(W2,Φ2) intertwining map from S(Mm×n(F )) to I1(µ)⊗
I2(χ)

Proof. We first check that N1 ×N2 acts trivially on Zσ. As N1 is given by

N1 = {
(
A 0
0 (At)−1

)
.

(
I B
0 I

)
|A unipotent upper triangular and B antisymmetric}

For

n1 =

(
A 0
0 (At)−1

)
.

we have

(n1)−1 =

(
A1 A2

0 A3

)
where A1 is a n × n unipotent upper triangular matrix, and A3 is a (m − n) ×
(m− n) matrix.

Zσ(ρ(n1, 1)(f)) =

∫
Yn

f

([
A1 A2

0 A3
.

] [
Yn
0

])
∏
|aii|σidrYn =

∫
Yn

f

([
A1.Yn

0

])∏
|aii|σidrYn = Zσ(f)

the last equality comes from the fact that A1 ∈ U(zij). For

n1 =

(
I B
0 I

)
write

(n1)−1 =

(
I B1

0 B2

)
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where B1 is n× (m− n) matrix and B2 is (m− n)× (m− n) matrix, then

Zσ(ρ(n1, 1)(f)) =

∫
Yn

f

([
I B1

0 B2
.

] [
Yn
0

])
∏
|aii|σidrYn =

∫
Yn

f

([
Yn
0

])∏
|aii|σidrYn = Zσ(f)

For N2 the proof is the same.
We then calculate the action of T1 × T2 on Zσ(f): for

t1 =



t1
· 0
tm/2

t−1
1

0 ·
t−1
m/2



Zσ(ρ(t1, 1)(f)) =

∫
Yn

f

(


t−1
1

· 0

t−1
m/2

t1
0 ·

tm/2


·
[
Yn
0

])

∏
|aii|σidrYn =

∫
Yn

f

(

t−1
1

t−1
2

·
t−1
n

 · Yn
0

)∏
|aii|σidrYn =

i=n∏
i=1

|ti|n+1−2i
i=n∏
i=1

|ti|σiZσ(f) =
i=n∏
i=1

|ti|n+1−2i+σiZσ(f)

and for

t2 =



t1
· 0
tn

t−1
1

0 ·
t−1
n

 ∈ T2
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Zσ(ρ(1, t2)(f)) =

∫
Yn

i=n∏
i=1

|ti|m/2f
([

Yn
0

] t1
·
tn

)
∏
|aii|σidrYn =

∫
Yn

i=n∏
i=1

|ti|m/2
i=n∏
i=1

|ti|−σif
([

Yn
0

])∏
|aii|σidrYn =

i=n∏
i=1

|ti|m/2−σiZσ(f)

We get

µ⊗ δ1/2
1 (t) =

i=n∏
i=1

|ti|(n+1−2i+σi)

χ⊗ δ1/2
2 (t′) =

i=n∏
i=1

|ti|(m/2−σi)

this implies

µ(t) =

i=n∏
i=1

|ti|(σi+n−m/2−i).
m/2∏

j=(n+1)

|tj |j−m/2

χ(t) =
i=n∏
i=1

|ti|(−σi−n+m/2+i)

As µ and −µ lies in the same orbit upon the action of W̃1 on X•(T1)⊗C. Replace
µ by −µ, we get the following commutative diagram:

X•(T2)⊗ C X•(T1)⊗ C

X•(T2)⊗ C/W̃2 X•(T1)⊗ C/W̃1

β′

p p

β̂

where β′ is defined by β′(s1, · · · , sn) = (s1, · · · , sn,m/2 − n − 1,m/2 − n −
2, · · · , 1, 0). The corresponding map from H(G1,K1) to H(G1,K1) is then given
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by β: 

X1 → X ′1
X2 → X ′2
...

...
Xn → X ′n
Xn+1 → pm/2−n−1

Xn+2 → pm/2−n−2

...
...

Xm/2 → p0

Next we show that this map gives all the intertwining operators from
S(Mmn(F )) to the spherical representations I1(ψ1)⊗ I2(ψ2).

Lemma 3.19. If Zσ(f) is injective on the K1×K2 invariants on S(Mmn(F )),i.e
if f ∈ S(Mmn(F ))K1×K2, Zσ(f) = 0 for every σ such that Re(σi)� 0, ∀i implies
f = 0. Then Zσ gives all the intertwining operator from S(Mmn(F )) to the
spherical representation I1(ψ1)⊗ I2(ψ2). i.e. if there is an intertwining operator
from S(Mmn(F )) to the spherical reprsentation I1(ψ1)⊗I2(ψ2), then ψ1 = β̂(ψ2)
or ψ1 = ψ2 ◦ β

Proof. Define the idea I in H(G1,K1) ⊗ H(G2,K2) which is generated by g ⊗
1 − 1 ⊗ β(g) for every g ∈ H(G1,K1), then Spec(I) is the graph of the map
β̂. Observe that for f ∈ S(Mmn(F ))K1×K2 ,γ ∈ I and σ ∈ Cn such that Zσ(f)
converges, Zσ(ρ(γ)(f)) = ρ(γ)(Zσ(f)) = 0. The last equality comes from the
fact that Zσ(f) is a spherical vector in Iσ(µ) ⊗ Iσ(χ) and it is killed by I. By
the assumption that Zσ is injective, we get γ(f) = 0. Let

δ : S(Mmn(F ))→ I1(ψ1)⊗ I2(ψ2)

As taking the K1 ×K2 invariants is an exact functor, we have

δ : S(Mmn(F ))K1×K2 → I1(ψ1)K1 ⊗ I2(ψ2)K2

is a surjective H(G1,K1) ⊗ H(G2,K2) module morphism. So γ(I1(ψ1)K1 ⊗
I2(ψ2)K2) = 0 for every γ ∈ I. This implies (ψ2, ψ1) ∈ Spec(I), so ψ1 =
β̂(ψ2).

3.5.2 Jacquet module

For a reductive group G and a parabolic subgroup P = MN , we can form a
representation of G by parabolic induction from P , i.e. for an admissible rep-
resentation (ρ,W ) of M , we can extend it to P by letting N act trivially on
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W , denote this new representation by (ρ′,W ). We then construct an induced
representation

(
IndGPW, I(ρ′)

)
from ρ′, where

I(ρ′) = {f : G→ V smooth|f(pg) = ρ′(p)f(g), ∀h ∈ P}

and G acts on I(ρ′) by the right translation. By Frobenious reciprocity, we have

HomG(V ′, IndGPV ) ∼= HomP (V ′|P , V )

for V ′ an admissible representation of G and V a representation extended from
M to P . As we know that N acts trivially on V ,

HomP (V ′|P , V ) ∼= HomM (V ′N , V )

where V ′N is the coinvariant of N . More explicitly, let V ′[N ] be the subspace
generated by ρ(n)v − v for all n ∈ N , then V ′N = V ′/V ′[N ]. Hence the struc-
ture of V ′N as a M module determines the embedding of V ′ into the induced
representation IndGPV .

Definition 3.20. For a representation (ρ, V ) of G, and P,M,N be in above,
the space VN = V/V [N ] is a M ∼= P/N module. Denote the representation of
M on VN as ρN , then (ρN , VN ) is called the Jacquet module of (ρ, V ) associated
to P

Remark 3.20.1. the map V → VN defines a functor from the representation of
G to the representation of M .

Lemma 3.21. The Jacquet functor is exact, i.e. if

0→ U → V →W → 0

is exact as G modules, then

0→ UN → VN →WN → 0

is exact as M modules.

Proof. It is standard fact that

UN → VN →WN → 0

is exact. We will proof UN → VN is injective, this comes from the following
lemma about another criterion for V [N ], which implies U [N ] = U ∩ V [N ].

Remark 3.21.1. In cohomology language, the lemma says that H1(N,V ) = 0.

Assume for the moment N to be any locally compact group such that the
compact open subgroup of N forms a basis of the neighbourhood of identity ,
and possessing arbitrarily large compact subgroups as well. This means that if
X is any compact subset of N , then there exists a compact open subgroup N0

containing X. This condition is satisfied in our case where N is the unipotent
radical of P .
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Lemma 3.22. Suppose N satisfies the condition above. For a compact open
subgroup N0 ⊆ N , let V ′(N0) to be the subspace containing the element {v ∈
V |
∫
N0
ρ(n)v dn}. Define V ′(N) to be

⋃
V (N0), the union over all compact open

groups of N . Then V ′(N) = V [N ].

Proof. We first prove v ∈ V [N ] implies v ∈ V ′(N),. As v is a finite combination
of element of the form ρ((n0)v′) − v′. We just need to prove that element of
the form (ρ(n0)v′ − v′) is in V ′(N). Take a compact open subgroup N0 contain
n0 (this is guaranteed by the assumption). Then

∫
N0
ρ(n)(ρ(n0)v′ − v′) dn =∫

N0
ρ(n)v′ −

∫
N0
ρ(n)v′ = 0.

For the opposite direction, suppose v ∈ V ′(N), which means
∫
N0
ρ(n)vdn = 0

for a N0 which is open compact in N . As V is smooth, there exist a compact
open subgroup N1 ⊂ N such that v ∈ V N1 . Assume N1 ⊂ N0 (We can always
choose such N1), then ∫

N0

ρ(n)v dn = c ∗
∑
N0/N1

ρ(n)v = 0

so
v = d ∗

∑
N0/N1

(ρ(n)v − v)

here c equals the measure of N1 and d equals to −1/d′ where d′ is the number
of element in N0/N1.

3.5.3 Some invariant theory

We present some results coming form classical invariant theory, and this result
will be used later.

We first give a list of maximum parabolic groups inside Sp(W2). Recall that
we have W2 = V2 ⊕ V ∗2 for V2, V

∗
2 be two traversal lagrangians of W , let V ∗2 =

(V ∗2 )0 ⊇ (V ∗2 )1 ⊇ (V ∗2 )2 · · · ⊇ (V ∗2 )n−1 ⊇ (V ∗2 )n = (0) be a flag of codimension
one subspaces. Denote

(P2)k = {g ∈ Sp(W2)|g stable (V ∗2 )k}

Up to conjugacy, {(P2)k, k = 0, 1 · · ·n − 1} gives all the maximum parabolic
subgroups of Sp(W2). The nilpotent radical of (P2)k is given by

(N2)k = {g ∈ Sp(W2)|g fix pointwise (V ∗2 )k, (V ∗2 )k
⊥
/(V ∗2 )k and W2/(V

∗
2 )k
⊥}

and the Levi factor of (P2)k is isomorphic to

GL((V ∗2 )k)× Sp((V ∗2 )k
⊥
/(V ∗2 )k,Φ2)
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Here ⊥ means the perpendicular complement with respect to Φ2, the symplectic

form on W2 naturally gives a symplectic form on (V ∗2 )k
⊥
/(V ∗2 )k, which we also

denote as Φ2 in above.
Under the basis {f1, f2, .., fn, f

∗
1 , f

∗
2 , .., f

∗
n} of W2 given in the subsection 2.3.2,

taking (V ∗2 )k = {f∗k+1, f
∗
k+2, · · · , f∗n}, we can write elements in (N2)k as


I A 0 0
0 I 0 0

0 B I 0
Bt C −At I

 ∈ Spn(F )

 (9)

where A is a k × (n− k) matrix. Also the Levi factor of (P2)k is given by

A 0 0 0
0 B C 0

0 D E 0

0 0 0 (At)
−1

 ∈ Spn(F )


where A ∈ GLk(F ) and

[
B C
D E

]
∈ Spn−k(F )

Consider the following map

Ψ : Mmn(F )→ Symnn(F )

X 7→ XTAΦ1X

where Symnn(F ) is the set of n×n symmetric matrix over F . It is easy to check
that this map is invariant by the action of O(W1,Φ1), so this defines a map

Ψ∗ : S(Symnn(F )) −→ S(Mmn(F ))G1

f −→ δ∗(f) : X 7→ f(XTAΦ1X)

Remark 3.22.1. (i) The geometry meaning of the map Ψ is given as follows:
recall that after taking a basis, we have the isomorphism Mmn(F ) ∼= W1 ⊗ V2

∼=
(W1)n. Under this isomorphism, X ∈Mmn(F ) can be represent by [ξ1, ξ2, ...ξn],
where ξi ∈ W1. Then XTAΦ1X is the Gram matrix of these n vectors, i.e. let
Y = XTAΦ1X, then Yij =< ξi, ξj >Φ1. In the following context, we sometimes
refer X ∈ Mmn(F ) as [ξ1, ξ2, ...ξn], ξi ∈ W1 without mention the isomorphic
above, if this will not cause ambiguity.

(ii) The map Ψ∗ intertwines the action of GLn(F ) on both sides, where the
actions of GLn(F ) are given by the post multiplication.

Definition 3.23. For t = 1, 2, · · · , n, define the characteristic variety Λt of the
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parabolic (P2)t to be the set:

Ψ−1

{(
X 0

0 0

)
|X an arbitrary t× t symmetric matrix

}
=

{
[ξ1| · · · , |ξn]|〈ξi, ξj〉Φ1 = 0 for

{
(n− t− 1) ≤ i ≤ n
(n− t− 1) ≤ j ≤ n

and 〈ξi, ξj〉Φ1 = 0 for

{
1 ≤ i ≤ n− t− 1
1 ≤ j ≤ n− t− 1

}
Lemma 3.24. The space {f ∈ S(Mmn(F ))|f vanish on Λt } coincides with
the Jacquet space S(Mmn(F ))[(N2)t ∩ (N2)0], i.e. the vector space spanned by
ρ(n2)f − f for all n2 ∈ (N2)t ∩ (N2)0 and f ∈ S(Mmn(F ))

Proof. We prove this by two steps.
In step 1 we prove a lemma about the property of the Jacquet space

S(Mmn(F ))[(N2)t ∩ (N2)0].

Lemma 3.25. For f ∈ S(Mmn(F )), f ∈ S(Mmn(F ))[(N2)t ∩ (N2)0] if and only
if there exist a compact open subgroup K ⊆ (N2)t ∩ (N2)0 such that∫

K
ρ(k)f dk = 0

Proof. The ”only if” part deduced from direct calculation. We prove the ”if”
part: if there exist a open compact group K ⊂ (N2)t ∩ (N2)0 such that∫

K
ρ(k)fd k = 0

then f is span of the function ρ(k)g − g for k ∈ K and g ∈ S(Mmn(F )). This
comes from the property that K is compact: Consider V = S(Mmn(F )) as a
representation space of K. As K is compact, the invariant and coinvariant of
K coincide, i.e. V = V K ⊕ VK where V K is the K invariant of V , and VK is
spanned by ρ(k)(f)− f for k ∈ K and f ∈ S(Mmn(F ). And

φ =

∫
K

d k : f 7→
∫
K
ρ(k)fd k

is an project operator from V to V K , so f ∈ ker(φ) implies f ∈ VK

Step 2: With the above lemma, we just need to prove that for f ∈ S(Mmn(F ))
such that f vanishing on Λt, there exists a compact open subgroup K ⊂ (N2)t ∩
(N2)0 such that

∫
K ρ(k)fd k = 0. For X ∈Mmn(F ),

(φKf)(X) =

∫
K
ρ(M)f(X)d k =

∫
K
ψ(Trace(M ′XtAΦ1X))f(X)d k
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Here M ∈ K ⊆ (N2)t ∩ (N2)0 is of the form

[
I 0
M ′ I

]
and M ′ =

[
0 B
Bt C

]
by

Formula 9.
Note that for X ∈Mmn(F )

ηX : (N2)t ∩ (N2)0 → C∗ (10)

M 7→ ψ(Trace(M ′XA
Φ1
X)) (11)

defines a character of (N2)t ∩ (N2)0 as an addictive group.
If X ∈ Λt

M ′XA
Φ1
X =

[
0 B

Bt C

]
·
[
Y 0

0 0

]
=

[
0 0

0 0

]
ηX is trivial on (N2)t∩(N2)0. If X /∈ Λt, then ηX is a non-trivial on (N2)t∩(N2)0.

For X ∈ Λt, f(X) = 0, so φKf(X) = 0. For X /∈ Λt, choose a KX ⊂
(N2)t ∩ (N2)0 such that ηX is not trivial on KX . Then∫
KX

ψ(Trace(M ′XtAΦ1X))f(X)d k = f(X)

∫
KX

ψ(Trace(M ′XtAΦ1X))d k = 0

The last equality comes from the fact that the average of a nontrivial character
on a compact group is 0. Also, as the character is a continuous map, we can
find a neighbourhood UX of X such that for X ′ ∈ UX , ηX′ defines a nontrivial
character of KX . By the fact that the support of f is compact, we can find a K
such that for X ∈ supp(f) and X /∈ Λt, ηX is non-trivial on K, so (φKf)(X) = 0

We then prove a property of the space S(Mmn(F ))K1×K2 .

Lemma 3.26. let f ∈ S(Mmn(F ))K1×K2 and suppose that for each
g2 ∈ Sp(W2,Φ2), ρ(g2)f vanishes on Λ0. Then f = 0

Proof. We prove this by induction on n: For n = 1, up to conjugacy, there is
only one maximum parabolic subgroup of Sp1(F ) ∼= SL2(F ): the Borel subgroup.
As ρ(g2)f vanishes on Λ0, by Lemma 3.24, π(G2)(f) ∈ S(Mmn(F ))[N2], so the
Jacquet module π(G2)(f) is zero. Combine the fact that π(G2)(f) is a cyclic
module generated by f , π(G2)(f) is cuspidal as a representation of G2, but we
know that a cuspidal representation of G2 can not have a K2 fixed vector, while
f ∈ π(G2)(f) is. So π(G2)f is identically 0 on Mmn(F ).

We assume that it has been proved for k ≤ n−1. For X = [ξ1, · · · , ξt, · · · , ξn]
∈ Λt, Freeze the component [ξt+1, · · · , ξn] and consider the Spt(F ) intertwining
map introduced in 2.14.2

S(Mmn(F ))→ S(Mmt(F ))

f → ft : [X1, · · · , Xt] 7→ f [X1, X2, · · · , Xt, ξt+1, · · · , ξn]
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here X1, · · · , Xt are arbitrary vectors, we see that ft is invariant by ρmt(K
t
1×Kt

2),
and f vanishes on Λ0 of Spt(F ). By induction hypothesis, f is zero forX1, · · · , Xt

arbitrary vectors. Hence ρ(G2)f vanishes on Λt for each t, By lemma 3.24,
ρ(G2)(f) ∈ S(Mmn(F ))(N2)t∩N2

∈ S(Mmn(F ))(N2)t , So ρ(G2)(f) is cuspidal as
a representation of Spn(F ), so it can not have K2 fixed vectors. Thus ρ(G2)(f)
is identically zero.

Remark 3.26.1. The lemma shows that the K1 ×K2 invariants functions are
totally determined by its restriction to Λ0.

Next we give a geometric description of the set Λ0. Recall that the group
O(W1,Φ1)×GLn(F ) acts on the set Mmn(F ) by

X −→ g−1
1 .X.g2 for (g1, g2) ∈ O(W1,Φ1)×GLn(F )

This action preserve Λ0, so it defines an action of O(W1,Φ1) × GLn(F ) on Λ0.
The orbit structure is given as follows:

Lemma 3.27. Let Λi0 = {X ∈ Λ0|rank(X) = i}, then Λi0(if nonempty) is an
orbit under O(W1,Φ1)×GLn(F ), and Λ0 is a disjoint union of the form Λin for
i = 0, 1, · · · , n

Proof. X ∈Mmn(F ) = [ξ1, ξ2, ...ξn] ∈ Λi0 if and only if < ξi, ξj >Φ1= 0 and the
rank of [ξ1, ξ2, ...ξn] is i. By right multiplication of a matrix g2 in GLn(F ), we
can make the first i vectors be linear independent and the last be 0. Write as
[ξ1, · · · , ξn]·g2 = [ξ′1, · · · , ξ′i, 0, · · · , 0]. As the subspace spanned by ξ′i, i = 1, · · · , t
is totally isotropic, by Witt’s theorem, there exists a g1 ∈ O(W1,Φ1) such that

g1(ξ′j) = ej , i = 1, · · · , t

So we have

g1 · [ξ1, · · · , ξn] · g2 = g1 · [ξ′1, · · · , ξ′i, 0, · · · , 0] = [e1, · · · , ei, 0, · · · , 0]

This means:

g1.X.g2 =

(
Ii 0

0 0

)
So we have proved that Λi0 is an orbit of O(W1,Φ1)×GLn(F ) on(

Ii 0

0 0

)
And as n ≤ m, the rank of an m × n matrix is less or equal to min(m,n) = n,
So Λ0 =

⋃i=n
i=0 Λi0.

Remark 3.27.1. It is easy to check that Λn0 is dense in Λ0 in Zariski topology.
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3.5.4 Injectivity on K1 ×K2 invariants

To finish the proof of the main theorem, We prove the map Zσ is injective on
S(Mmn(F ))K1×K2 ,i.e. if f ∈ S(Mmn(F ))K1×K2 and Zσ(f) = 0 for every σ such
that Re(σi) � 0∀i, then f = 0. By Lemma 3.19, this implies that Zσ gives
all the intertwining operators from S(Mmn(F )) to the spherical representations.
and by Lemma 3.26, it is sufficient to prove the following lemma:

Lemma 3.28. Let f ∈ S(Mmn(F ))K1×K2, if

Zσ(f) ≡ 0

for all σ such that Re(σi) � 0(i = 1, 2...n). Then ρ(g2)f vanish on Λ0 for all
g2 ∈ Spn(F )

Proof. As Λn0 is dense in Λ0, it suffices to prove ρ(g2)f vanishes on Λn0 . Then
we asserts that from the hypothesis of this Lemma, all we need to prove is that

f

(
X

0

)
= 0 for X an arbitrary n×n matrix. Indeed if we let (g1, g2) ∈ G1×G2,

the we write g1 = k1 · p1 with k1 ∈ K1, p1 ∈ P1 and g2 = k2 · t2 · n2 with
k2 ∈ K2, t2 ∈ T2, n2 ∈ N2. Then we have

ρ(g1, g2)(f)

(
In
0

)
= ρ(p1, p2)(f)

(
In
0

)
= det(t2)m/2f

(
X

0

)
with X some n× n matrix.

We can further reduce this to the case of GLn(F )×GLn(F ) duality: Define

f ′(X) = f

(
X

0

)
for X a n× nmatrix

and consider the embedding of GLn(F ) to O(W1,Φ1) by

η(X1) =

(
M 0

0 (MT )−1

)
for X1 ∈ GLn(F )

where M =

(
X1 0

0 I(m/2)−n

)
, and the embedding of GLn(F ) to Sp(W2,Φ2)

by

η′(X2) =

(
X2 0

0 (XT
2 )−1

)
for X2 ∈ GLn(A)

Observe that these embedding send GLn(A) to K1 and K2. Take k1, k2 ∈
GLn(A), we have f(η(k1) · X ′ · η′(k2)) = f(X ′) for X ′ ∈ Mmn(F ). For X ′ =(
X

0

)
where X a n× n matrix, it is the same as f ′(k−1

1 ·X · k2) = f ′(X). So

the above lemma is equivalent as the following lemma:
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Lemma 3.29. Consider the action of GLn(F ) × GLn(F ) on S(Mnn)(F ) by
γ(g1, g2)(φ)(X) = φ(g1 ·X · g−1

2 ). If f ∈ S(Mnn)(F ) such that

φ(k1 ·X · k2) = φ(X)

for all k1, k2 ∈ GLn(A) and all X ∈Mnn(F ). Then suppose∫
Yn

φ(Yn)
n∏
i=1

|aii|σidrYn = 0

for all σ ∈ Cn such that Res(σi)� 0(i = 1, 2, ...n). Then f = 0

Proof. The proof of this can be found in [11] Lemma5.2. We give a proof when the
support of f lies in GLn(F ). Suppose that, then f ∈ H(G,K) when restricted
to GLn(F ), here we denote G = GLn(F ),K = GLn(A). Recalling Example
3.1.1, fix {ê1, · · · , ên} to be a basis of X•(T ), then σ = (σ1, · · · , σn) represents
χσ ∈ (X•(T ) ⊗ C)/Ŵ where χσ = β(

∑n
i=1 σiêi), here β denote the natural

projection map
β : (X•(T )⊗ C)→ (X•(T )⊗ C)/Ŵ

We have the following formula∫
Yn

φ(Yn)
n∏
i=1

|aii|σidrYn = ϑχσ(f)

Identify (X•(T ) ⊗ C)/Ŵ as Spec(H(G,K)), and U = {σ : Res(σi) � 0(i =
1, 2, ...n)} is open and dense in (X•(T )⊗C)/Ŵ . So f ∈ H(G,K) and f vanishes
on U implies f = 0 on G. Combine the fact that G is dense in Mnn(F ) and f is
continuous, we get f = 0 in Mnn(F ).

Remark 3.29.1. The map above gives an B1 ×B2 intertwining map of
S(Mnn)(F ) to µσ⊗χσ, where B1 and B2 is the upper triangle matrix of GLn(F ).
By Frobenious reciprocity, this defines a GLn(F ) × GLn(F ) intertwining map
from S(Mnn(F )) to some spherical representation of GLn(F ) × GLn(F ). The
lemma above shows that the GLn(A)×GLn(A) invariants of S(Mnn(F )) is deter-
mined by this intertwines map. This gives the spherical local theta correspondence
for GLn(F )×GLn(F ) acting on S(Mnn(F )).
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